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Morphology effects on spin-dependent transport and recombination in polyfluorene thin films
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We have studied the role of spin-dependent processes on conductivity in polyfluorene (PFO) thin films by
preforming continuous wave (cw) electrically detected magnetic resonance (EDMR) spectroscopy at temperatures
between 10 K and room temperature using microwave frequencies between about 1 GHz and 20 GHz, as
well as pulsed EDMR at the X band (10 GHz). Variable frequency EDMR allows us to establish the role of
spin-orbit coupling in spin-dependent processes whereas pulsed EDMR allows for the observation of coherent
spin motion effects. We used PFO for this study in order to allow for the investigation of the effects of microscopic
morphological ordering since this material can adopt two distinct intrachain morphologies: an amorphous (glassy)
phase, in which monomer units are twisted with respect to each other, and an ordered (β) phase, where all
monomers lie within one plane. In thin films of organic light-emitting diodes, the appearance of a particular phase
can be controlled by deposition parameters and solvent vapor annealing, and is verified by electroluminescence
spectroscopy. Under bipolar charge-carrier injection conditions, we conducted multifrequency cw EDMR,
electrically detected Rabi spin-beat experiments, and Hahn echo and inversion-recovery measurements. Coherent
echo spectroscopy reveals electrically detected electron-spin-echo envelope modulation due to the coupling of the
carrier spins to nearby nuclear spins. Our results demonstrate that, while conformational disorder can influence
the observed EDMR signals, including the sign of the current changes on resonance as well as the magnitudes
of local hyperfine fields and charge-carrier spin-orbit interactions, it does not qualitatively affect the nature
of spin-dependent transitions in this material. In both morphologies, we observe the presence of at least two
different spin-dependent recombination processes. At room temperature and 10 K, polaron-pair recombination
through weakly spin-spin coupled intermediate charge-carrier pair states is dominant, while at low temperatures,
additional signatures of spin-dependent charge transport through the interaction of polarons with triplet excitons
are seen in the half-field resonance of a triplet spin-1 species. This additional contribution arises since triplet
lifetimes are increased at lower temperatures. We tentatively conclude that spectral broadening induced by
hyperfine coupling is slightly weaker in the more ordered β-phase than in the glassy phase since protons are
more evenly spaced, whereas broadening effects due to spin-orbit coupling, which impacts the distribution of
g-factors, appear to be somewhat more significant in the β-phase.

DOI: 10.1103/PhysRevB.94.214202

I. INTRODUCTION

Spin-dependent electronic transitions of weakly coupled
charge-carrier pairs in organic semiconductors have been
extensively investigated since they have direct consequences
for performance in optoelectronic devices made from these
materials, such as organic light-emitting diodes (OLEDs) [1].
These studies have led to significant insight into the role
that various electron- and nuclear-spin related effects play in
charge and spin transport within such devices [2–4]. Hyperfine
interactions between charge-carrier spins and their nuclear-
spin bath are particularly significant for correctly describing
the microscopic origin of magneto-optoelectronic effects, such
as organic magnetoresistance, and elementary parameters such
as the spin-diffusion length. The latter is, for example, relevant
for observing the inverse spin-Hall effect [5,6] in this material
class. Although the local hyperfine environment has been
found to significantly impact magnetoresistance behavior and
imposes a limit on the sensitivity of magnetometry applications
[7], little is currently known about how the microscopic
magnetic environment is influenced by the local structure, i.e.,
the morphology of the polymer chain.
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This study focuses on the qualitative nature and the dynam-
ics of spin-dependent charge-carrier processes in the polyflu-
orene derivative poly[9,9-dioctylfluorenyl-2,7-diyl] (PFO).
PFO is an extraordinary conjugated polymer material for
organic electronics, in that the polymer chain can exist in
two distinct conformations: a twisted conformation, in which
the monomer units are free to rotate with respect to each
other, and an ordered conformation, in which the side chains
interlock so that all monomers lie within one plane [8]. The
level of ordering can be followed by using, for example,
x-ray scattering on ensemble bulk films, and has a dramatic
impact on the optical properties such as photoluminescence
and absorption. The conformational differentiation arises on
the level of the individual chain which can be clearly illustrated
by single-molecule spectroscopic techniques [8]. Thin films of
this material can be prepared in different states of ordering,
the amorphous glassy phase, the ordered β-phase, and a
mixed phase [9–11], by controlling deposition and processing
conditions.

Here, PFO films are studied in OLEDs over temperatures
between 10 K and room temperature (RT) under bipolar
charge-carrier (electron-hole) injection. In order to elucidate
the influence of microscopic order on the fundamental spin
interactions of electrostatically bound charge carriers, we co-
herently probe spin-dependent recombination and dissociation
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kinetics in OLEDs through use of electrically detected
magnetic resonance (EDMR) spectroscopy [3]. With such
marked changes to electronic characteristics between these
two phases, a natural question arises: how does local structural
order influence the spin degree of freedom for these charges?
An effective method of probing spin-dependent electronic
transitions in an operating OLED is to monitor the free charge-
carrier density through the device current while performing
electron-spin resonant excitations on charge carriers. Since
such spin manipulation of charge carriers involved in spin-
dependent transitions leads to changes in overall device current
[3], even coherent charge-carrier spin propagation can be mon-
itored through current measurements, allowing for electronic
detection and quantification of electronic spin-spin coupling
as well as hyperfine electron-nuclear-spin interactions [4,12].

Polymer morphology has been explored extensively as a
means of influencing the electronic performance of various
organic electronic device schemes. This has been particu-
larly true in the pursuit of efficient organic photovoltaic
devices, where polymer composites of nominally electron
accepting and donating materials are blended together, form-
ing percolation networks, such as with C60 and P3HT
(poly[3-hexylthiophene-2,5-diyl]) [13–16]. One polymer sys-
tem where structural order is known to lead to dramatic
changes in electronic processes is PFO, which exhibits the
above-mentioned glassy phase and the rigid, molecular wire-
like β-phase [17–20]. These two intramolecular conformation
phases are sketched in the insets of Figs. 1(d) and 1(f).
Although they share an identical chemical structure, the elec-
tronic properties of these two phases are distinctly different,
leading to an order-of-magnitude conductivity enhancement
[21] and a 15-nm luminescence redshift from 425 to 440 nm in
the β-phase [22]. The microscopic origins of such differences
stem from the planar side chains of the wirelike π -conjugated
backbone which forms an ordered ladder structure of the
polymer in the β-phase [8,23]. With such dramatic changes
in electronic properties between phases [19], PFO represents
an ideal polymer for the study of morphological rather than
mere chemical influences on spin properties.

Spin-dependent processes affecting the current in OLEDs
arise primarily either from hyperfine or from spin-orbit
interactions. Both effects could conceivably be influenced
by molecular conformation. Intuitively, one may anticipate
that the local strength of hyperfine fields increases in the
β-phase as the local proton density is raised by ordering
of the proton-rich side chains. However, this simple picture
only applies if wave-function localization is identical in both
conformations—which is unlikely. In turn, twisting of the
polymer chain and the associated bending of the chain, may
conceivably lead to stronger local spin-orbit coupling. Without
quantitative spectroscopy, it is impossible to make conclusive
statements.

II. EXPERIMENTAL PROCEDURE

Figure 1(a) illustrates the OLED device structure used in
this study. The structure is based on a glass template: indium tin
oxide (ITO) (100 nm) is used as a transparent anode, poly(3,4-
ethylenedioxythiophene) polystyrene sulfonate (PEDOT:PSS)
is a hole injection material that is spin coated (at 3000 rpm)
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FIG. 1. (a) Illustration of the vertical device stack used in all
measurements of this study where the active layer of PFO (blue) is
sandwiched between a Ca layer (light gray) and a PEDOT:PSS layer
(brown) for electron and hole injection, respectively. (b) Scanning
electron microscope image of the active area of a standard device
covered with SiN to insulate the ITO except for a small circular
opening in the center, defining the active area. The small active device
area atop the large substrate allowed for sufficient heat sinking of the
power dissipated by the device under operation. (c) Photograph of
a device under operating conditions with the blue PFO EL visible.
The scale bars in (b,c) both represent 1 mm. The EL spectra for
glassy, mixed, and β-phase devices are plotted in (d–f), respectively.
Sketches of the polymer chain conformations for the two main phases
are shown in their respective panels in order to illustrate the different
states of molecular ordering.

onto the cleaned ITO surface, and PFO in either morphology
is the active layer that is spin coated in a nitrogen glove box
to form a thickness of approximately 75 nm. A thin (7 nm)
calcium layer is then thermally evaporated to inject electrons,
and 100 nm of aluminum is used to contact and encapsulate
the device. The device is further encapsulated using either
an epoxy or a so-called spin-on-glass (Futurrex IC1-200), for
measurements at cryogenic temperatures, to ensure minimal
atmospheric contact to the device during transport from the
glove box to the vacuum of a cryostat that is part of the spin
resonance spectrometer.

Since PFO is a comparatively high-mobility polymer,
with mobilities ranging from 2 × 10−9 to 3 × 10−8 m2/V s at
RT depending on the morphological phase of the polymer
[21], device performance can be negatively impacted by
Joule heating (see Appendix A) [24]. Small-area samples
were designed to circumvent this problem by improved heat
sinking and therefore allow for device operation at higher
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electrical power. Figures 1(b) and 1(c) show a scanning
electron micrograph of the unprocessed active-area template
and a photograph of light emission from the structured OLED,
respectively, for the small-area devices. For all devices, the
current-voltage characteristics were measured to ensure proper
diode operation.

The degree of order within the PFO active layer can be
controlled through layer deposition parameters and subsequent
film treatment. A glassy-phase layer is formed by spin-coating
a 5 g/l solution of the polymer in toluene directly onto the
template for 1 min with no further postprocessing of the layer.
PFO in the ordered β-phase is formed by briefly immersing
a spin-coated layer of a slightly more concentrated solution
(7 g/l in toluene) into a 1:1 orthogonal solvent mixture of
tetrahydrofuran and methanol for 2 min, followed by thermal
annealing at 100 °C for 5 min, as outlined in Ref. 22.

To ensure absolute control over the morphological phase of
the PFO OLEDs, the electroluminescence (EL) spectra were
recorded for all devices. The EL spectrum can be used to infer
long-range translational order within the polymer since the
glassy phase exhibits emission in the 0-0 transition around

425 nm, while the β-phase has its maximal peak centered at
440 nm. This difference in 0-0 transition is a reliable indicator
of the morphological phase of the layer [25]. Figures 1(d)–1(f)
show typical EL spectra for the glassy, mixed, and β-phases,
respectively, along with illustrations of the polymer chains for
each morphology.

In order to study the microscopic interplay between struc-
tural and magnetic order, we use pulsed-microwave EDMR
(pEDMR) to coherently excite and observe spin transitions in
the two phases of PFO. Experimentally, this is carried out by
constructing OLEDs that have thin-film electrodes capable of
being placed within the X band (∼9.6 GHz) Flexline MD5
microwave resonator of a Bruker ElexSys E580 spectrometer.
This resonator was strongly overcoupled in order to achieve
the low quality factor necessary for the time resolution.
Temperature control is achieved with a liquid helium cryostat
(Oxford Instruments CF935O). When the microwave radiation
is pulsed at 400 ns pulse duration and its frequency is kept
fixed while the external magnetic field is swept across a
range covering the resonance condition, a population transfer
between spin eigenstates is induced, resulting in changes to the
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FIG. 2. Plots of transient changes to a steady-state device current of I0 = 20 μA after a 400 ns microwave excitation pulse was applied to
the samples, as a function of the applied magnetic field which is represented by the vertical axis. The current transients were measured at RT
(left) and 10 K (right), on devices containing PFO in the β-phase (a,b), a mixed phase containing both β-phase and glassy phase components
(c,d) and the glassy phase (e,f). The insets of the panels display plots of the changes in device current as a function of the applied magnetic
field for specific times after the microwave pulse indicated by the red arrows. Qualitatively, a sign reversal of the current change is seen
between glassy and β-phases while for the mixed-phase device a sign change occurs between high and low temperature. The data also show
that magnetic-resonance-induced current changes in PFO are more than a factor of 2 larger in β-phase PFO compared to glassy phase PFO.
The maxima of the current changes occurred for g-factors of 2.003 27, 2.003 24, and 2.0033 for the room-temperature data shown in panels
(a,c,e), respectively, and for g-factors of 2.004 23, 2.004 67, and 2.004 13 for the low-temperature data shown in panels (b,d,f), respectively,
with errors below 10−4.
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steady-state device current. The transient current changes were
recorded using a Stanford Research Systems SR570 current
amplifier [26].

III. RESULTS

A. Pulsed EDMR of PFO OLEDs

We begin by discussing the generic magnetic resonance
signals observed in PFO OLEDs. Figure 2 shows transient
pEDMR signals for the two PFO phases, as well as for a device
with an admixture of both phases, at both room temperature
and 10 K. Each panel depicts the change in current of a
device from its steady-state current, encoded in the color
scale, as a function of time after a 400 ns excitation pulse
at time t = 0, plotted along the horizontal axis, and as a
function of the applied magnetic field B0, plotted along the
vertical axis. The graphs to the right of each panel depict data
subsets of the color plots that represent current changes as
a function of applied magnetic field recorded at times where
maximal changes in current occurred, as indicted by the red
arrows on the horizontal axis. Results from the β-phase sample
[Figs. 2(a) and 2(b)] are shown above those from the mixed-
phase sample [Figs. 2(c) and 2(d)] and the glassy-phase
sample [Figs. 2(e) and 2(f)]; data measured at 10 K are
shown to the right of the room-temperature measurements.
Note the different color scales for the different data sets. The
current changes representing the magnitude of the detected
spin-dependent currents increase two to four times when the
devices are cooled to 10 K. Closer inspection of the transients
reveals that each device shows a rather large change in current
at shorter times, while a subsequent slower signal of opposite
sign follows. The case in Fig. 2(d) is most instructive. Here,
an initial enhancement in current is followed by a long-lived
quenching. In the vicinity of the zero crossing of the current
change, it can be seen that the quenching of the current
overlaps with the tail of the initial enhancement peak around
40 μs after the microwave pulse: quenching and enhancement
appear to occur simultaneously, implying that more than one
spin-dependent mechanism must be active here.

Earlier studies on similar organic semiconductor com-
pounds point to the polaron-pair (PP) model as the dominant
origin of these transient magnetic resonance signals [27–32].
Typically, however, these earlier studies always showed a
transient enhancement in current followed by a long-lived
reduction (quenching). It is unusual that one and the same
material can either show initial enhancement [e.g., Fig. 2(e)]
or quenching [e.g., Fig. 2(a)]. Mixed-phase devices are
particularly interesting since they show quenching at RT and
enhancement at 10 K. This variation in current change can be
explained by a change in transition rates, or the involvement of
additional spin-dependent processes beyond the electron-hole
PP process. One way to determine if there is more than one
spin-dependent channel (i.e., in addition to the PP process),
is to fit the slice of the resonance spectrum at maximum
amplitude (shown to the right of the colored panels in Fig. 2)
with double-Gaussian lines of equal area. Each charge in the
pair should contribute to the resonance signal equally if the
signal is due to a PP process. Each resonant spin (electron
and hole) experiences inhomogeneous hyperfine broadening
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FIG. 3. Plots of the measured maximal current change (black
squares) after the resonant pulse excitation as a function of applied
static field B0 obtained from the data shown in Fig. 2 for β and
glassy phases at temperatures of RT (a,b) and 10 K (c,d). The blue
lines are fit results with double-Gaussian functions, representing
electrons and holes, in which both functions have the same area as
required for a pair process. The quality of the fit results is recognized
by the fit residuals which are plotted in the insets of the panels.
Weak but significant structure is discernible in the residual data sets,
indicating that additional spin-dependent processes not described by a
double-Gaussian line make minor contributions to the overall EDMR
response of the devices. We note that within the given errors, no
g-factor difference between the two resonance peaks was observed.
For each data set, the g-factors resulting from both Gaussian functions
are described by the values provided in Fig. 2.

of slightly different magnitude, explaining the appearance of
two Gaussians.

Figure 3 shows EDMR resonance spectra by plotting the
change in current along the vertical axis as a function of
magnetic field along the horizontal axis. The data are the
same as shown in the insets of Fig. 2. Here, each plot
shows the measured data (open squares) fitted with equal-area
Gaussian curves (blue lines) and the combined fits of the two
Gaussians (red lines). The residuals of each fit are shown
above each panel. The data from the glassy-phase device at
RT [Fig. 3(b)] produces the only fit result that does not show a
distinct structure in the residual given its signal-to-noise ratio.
Structures in the residuals above the noise level imply that
the two Gaussians do not provide a perfect fit to the spectra.
Since these spectra offer only a snapshot of spectral broadening
at one particular time after resonant spin excitation and for
one particular magnetic-field strength, we refrain from simply
comparing spectral widths between the different phases for
these measurements based on the data in Fig. 3. Instead, we
will comprehensively discuss the magnetic-field dependence
of the resonance spectra below in Sec. IIIC, which allows an
extraction of the spectral linewidths as a function of Zeeman
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FIG. 4. Correlation between EL spectrum and the sign of the
initial steady-state current change following magnetic resonant
excitation at room temperature. The transient of current change is
separated into two parts by its zero crossing and integrated to yield
areas A1 and A2 as sketched in the top left inset (this example
transient is not experimental data). The ratio of A1 to the sum of
the moduli |A1| + |A2| gives a measure of the sign of the initial
part of the transient, either current enhancement or quenching. This
ratio is related to the fraction of glassy-phase EL which is derived
by deconvoluting the EL spectrum into glassy phase emission and
β-phase emission. The fraction of the glassy phase is defined as the
ratio between the glassy-phase EL peak intensity G divided by the
total EL intensity |G| + |β|, as illustrated in the bottom right inset.
The black line is a guide to the eye. The data reveal that the sign of
the steady-state current change of PFO OLEDs is governed by the
fraction of glassy to β-phase.

splitting and offers a direct comparison between the two
morphologies. We note that, within given error margins, the
EDMR lines shown in Fig. 3 reveal that both electron and hole
resonances are centered identically and that no differences
of these resonances exist between the different PFO phases.
A small but significant shift of the g-factor with temperature
occurs from ∼2.0042 at 10 K to ∼2.0032 at room temperature.
This shift likely arises from the fact that different electronic
states in the material are involved in spin-dependent transitions
at different temperatures.

We first focus on the relation between chain morphology
and the initial sign (quenching or enhancement) of the OLED
current change following resonant excitation. The morphology
can be quantified by considering the EL spectra. The inset in
the upper left corner of Fig. 4 explains the procedure in relating
the morphology to the initial sign of the transient current
change. The inset illustrates the definition of two charges A1

and A2 as integrals of the current change in the time intervals
between the resonant pulse and the sign change, and between
the sign change and the relaxation of the current to the steady
state (when the current change vanishes), respectively. Note
that this inset is a sketch and not experimental data. Based on
these definitions, we introduce a normalization of A1 by con-
sidering the ratio of A1 to the sum of the magnitude of A1 and
A2. This ratio represents the percentage of integrated charge

that is due to initial current enhancement when the ratio is
positive. When the ratio is negative, it represents initial current
quenching. The main plot of Fig. 4 contains experimentally
obtained values for this enhancement ratio (pEDMR experi-
ments) for various PFO samples, prepared such that the glassy
and β-phases as well as the mixed phase emerged as a function
of the morphology composition ratio detected in EL. The latter
is an observable that is defined by the second inset in the lower
right corner of Fig. 4, which shows a cartoon of an EL spectrum
(see Fig. 1) which is fitted with two Gaussians whose integrated
intensities G and β roughly represent the EL intensities of the
glassy (G) and β-phase, respectively. We now define the EL-
detected morphology composition ratio as G/(|G| + |β|). The
black line connecting the data points in Fig. 4 is a guide to the
eye. Figure 4 shows that even with a significant glassy-phase
component in the EL spectra, the pEDMR signal sign can
be dominated by the current quenching characteristic of the
β-phase. This observation is consistent with the observation
made in Fig. 3 that β-phase EDMR signals are significantly
stronger compared to those of glassy-phase samples.

B. Half-field EDMR signals

Since the double-Gaussian fits shown in Fig. 3 do not
lead to entirely vanishing residuals, we conclude that the
PP process described by the double-Gaussian function is not
the only mechanism contributing to the signals observed in
PFO. In order to identify these additional spin-dependent
conductivity mechanisms, we carried out EDMR spectroscopy
at half the magnetic field in order to investigate the potential
occurrence of a triplet-exciton polaron (TEP) process that has
been observed before in other polymer films [33,34]. Triplet
excitons can be quite short lived at room temperature, so their
influence should be more pronounced at low temperatures [35].
The half-field measurements are conducted in the same manner
as the measurements depicted in Fig. 2, but the magnetic field
is set to slightly more than half the magnetic field where direct
transitions between the sublevels of the triplets can become
allowed for the given excitation pulse frequency.

While no half-field signal is observed in related conjugated
polymers such as MEH-PPV at 293 K RT [35], PFO is
known to have a potentially high triplet-exciton density in
the β-phase, owing to the longer triplet lifetime than for
MEH-PPV, which could make room-temperature detection
possible [36,37]. Figure 5 shows the change in current as
a function of magnetic field for β-phase (red triangles) and
glassy phase (blue circles) OLEDs for both RT and 10 K.
A half-field resonance cannot be resolved for either phase
at RT while clearly visible at 10 K. Figures 5(c) and 5(d)
show measurements at 10 K, where each resonance slice
gives an average of multiple measurements to improve the
signal-to-noise ratio (four averages were made for the β-phase
and six for the glassy phase). The RT measurements were
also averaged (22 averages for the β-phase, 9 averages for the
glassy phase).

The half-field resonances can be fitted by a standard
procedure using the EASYSPIN MATLAB toolbox in order to
determine D, the dipolar coupling parameter of the spin
pair of the triplet exciton [38,39]. The error estimate for D

was calculated using a bootstrap analysis [40] (Appendix B).

214202-5



RICHARDS MILLER et al. PHYSICAL REVIEW B 94, 214202 (2016)

165 170 175
B (mT)

160 170 180 190

0

0.2

0.4

0.6

∆I
 (n

A
)

B (mT)

0

0.2

0

0.4

∆I
 (n

A
)

β-phase 10 K glassy phase 10 K

(b)(a)

(d)(c)

β-phase RT glassy phase RT

FIG. 5. Plots of half-field resonance spectra for β-phase (red
triangles) and glassy phase (blue circles) devices at RT (a,b) and
10 K (c,d). Each panel shows a change in steady-state current as a
function of magnetic field. The fits in (c,d) were calculated using
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The β-phase zero-field splitting parameter of the triplet
exciton is determined to be D = 2407 ± 128 MHz, while the
glassy phase gave D = 2317 ± 732 MHz. Even though the
amplitudes of the half-field resonances differ between the two
morphological phases, the zero-field splitting parameters D

appear to be quite similar. The residuals of the fits (black
lines) in Figs. 5(c) and 5(d) are shown above the resonance
curves. For the β-phase, it appears that there is some structure
in the residual close to the resonance. Such a residual could
be interpreted to imply that a third spin-dependent process,
besides the PP and the TEP mechanisms, is present in PFO.
This conclusion can also be drawn by noting that there is no de-
tectable half-field resonance at RT in β-phase PFO, yet a clear
structure in the fit residual of the full-field resonance is seen in
Fig. 3(a). Even though the TEP mechanism is not detectable by
the available EDMR experiment at room temperature, an ad-
ditional nondominant spin-dependent mechanism must exist.

C. Multifrequency continuous wave EDMR
and spin-orbit coupling

The line shape of the PFO full-field resonances shown in
Figs. 2 and 3 is wider than that of similar polymers [12,41–45].
Inhomogeneous broadening of a magnetic resonance line
of an amorphous material can result from local hyperfine
interactions or a distribution in g-factors which can arise from
spin-orbit interactions. In order to determine how much of the
resonance width is due to hyperfine coupling, arising from the
abundance of hydrogen atoms in PFO, and what contribution
results from spin-orbit coupling, multiple resonances were
measured using coplanar waveguide resonators operating at
different frequencies [46]. This approach is chosen because
the two contributions to resonance linewidths have different
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(red triangles) PFO. For each phase, the resonances for the lowest
and highest frequency (2.33 and 17.89 GHz for the glassy phase;
1.15 and 19.88 GHz for the β-phase) are displayed. The solid black
line represents the result of a global fit with multifrequency-dependent
double-Gaussian derivatives that model both low- and high-frequency
data. All fits reveal the superposition of a broad and a narrow
Gaussian. (c) Plots of the widths �B of the two Gaussians for the
two phases as a function of the applied on-resonance magnetic field
B based on the fit results obtained from the global fit procedure.
The shaded regions represent 95% confidence intervals resulting
from the parameter uncertainties that were determined using a
bootstrap analysis. The circles and triangles represent the values of
the continuous red and blue plots highlighted for the magnetic fields
at which experimental spin resonance data were obtained.
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magnetic-field dependencies: hyperfine broadening occurs
independently of the external magnetic-field strength, whereas
spin-orbit coupling is manifested by a distribution of g-factors
and therefore gains more influence on the spectrum for higher
static magnetic-field strengths.

For the multifrequency EDMR experiments, the coplanar
waveguide (CPW) resonators were operated under magnetic-
field modulated continuous wave (cw) excitation as opposed
to the pEDMR measurements discussed above. Consequently,
the change in current as a function of magnetic field, i.e.,
the magnetic resonance spectrum, is recorded as a derivative
function. Many frequencies are available in the CPW due to the
use of the higher harmonics of each resonator’s fundamental
frequencies. This allows one to measure EDMR at a number
of different magnetic fields and develop an understanding of
how the line shape of the resonance changes with magnetic-
field strength. Figure 6(a) shows the change in current due to
multiple resonances for both glassy phase (blue) and β-phase
(red) as a function of magnetic field (bottom horizontal axis)
and corresponding frequency (upper axis). Since the magnetic-
field scale is so broad, the individual resonances appear very
narrow.

As described in detail in Ref. 46 for a different polymer
material, the multiple resonance spectra obtained through such
a procedure can be analyzed by fitting all spectra simultane-
ously using a global fit with two field-dependent linewidths

�B1 and �B2 given by �B1,2 =
√

B2
Hyp1,2

+ (α1,2B0)2. This

relation is based on a two-Gaussian model, representing one
Gaussian function for the electron-spin resonance and one for
the hole-spin resonance, which together form an ensemble of
PPs undergoing spin-dependent recombination. This approach
allows us to deduce the exact distribution width of the random
hyperfine fields of each carrier 1 and 2 (BHyp1,2 ) as well as the
spin-orbit controlled g-factor distribution widths (α1,2). Fit
results to the resonances for both polymer phases are shown
in Fig. 6(b) for the lowest (upper curve) and highest (lower
curve) frequencies recorded. The curves are shifted along the
abscissa by the magnitude of the magnetic field on resonance,
B − f/γ , with γ = gμB/� being the gyromagnetic ratio. The
fits are clearly of acceptable quality even though they are made
under neglect of the above-discussed second spin-dependent
process and, more importantly, even though these global fit
models are applied to a frequency span of a factor of 20. The fit
quality does appear to deteriorate at higher frequencies for both
phases of the material. The results of the fits are summarized
in Table I. Note that the black fitting curve is actually one and

the same fit for each phase, since a global fit is carried out
over all data and the only variable in the plotted function is the
magnetic-field strength B.

We applied a bootstrap error analysis to the results of
the global fits for both material phases to arrive at a better
understanding of the uncertainty in the hyperfine and spin-orbit
terms, as described in detail in Ref. 46. Figure 6(c) shows the
95% confidence interval for the resonance linewidth (�B) for
both the narrow and wide Gaussian lines of the resonances
(blue, glassy phase; red, β-phase) as a function of magnetic
field. These errors were extracted from the bootstrap analysis
and are stated in Table I. The circles and triangles in the plot
mark the magnetic-field strengths of each resonance spectrum
taken in Fig. 6(a). The broader the resonance line, the larger
the error in extrapolating the linewidth. Clearly, all features
do indeed broaden with increasing magnetic field, implying
contributions to line broadening from spin-orbit coupling
resulting in a distribution �g.

D. Detection of coherent spin motion with pEDMR

1. Rabi oscillations

OLEDs have shown remarkable signatures of spin co-
herence, such as spin beating between precessing electron
and hole spins [47] and time-resolved electron-nuclear-spin
precession [4], phenomena which both show a strong de-
pendence on hydrogen isotope. PFO is a unique material to
investigate spin-coherence effects since the two phases are
chemically and isotropically identical but structurally distinct:
Is there an effect of polymer structure on spin coherence?
Figure 7 shows the transient current response following a
microwave pulse as a function of pulse duration for glassy
and β-phase OLED devices. If the carrier spins retain their
coherence, then spin-Rabi flopping becomes apparent in the
device current [30]. Figures 7(a), 7(d), 7(g), and 7(j) show
the transient current response following a microwave pulse of
varying duration. In order to improve the visibility of coherent
Rabi oscillations as a function of microwave pulse length, the
background was subtracted with a second-order polynomial
function. This procedure is described in detail in Ref. 12. The
change in current is shown on a color scale as in Fig. 2. The
amplitude B1 of the excitation microwave pulse strength for
the measurements in Fig. 7 is approximately 560 μT. Figures
7(b), 7(e), 7(h), and 7(k) show slices along the respective white
dashed lines to better portray the oscillation in device current as
a function of excitation pulse length. The first few nanoseconds
of each slice are omitted to better fit the data into the given scale

TABLE I. Boundary values of the 95% confidence intervals for the double-Gaussian fit results of the multifrequency cw EDMR data
presented in Fig. 6. The ranges correspond to the shaded regions in Fig. 6(c). Line broadening arises due to both magnetic-field-independent
hyperfine coupling BHyp and field-dependent broadening due to a distribution �g in g-factors, denoted by the parameter α. Hyperfine coupling
is substantially stronger in the glassy phase than in the β-phase, even though the compounds are chemically and isotropically identical. The
broad line of the β-phase resonance shows significantly stronger broadening with magnetic field, suggesting that spin-orbit coupling may be
stronger in the β-phase than in the glassy phase.

β-phase Glassy phase

Narrow line Broad line Narrow line Broad line

0.276 � BHyp � 0.280(mT) 0.841 � BHyp � 0.851 (mT) 0.436 � BHyp � 0.446 (mT) 1.101 � BHyp � 1.120(mT)
7.98 � α � 8.17(10−4) 1.25 � α � 1.31(10−3) 8.71 � α � 9.43(10−4) α � 6.11 × 10−4
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FIG. 7. (a,d,g,j) Plots of the change in device current after a short, pulsed magnetic resonant excitation at t = 0 as a function of time
(horizontal axis) and pulse length (vertical axis) for both PFO phases at RT (top row) and 10 K (bottom row). The microwave pulse strength
for all measurements was ∼560 μT. The current transients are baseline corrected using a second-order polynomial to highlight the Rabi
oscillations. Panels (b,e,h,k) show corresponding slices along the dashed white line. Panels (c,f,i,l) show the real component of the Fourier
transforms that were calculated using data slices without background subtraction. The Fourier amplitude is plotted as a function of frequency in
units of spin- 1

2 Rabi frequency γB1, where γ denotes the gyromagnetic ratio. Every frequency spectrum exhibits a peak in its signal intensity
at the fundamental frequency of γB1 indicating the involvement of paramagnetic states with spin s = 1

2 . The 10 K measurements also show
smaller peaks at 2γB1, though less visible in the β-phase (f). This second harmonic is indicative of beating of the observed paramagnetic
centers, the electron and hole spins.

for the displayed range of pulse lengths. As expected, all four
data sets—for the two phases at the two temperatures—show
coherent oscillations in the current. However, one can clearly
see that the oscillations at RT decay more rapidly than those
at 10 K.

The Rabi oscillations can be further analyzed by consid-
ering the frequency components making up the oscillation.
Figures 7(c), 7(f), 7(i), and 7(l) show the Fourier transform
of the time domain data for the time slices marked in white.
To prevent distortions of the Fourier spectra by the baseline
subtraction mentioned above, all transforms were carried out
on the uncorrected data without baseline subtraction. All
Fourier spectra show a dominant fundamental at the Rabi
frequency γB1, corresponding to the oscillation of one spin- 1

2

carrier species. However, a second harmonic component is also
seen at a frequency of 2γB1, which arises due to simultaneous
coherent precession—spin beating—of both the electron and
hole spin. The detection of this spin-beating component is
proof that the dominant spin-dependent transition for the
observed EDMR signals is governed by weakly coupled
pairs with spin s = 1

2 . This beating is consistent with the
PP recombination mechanism which has previously been
observed in MEH-PPV. The second-harmonic peaks in Figs.
7(c) and 7(i) are barely discernible compared to those in Figs.
7(f) and 7(l) because of the faster decay of the Rabi oscillations
at room temperature. The beating component is, again, clearly
visible in the 10 K data, and more so in the glassy phase than
in the β-phase.
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FIG. 8. Plots of electrically detected Hahn echo experiments
observed in the time-integrated current of devices with both PFO
phases at RT and at 10 K. The pulse sequence used for these
experiments is sketched above the plots. Both plots show the
integrated current (the charge) as a function of time difference τ–τ ′

defined in the sketch of the pulse sequence. This difference was
chosen such that the center of the electrically detected spin echoes
occurs around τ–τ ′ ≈ 0 for better comparison. The solid lines are fits
with Gaussian curves and serve as a guide to the eye.

2. Spin-relaxation times

The Rabi oscillations on their own only demonstrate that
coherent spin precession contributes to the device current
under magnetic resonance excitation, but do not allow us
to extract spin-relaxation times. We use electrically detected
Hahn spin-echo experiments and inversion-recovery measure-
ments to quantify dephasing and spin-relaxation times. We
determine the necessary duration of the echo-driving π pulse,
which rotates the spins by 180° from their thermal equilibrium
orientation along the direction of the external field B0 to –B0,
from the duration of the Rabi oscillation at a given microwave
power. Details of the echo experiments on OLEDs are given
elsewhere [4,48]. Note that for the electrical detection of spin
echoes, for which spin permutation symmetry rather than
spin polarization is observed, it is necessary to modify the
Hahn echo pulse sequence well known for inductively detected
magnetic resonance spectroscopy by adding an additional π /2
pulse. This pulse projects the charge-carrier spins onto their
eigenstates along the ±B0 axis. This procedure is explained in
Refs. 4,49 and the Supporting Information thereof. Figure 8
shows examples of Hahn echoes measured on PFO devices.
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FIG. 9. Plots of the decays of the Hahn echo envelopes measured
at RT (a) and 10 K (b) as a function of 2τ (defined in the pulse sequence
diagram above). (a) Data were recorded from a mixed-phase device
(black pentagons), a glassy-phase device (blue circles), and a β-phase
device (red triangles). All measured data sets were fitted with single
exponential decay functions in order to determine the coherence times
T2 of the charge-carrier spin states.

The actual pulse sequence is illustrated above the figure,
and the echo shape is recorded by varying the timing of the
projection pulse (τ ′).

Figure 8 shows representative current-detected Hahn
echoes for both PFO phases at room temperature and at 10 K
(red shows the β-phase and blue the glassy phase). All data
sets can be fitted with a simple Gaussian function which serves
as a guide to the eye. The echoes measured at 10 K show a
greater change in overall charge (i.e., time-integrated current)
than those measured at room temperature. Figure 9 shows the
decay of the echo envelope, i.e., the Hahn echo signal as a
function of delay time 2τ (with τ ′ = τ ) at RT (a) and 10 K (b)
for both β-phase (red triangles) and glassy phase (blue circles),
allowing a determination of the transverse spin-relaxation
times T2. A mixed-phase device (black pentagons) was also
measured at RT to explore whether a distinct change in T2

arises from a blend of phases. Since the glassy-phase devices
are significantly more unstable than the β-phase samples,
rapid measurements are necessary in order to maintain device
integrity throughout a measurement. As a consequence, fewer
data points were recorded for glassy-phase devices. The
signal-to-noise ratio of the 10 K β-phase measurement was
low, and we therefore used a bootstrap error analysis in order
to reliably determine upper and lower bounds for the T2 values.
The black lines show fits of single exponential decays for each
data set. The resulting values for T2, given in Table II, are of
the same order of magnitude as those found in OLEDs made of
other organic semiconductor molecules [50]. Very little effect
of morphology is seen on the decoherence times T2, which is
primarily limited by the underlying hopping transport [49].

Spin relaxation is characterized both by the spin-coherence
time T2 and the spin-lattice relaxation time T1. In order to
determine T1, we conducted inversion-recovery experiments.
Polaron pairs (PPs) can either dissociate or recombine where
they couple further in excitons, which could affect the T1

measurements if either process occurs before an irreversible
spin flip [48,51]. The pulse sequence is depicted at the top of
Fig. 10. A π pulse is applied before a Hahn echo sequence, and
the mixing time T is varied. T1 is usually longer than T2 [50].
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TABLE II. Results of the statistical analysis of T1 and T2 times for
the different phases of PFO. The errors stated represent one-sigma
confidence intervals. The two-sigma values overlap for all phases,
implying that there is no significant change in coherence time between
the phases. The spin-lattice relaxation times for the β-phase appear
to be slightly longer than for the glassy phase.

Decoherence time T2 Spin-lattice relaxation time T1

At RT At 10 K At RT

Glassy phase 237 ± 37 ns 590 ± 280 5.6 ± 0.9 (μs)
Mixed phase 253 ± 82 ns N/A N/A
β-phase 295 ± 10 ns 252 ± 35 9.1 ± 2.5 (μs)

The data in Fig. 10 are plotted as the total detected charge as a
function of mixing time T . The β-phase data are shown in red
and the glassy-phase data in blue with respective fits in black.
Both data sets were recorded at RT. No measurements were
carried out at 10 K. Since the β-phase OLED had a larger
active area than what was used for the other measurements
(500 μm diameter rather than 200 μm), a higher steady-state
current of 50 μA was used to reach approximately the same
current density as in the other measurements (∼600 A/m2).
The extracted values for T1 are summarized in Table II. Again,
little difference is seen between the two phases.

3. Electron-spin-echo envelope modulation

In order to investigate the nature of the hyperfine couplings,
which are responsible for the random effective magnetic fields
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FIG. 10. Plots of the results of inversion-recovery experiments for
glassy-phase (blue circles) and β-phase (red triangles) PFO OLEDs
measured at RT. The time-integrated current (charge) is plotted as
a function of mixing time (T ) that follows the initial π pulse. An
electrically detected Hahn echo sequence is used for readout. The
EDMR pulse sequence used is shown above the plot. The β-phase
OLED was forward biased so that the device current was 50 μA, with
a circular active area of 500 μm diameter. The glassy-phase device
had a smaller active area with 200 μm diameter. It was operated at a
current of I0 = 20 μA.
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FIG. 11. Plot of the stimulated and electrically detected echo
measurements revealing the presence of an electron-spin-echo en-
velope modulation (ESEEM) at room temperature. The definition of
the pulse parameters τ and T is shown in the sketch of the pulse
sequence used. Blue and red data points represent results from glassy
and β-phase devices, respectively. Panels (a,b) show the stimulated
echoes and their decays for on-resonance measurements at a magnetic
field of 344 mT. The stimulated echo is measured with a constant
mixing time (T = 180 ns) and delay time τ while τ ∗ is varied (red and
blue lines). For (b), τ = τ ∗ = 96 ns, with T being varied. In (c) the
Fourier transforms of the envelope modulations contained in the data
in (b) are plotted, revealing a strong peak at 14.5 MHz for the β-phase
device. This frequency corresponds to the proton Larmor frequency
for the applied magnetic field. No significant modulation is seen in the
glassy-phase device because of an insufficient signal-to-noise ratio.

governing the linewidth at low excitation frequencies, electron-
spin-echo envelope modulation (ESEEM) measurements were
performed (Appendix D). The resulting echo signal at RT is
shown in Fig. 11(a) for the two phases, where a Gaussian fit
is again used as a guide to the eye. The stimulated echo is
recorded as a function of mixing time T with τ ∗ = τ and is
shown in Fig. 11(b).

The β-phase device used in this experiment was operated
at a current of 50 μA due to this particular sample being
manufactured with a larger active area. The device had a
500-μm-diameter opening in the SiN insulating layer, as
opposed to the 200 μm used for the glassy-phase sample. As
expected, the larger pixel produces a larger signal. However,
larger pixels also displayed more of a tendency to random
current fluctuations. The OLEDs based on glassy phase PFO
with identical device structure could not maintain a sufficiently
stable current; hence the small-area template was used in
the glassy phase ESEEM measurements. The ESEEM decay
shown in Fig. 11(b), measured as time-integrated current
(charge), depicts the charge decay as a function of mixing
time, T . Fine structure in the measured stimulated echo decays
shown in Fig. 11(b) might appear to be noise; however, it is not
noise, but a well-defined oscillatory contribution caused by the
precession of nuclear magnetic moments. This effect is clearly
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revealed by the Fourier transform of the decay curve shown in
Fig. 11(c), where a distinct peak is seen around the frequency of
14.5 MHz for the β-phase OLED. This frequency corresponds
exactly to the matrix proton frequency at the X-band field used,
and therefore provides a clear demonstration of the hydrogen
nuclei interacting with the PPs, which in turn are responsible
for conductivity. While the glassy-phase device shows a similar
decay to the β-phase device in Fig. 11(b), there is no signal
discernible at the hydrogen frequency in the Fourier transform
in Fig. 11(c). However, this result does not allow for any
conclusions, as the signal-to-noise ratio for the electrically
detected ESEEM signal is less than unity for the glassy-phase
device (blue), below that of the more stable β-phase device.
Given the chemical makeup of PFO, the fact that hyperfine
broadening appears to be larger in the glassy phase than in
the β-phase (cf. Fig. 6), along with the general similarity of
the spin-dependent processes in both phases, strongly suggests
that the charge-carrier spins of the glassy phase should also
experience oscillations close to 14.5 MHz. They are simply
not detectable with the given experiment. This limitation can,
in principle, be overcome by averaging over more repetitions
of the experiment. However, we estimate that the duration of
an experiment capable of resolving the hydrogen signal in the
glassy-phase device would exceed the lifetime of our devices
made from this phase (Appendix A). We note that it is well
known from single-molecule spectroscopy that the β-phase is
much more photostable than the glassy phase [8], so it is not
surprising that the same also holds for devices.

IV. DISCUSSION

The results shown in Fig. 2 demonstrate that the mi-
croscopic ordering of the π -conjugated polymer PFO does
indeed play a role in the quantitative nature of spin-dependent
transitions in this material. The most significant effect is the
sign change in resonantly induced current changes between
amorphous (glassy) and ordered (β) phases. The magnitude
of the current-transient response also differs substantially.
Both phases show an increase in signal strength at 10 K for
most measurements with respect to room temperature. The
quenching occurring simultaneously with an enhancement,
seen in Fig. 2(d) around 40 μs after the excitation pulse,
indicates that there must be more than one single spin-
dependent process, since a single process can only give rise
to either quenching or enhancement, but not both at the same
time [3]. This conclusion is reaffirmed by the structure in the
residuals of the Gaussian fits to the spectra in Fig. 3 for β-phase
devices at RT [Fig. 11(a)] and 10 K [Fig. 11(c)] along with
the glassy-phase devices at 10 K (d). These fits also show
that, at least at room temperature, there is one dominating
spin-dependent electronic transition while the other spin-
dependent mechanisms are significantly weaker in magnitude,
as corroborated by the weak (or absent) residuals at RT in
Figs. 3(a) and 3(b). For the dominant spin-dependent signal
at room temperature, all evidence found in this study points
towards the PP mechanism, the spin-dependent recombination
of electrons and holes. These carriers first form weakly spin-
coupled intermolecular pairs due to Coulomb attraction before
they recombine into singlet or triplet molecular excitations,
dependent on the PP spin state.

The reason for the inversion in sign in the transient
current signal between the two types of devices (glassy or
β-phase) in Fig. 2 is presently unclear. It is most certainly
not due to the presence of the aforementioned additional
spin-dependent channel. Also, all measurements were taken
with the identical detection setup and nominally equivalent
RC time constants of the devices. The RC time (∼100 ns) is
typically much shorter than the characteristic time scales of the
current dynamics, so capacitive effects should not cause the
change in resonance sign observed in Fig. 2. A straightforward
hypothesis is that the sign change originates from a change
in balance of spin-dependent dissociation and recombination
rates which describe the resonant current transients [51]. Given
identical measurement parameters, a change in signal sign as
discussed in Ref. 52 can be attributed to dissociation rates,
pair generation, and intersystem crossing. In Fig. 1(e), an
EL spectrum for a mixed-phase device is shown. There is
a strong emission peak near 425 nm, characteristic of the
glassy phase of PFO, while the second peak coincides with
both the 0-1 glassy-phase transition peak and the 0-0 emission
of the β-phase. β-phase polymer chains are presumably
energetically favorable for charge carriers, as indicated by
the redshifted emission of the β-phase film. Consequently,
in a mixed-phase film, charge carriers will preferentially take
paths through the active layer via β-phase chromophores rather
than glassy-phase chromophores. Pure glassy-phase films are
hard to achieve in device fabrication as the polymer will
tend towards arranging itself in the preferential low-energy
conformation of the β-phase. While a device can have a
majority of glassy-phase polymer chains, remaining β-phase
chains throughout the active layer can play a substantial role
in the resulting EDMR signal. The color scales in Fig. 2 show
that the β-phase devices display a much larger change in
current when compared to the glassy-phase devices. Hence,
a small percentage of β-phase polymer chains within a
predominantly glassy-phase film can have a larger effect than
the predominantly glassy-phase chains and bury the signal
originating from the glassy phase. Figures 2(c) and 2(d) show
a change in signal sign between RT and 10 K measurements of
the mixed-phase film, as well as relatively weak current change
signals �I compared to pure β-phase devices. The spin-
dependent properties of the mixed-phase devices therefore
indeed lie between the two extremes of the glassy and
β-phases.

At 10 K, a TEP process is seen in both phases of PFO in
the appearance of a half-field resonance, but the PP process
remains the dominant spin-dependent mechanism for the
polymer at both temperatures studied. The dominance of
the PP process is demonstrated by the spectral analysis of
the magnetic-field slice of the resonance and the appearance
of Rabi spin beating at a frequency of 2γB1. There may
potentially be a third spin-dependent transport process present
in PFO that was not discerned in this study. The zero-field
splitting parameters of the triplet exciton are found to be
very similar for the two phases, implying a similar degree of
localization of the triplet. The values for D are also consistent
with earlier measurements on similar polymers [53]. However,
the TEP process appears to be more prominent in the β-phase
than in the glassy phase, which likely relates to the longer
triplet lifetime in the ordered material, in agreement with
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earlier studies of photoinduced absorption spectroscopy of the
triplet state [17].

In both polymer conformations, the linewidth in the limit of
low excitation frequencies is determined solely by hyperfine
coupling between charge-carrier spins and hydrogen nuclei.
It is significantly larger than what has been observed in other
organic semiconductor materials [12,27,28,43]. The linewidth
increases with excitation frequency, which also points to a
strong contribution of spin-orbit coupling. In comparison to
the hyperfine fields as strong as those found in PFO, the
minute effects of spin-spin interactions are negligible. The
glassy-phase devices exhibited larger hyperfine broadening
but a slightly smaller spin-orbit term than the ordered β-phase.
One possible explanation for the counterintuitive observation
of stronger hyperfine coupling in the glassy-phase devices
(where the proton density is lower due to the disorder) is a
stronger localization and broader conformational and energetic
distribution of the possible charge-carrier states. A related
effect is known from amorphous Si:P, where the field splitting
of the hyperfine lines is 24 mT as compared to 4.2 mT
in crystalline Si:P [54]. The double-Gaussian derivative line
shape used to globally fit the cw EDMR resonances describes
the measured spectra well at low excitation frequencies, but de-
viates progressively for higher frequencies. The individual fits
for the glassy-phase resonances went from fit qualities of R2 =
0.966 at 2.33 GHz to R2 = 0.712 at 17.89 GHz. The β-phase at
1.15 GHz fitted with R2 = 0.982, but only R2 = 0.852 at 19.88
GHz. These deviations at higher frequencies could be partially
due to the spin-dependent processes not accommodated by
the PP model, i.e., possibly a TEP process [26,35,46]. Such
a TEP process becomes apparent, for example, by comparing
EDMR and EL-detected MR (ELDMR), where the former can
contain signatures of spin-dependent transport but the latter
only reports on spin-dependent recombination [26]. However,
the TEP and the PP mechanisms must contribute equally to
lower-frequency spectra where excellent fit agreements are
achieved under all conditions (Fig. 3), and consequently there
is no reason to assume the influence of an additional process.
It is therefore more likely that the deteriorating fit quality
at higher frequencies (Fig. 6) is caused by the inadequacy
of the assumption that the g-factors are isotropic. As spin-
orbit contributions become increasingly significant at spectra
recorded at higher frequencies, the g-factors may increasingly
require representation by the full g-tensors. Whether or not
this hypothesis is correct, though, can only be resolved
experimentally through EDMR experiments at frequencies
much greater than the 20 GHz used here.

Even with the imperfect two-Gaussian model for the global
fit, the results of the bootstrap analysis (see Table I) show a
significant increase of hyperfine field strength in the glassy
phase compared to the β-phase. The distributions of the
g-factors �g between spin species, or the overall g-factor
anisotropy (the g-tensor), are all very similar except for the
order-of-magnitude greater value seen in the broad resonance
peak for the β-phase. We therefore conclude that there is
likely little influence of chain shape on spin-orbit coupling.
However, chain shape does affect hyperfine coupling: in the
more disordered material, proton densities can increase locally,
raising local hyperfine fields and inducing spectral broadening.

PFO devices are particularly instructive for understanding
the relation between spin coherence, as revealed by elec-
trically detected spin-Rabi oscillations, and the underlying
spin-coherence times, which can be extracted using Hahn
echoes. Although substantial differences in the fidelity of
Rabi oscillations appear to exist, with the highest-quality
oscillations apparent in the 10 K glassy-phase data, there
is very little quantitative difference in the spin lifetimes.
The glassy phase shows a charge-carrier spin-coherence
time of T2 = 237 ± 37 ns with a spin-lattice relaxation time
T1 = 5.6 ± 0.9 μs, both at RT. The β-phase coherence time
was marginally longer at T2 = 295 ± 10 ns; the spin-lattice
relaxation time of the β-phase film was also slightly larger,
T1 = 9.1 ± 2.5 μs. The different charge carriers (electrons
and holes) have strongly overlapping resonances, shown in
Fig. 3, implying that their individual relaxation times cannot
be probed separately but only as an ensemble. This similarity
in values is consistent with the assumption that decoherence is
driven by hyperfine interactions [48], since hyperfine coupling
strengths are within the same order of magnitude for both
phases of the material even though detectable differences in
hyperfine-field strengths do exist.

The role of hyperfine coupling becomes particularly clear in
the ESEEM experiments where we observe an echo envelope
modulation signal corresponding to the hyperfine coupling to
hydrogen nuclei. This spectral signature has been confirmed
only in the β-phase samples, but the absence in the glassy-
phase devices is probably only related to the low signal-to-
noise ratio and poorer device stability.

V. SUMMARY AND OUTLOOK

This study has shown that OLEDs made of glassy and β-
phase PFO display spin-dependent charge transport properties.
This comparison probes only the influence of molecular mor-
phology on spin-dependent processes without any variation of
chemical structure. Surprisingly, the sign of the initial change
in current �I for current transients is opposite for the two
phases, implying that the balance between spin-dependent
recombination and dissociation rates within a device structure
is altered. All coherence effects are similar for the two phases
at both high and low temperatures. The zero-field splitting
parameters are similar despite the TEP process being more
prominent in the β-phase. The TEP process is present in
both phases, but the PP process is the dominant origin of
the observed spin-dependent currents. The main differences
which occur when the intramolecular order is altered is that the
spin-resonance-induced current change from the steady state
is greater for the ordered phase compared to the amorphous
phase, while the hyperfine fields experienced by the charge
carriers in the ordered phase are only 63%–76% the strength
of those in the glassy phase. The spin-orbit coupling related
g-factor distributions are similar for the narrow line of
the double-Gaussian resonance spectra, while for the broad
resonance lines, the β-phase devices show about twice as broad
distributions as the glassy phase. This observation suggests
that besides the chemical structure, the conformation of an
organic semiconductor material can, in principle, be used to
tune hyperfine field strengths, and possibly also spin-orbit
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coupling. Such a possible dependence of spin-orbit coupling
on conformation in molecular semiconductors is extremely
interesting but can only be resolved conclusively once �g

broadening of the spectra substantially exceeds the hyperfine
broadening. This will require resonance frequencies much
higher than the 20 GHz used in the present work.
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APPENDIX A: DEVICE LIFETIME AND STABILITY

Thin-film devices used throughout this study were made
under nominally identical conditions during every fabrication
step. Larger-area devices were made on 3 × 2 mm active-area
templates and support currents up to 4 mA at a voltage
of approximately 3.5 V under charge-carrier injection. This
operation leads to substantial electrical device degradation
after being placed under constant bias within the first hour
or two. Furthermore, the device current remains unstable
at constant voltage bias and devices of this geometry were
therefore deemed to be unsuitable for the study presented here.

In order to circumvent these problems, circular small-area
devices with diameters of 500 and 200 μm were used to reduce
the amount of Joule heating. This allows device operation at
an appropriate voltage while maintaining currents of approx-
imately 20 μA (two orders of magnitude less than for the
larger-area devices). With the reduced current in the OLEDs
the devices (of both phases) remain stable for approximately 2
days under constant voltage bias. The variation in current over
several hours was less than 10 μA (typically about 2 μA).
β-phase devices were generally found to be more stable than
glassy-phase devices. These latter devices degraded to a point
where charge carriers were no longer injected (i.e., no EL
observed and nondiodic current-voltage characteristics) within
at most 27 h of continuous device operation.

All measurements were performed on devices with
200-μm-diameter active area under forward bias conditions
so that a 20 μA forward current through the OLED was
established. Exceptions were made for the experiments in
Figs. 10 and 11, where larger-diameter devices were used
with a steady-state current of 50 μA to increase the signal
under otherwise similar operating conditions. We measured the
change in current due to the magnetic resonant excitation by
subtracting the steady-state current from the measured device
current. A high-pass filter on the SR570 current amplifier with
a cutoff frequency of 30 Hz was used to filter out low-frequency
contributions.

APPENDIX B: BOOTSTRAP ERROR ANALYSIS

The bootstrap method [39] allows to calculate the dis-
tributions of the errors from the data itself, and to use
these distributions to calculate the errors on the fit. It is
assumed that all the fit residuals are independent of each
other and identically distributed. The method uses the residuals
randomly picked from the least-squares fit to generate artificial
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FIG. 12. Histograms of T1 values as determined using a bootstrap
error analysis with 1000 iterations for both glassy phase (blue) and
β-phase (red), using the datasets from Fig. 10. A few (4) T1 values
> 18 μs are omitted to improve clarity.

datasets, which are then fitted using the same least-squares
algorithm as used on the actual data. In this way, n value sets
are generated and a curve is fitted to each set, resulting in n

sets of parameters. From the distribution of these parameters
the confidence intervals are estimated.

The following list summarizes the individual steps of the
algorithm:

(1) A least-squares fit is performed on the experimental
dataset.

(2) The residuals are calculated.
(3) A value set is generated by adding randomly picked

residuals from step 2 to the fitted curve from step 1.
(4) A least-squares fit (using the algorithm from step 1) is

performed on the value set from step 3.
(5) Steps 3 and 4 are repeated n times. This will result in

n sets of fit parameters (from step 4).
(6) The n sets of fit parameters will be statistically

distributed. The shape and the width of the distribution of a
particular parameter reflect the ambiguity that originates from
the experimental data itself.

If the model accurately describes the measured data and
n is sufficiently large the algorithm will give distributions
of the fit parameters from which the standard deviation and
confidence interval can be obtained. Figure 12 shows the
histogram results for 1000 iterations of a bootstrap analysis
carried out to determine both glassy- and β-phase T1 values
using the data in Fig. 10. The larger noise seen in the β-phase
data of Fig. 10 coincides in a larger spread of possible fit results
indicated in Fig. 12.

APPENDIX C: MODELING THE HALF-FIELD
RESONANCE

The half-field resonance line shapes were modeled using the
EASYSPIN MATLAB toolbox [38]. We assume a spin-1 species
(triplet) with an isotropic g-factor near the free-electron
g-factor and an axial zero-field splitting tensor D. We also
take into account an isotropic Gaussian line broadening. We
then calculate the solid-state continuous-wave zero-harmonic
EPR line shape with EASYSPIN (using the “pepper” function).
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Strictly speaking, this does not represent the pulse experiment
which we performed, but it does result in the same field
dependence. Finally, we used the least-squares fitting function
of EASYSPIN (“esfit”) in order to obtain values for the g-factor,
the linewidth, and D that reproduce the observed line shapes.
The standard deviations for all parameters were determined
using the bootstrap method as described above.

APPENDIX D: ESEEM EXPERIMENTS

In echo measurements, the exponential decay of the echo
amplitude, the echo envelope, is modulated slightly due to
precession of the local nuclear magnetic moments in the

course of the echo decay. Such modulations are not always
observed, but when they arise, they provide a direct fingerprint
of the dominant isotope responsible for hyperfine coupling.
Figure 11 shows stimulated echo ESEEM experiments, fol-
lowing the procedure outlined in Ref. 4 with an illustration
of the stimulated three-pulse echo sequence given at the top
of the figure. In such an experiment, nuclear polarization
is generated by a π /2-τ -π /2 pulse sequence acting on the
electronic spins. The system then evolves freely for a mixing
time T , and a stimulated echo is generated by another π /2
pulse. The final π /2 readout pulse is required for electrical
detection when the spin-dependent current is governed by spin
permutation symmetry rather than spin polarization [4,55,56].
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