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Evolution kinetics of elementary point defects in ZnO implanted with low fluences
of helium at cryogenic temperature
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Hydrothermally grown n-type ZnO samples, implanted with helium (He+) at a sample temperature of ∼40 K
and fluences of 5 × 109 and 5 × 1010 cm−2, have been studied in situ by capacitance voltage (CV) and junction
spectroscopy measurements. The results are complemented by data from secondary ion mass spectrometry and
Fourier transform infrared absorption measurements and first-principles calculations. Removal/passivation of
an implantation-induced shallow donor center or alternatively growth of a deep acceptor defect are observed
after annealing, monitored via charge carrier concentration (Nd ) versus depth profiles extracted from CV data.
Isothermal anneals in the temperature range of 290–325 K were performed to study the evolution in Nd , revealing
a first-order kinetics with an activation energy, Ea ≈ 0.7 eV and frequency factor, c0 ∼ 106 s−1. Two models are
discussed in order to explain these annealing results. One relies on transition of oxygen interstitials (Oi) from a
split configuration (neutral state) to an octahedral configuration (deep double acceptor state) as a key feature. The
other one is based on the migration of Zn interstitials (double donor) and trapping by neutral Zn-vacancy-hydrogen
complexes as the core ingredient. In particular, the latter model exhibits good quantitative agreement with the
experimental data and gives an activation energy of ∼0.75 eV for the migration of Zn interstitials.
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I. INTRODUCTION

Understanding intrinsic defects and their role for the
electrical conductivity of semiconducting oxides is essential
for further materials development targeting efficient optoelec-
tronic devices. However, isolated elementary point defects,
i.e., interstitials (I ) and vacancies (V ), are often highly mobile
and challenging to characterize. This holds particularly for
zinc oxide (ZnO), where, e.g., the interstitial zinc (Zni)
is theoretically expected to have an activation energy for
migration of only ∼0.5 eV [1], making it mobile at, and
even below, room temperature (RT) [2–4]. Due to the high
mobility of Zni , recombination with VZn is prominent during
electron irradiation and ion bombardment, but in spite of
high dynamic annealing rates, residual disorder remains
in the zinc sublattice as well as in the oxygen sublattice
(VO,Oi) [5,6]. For implantation (or irradiation) at cryogenic
temperatures, the displaced crystal atoms possess low thermal
energy to enable migration and reactions with other defects
(or impurities). Hence, low temperature implantation with
in situ characterization provides an opportunity to study pri-
mary defects and their electrical/optical/structural properties
as well as thermal stability.

Most of the primary defects in ZnO are electrically active,
where Zni is a shallow double donor, the zinc vacancy (VZn) is a
deep double acceptor, and the oxygen vacancy (VO) is a double
donor (negative U) with the ++ /0 thermodynamic transition
occurring at least 1 eV below the conduction band edge (Ec),
as estimated by calculations using density-functional theory
(DFT) [7,8]. The interstitial oxygen (Oi) can be found in
both a split and octahedral configuration, where Oi (split) is
electrically neutral, while Oi (oct) is a deep double acceptor
[1].
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For studying and understanding electrically active defects,
both intrinsic and impurity related ones, deep level transient
spectroscopy (DLTS) is one of the most sensitive analysis
techniques. Several RT irradiation studies of ZnO using DLTS
have been reported [9–13]. In particular, it has been found that
a redistribution of defects occurs below 400 K, indicating a
high mobility, consistent with an efficient dynamic annealing
but possibly also with the formation of large and more stable
defect clusters. However, there are very few low temperature
irradiation studies of ZnO reported in the literature, with the
exception of in situ electron paramagnetic resonance (EPR)
studies after MeV electron irradiation at 4.2 K by Gorelkinskii
and Watkins [2], and Vlasenko and Watkins [3].

Here, we report on the evolution kinetics of an electri-
cally active elementary point defect in monocrystalline ZnO
samples, implanted with low fluences of helium ions (He+)
at a temperature of ∼40 K. Charge carrier concentration
(Nd ) versus depth profiles extracted from in situ capacitance
voltage (CV) measurements reveal only a modest effect on
Nd immediately after the implantation, but then a gradual
reduction occurs with increasing time and temperature. Two
different kinetics models are discussed in detail, and especially,
the one involving migration of Zni and reaction with hydrogen-
passivated Zn vacancies (H2VZn) exhibits a close quantitative
agreement with the experimental data.

II. EXPERIMENTAL AND THEORETICAL APPROACH

Wafers of hydrothermally grown n-type ZnO (HT-ZnO)
purchased from Tokyo Denpa were cut into 5 × 5 mm2 sized
samples. The samples were cleaned in ultrasonic bath using
acetone followed by isopropanol, for 5 min each. After a 40 s
treatment in boiling H2O2 (31%), 150-nm-thick palladium
Schottky contacts with a diameter of 1 mm were deposited
on the Zn-polar face using electron-beam evaporation and
a shadow mask. 20 nm of titanium followed by 50 nm
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of aluminum (Al) were electron-beam evaporated for back
side Ohmic contacts. The Schottky contacts (SC) showed a
current rectification of approximately four orders of magnitude
between reverse and forward bias (−2 V and +2 V). The
SC were wire bonded to the measurement terminals using
a 30-μm-diameter gold wire, minimizing shadowing during
implantation. The samples were loaded into a vacuum chamber
connected to a 1 MV NEC Tandem accelerator beam line
and equipped with a closed-cycle helium cryostat (25–350 K).
The samples were then cooled down and implanted at a
temperature of ∼40 K with 750–900 keV He+ ions, having a
projected range (Rp) of ∼1.8 μm, as estimated by Monte Carlo
simulations using the SRIM code [14], and fluences ranging
from ∼5 × 109 to ∼5 × 1010 cm−2.

After implantation, the samples were heated in the on-line
chamber to a desired annealing temperature while undertaking
either thermal admittance spectroscopy (TAS) or DLTS
measurements. TAS was conducted using an Agilent 4284A
precision LCR meter (20 Hz to 1 MHz), while DLTS was
performed using a 1 MHz Boonton 7200 capacitance meter,
an Agilent 81104A 80 MHz pulse generator, and a Lake-shore
332 temperature controller. A Keithley 6487 picoammeter was
used to record the current voltage characteristics. The setups
were controlled by a LABVIEW program run from a desktop
computer via a GPIB interface and a data acquisition card. For
the DLTS measurements, a reverse bias of −7 V was applied
with a filling pulse of 7 V and 50 ms duration. DLTS spectra
with rate windows from (20 ms)−1 to (5.12 s)−1 were extracted
from the recorded transients using lock-in and GS4 type
weighting functions [15]. CV data at probing frequencies vary-
ing from 1 kHz to 1 MHz were also recorded at specific tem-
peratures while heating up the samples to the desired annealing
temperature. After the heating up, the samples were isother-
mally annealed at temperatures in the range of 290–325 K
for durations reaching 300 h while continuously monitoring
the Nd profiles via CV measurements. Subsequently, the
samples were transferred to an off-line DLTS setup where high
temperature DLTS and CV measurements were performed.

Chemical characterization was carried out by secondary ion
mass spectrometry (SIMS) using a Cameca IMS 7f instrument
with a primary beam of 10 keV O2

+ ions. The impurity
concentrations were calibrated using implanted reference
samples. The crater depths were measured with a Dektak 8
stylus profilometer and a constant erosion rate as a function of
sputtering time was assumed.

For selected samples, Fourier transform infrared (FTIR)
absorption spectra were recorded with a Bruker IFS125 HR
spectrometer equipped with a Globar light source, a CaF2

beam splitter, and an InSb detector. The measurements were
performed at 20 K with a spectral resolution of 0.5 cm−1.
Unpolarized light was used with the wave vector, k, directed
perpendicular to the c axis of the samples.

DFT calculations of defect formation energies were under-
taken using the plane-wave projector augmented-wave method
[16] with the Perdew-Burke-Ernzerhof generalized gradient
approximations functional [17] as implemented in the VASP

code [18]. The calculations were performed using 128 atom
supercells, a 400 eV cutoff energy, and eight k points. The
initial geometries were relaxed until the Feynman-Hellmann
forces were below 50 meV/Å. Defect reaction pathways were

FIG. 1. Nd versus depth profiles with increasing time at 300 K
after implantation at ∼40 K. The profiles were measured using 16 kHz
probing frequency.

determined using the climbing-image nudged-elastic-band
(NEB) method, as implemented by Henkelman et al. [19].
For calculation of Oi configuration transition energies, the
Heyd-Scuseria-Ernzerhof (HSE) functional [20] was applied
with 37.5% Hartree-Fock mixing, which reproduces the
experimental band gap of ZnO. For these calculations, the
cutoff energy was reduced to 300 eV and only the � point
was used. However, for selected geometries, calculations were
also performed with a cutoff energy of 400 eV yielding a
relative difference of less than 3% in the total energy values
compared to those obtained with the 300 eV cutoff energy. The
transition energies were determined assuming the geometries
given by the NEB calculations. Finally, the transition energies
were corrected for finite supercell size using the method of
Kumagai et al. [21,22].

III. RESULTS

A. Electrical measurements

Figure 1 shows the evolution of the Nd versus depth profiles
at 300 K in a sample before and after implantation, and after
subsequent annealing at 300 K. The profiles were extracted
from CV measurements performed at 300 K using a 16 kHz
probing frequency. The sample was implanted at ∼40 K with
850 keV He+ ions, and a fluence of ∼5 × 1010 cm−2. The
profile prior to the implantation shows a weak increase with
depth from ∼1.0 × 1015 cm−3 at 1.3 μm to 1.2 × 1015 cm−3

at 2.5 μm. A reduction in Nd by ∼20% occurs close to Rp after
the implantation, which evolves further during the subsequent
annealing. After 87 h at 300 K, the reduction is more than
60%. A similar and even more pronounced loss in Nd has also
been observed in previous studies after self-ion implantations
performed at RT [9].

Figure 2(a) shows Nd profiles obtained at 200, 300, and
400 K, using 1 MHz probing frequency, in a sample implanted
with ∼5 × 109 He+/cm2 at ∼40 K and then annealed at
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FIG. 2. (a) Nd profiles, 1 MHz probing frequency, recorded at dif-
ferent temperatures for a sample implanted with ∼5 × 109 He+/cm2

at ∼40 K and then annealed at 325 K for 150 h. The profile at 400 K
was recorded off line. (b) DLTS spectrum of the sample in (a), rate
window = (640 ms)−1. The inset shows the Laplace DLTS spectrum
recorded at 155 K, displayed as signal intensity versus emission rate
(s−1).

325 K for 150 h. An increase in the concentration of responding
charge carriers is found at 400 K but a considerable amount
of the reduction in Nd at ∼Rp still persists (∼5 × 1014 cm−3).
It should also be emphasized that no annealing takes place
during the 400 K measurements; the Nd profiles recorded
at 300 K (and at lower temperatures) before and after the
400 K measurements were identical. An anomalous over-
shoot occurs beyond Rp in the profile recorded at 200 K,
which is unambiguous evidence of the presence of a deep
acceptor center with a nonuniform depth distribution [23].
The overshoot is found in profiles acquired between ∼140 K

and ∼260 K, i.e., when the emission rate from the acceptor
level is intermediate to the sweep frequency and the probing
frequency of the CV measurements [23,24]. On the basis of
these results, the position of the acceptor level is estimated to be
∼0.3 eV below the conduction band edge (Ec) and it exhibits a
rather moderate concentration below ∼2 × 1014 cm−3. Hence,
this level is not anticipated to play a dominant role for the
observed reduction in Nd , which is also corroborated by
CV measurements undertaken at elevated temperatures, like
the 400 K profile in Fig. 2(a). At these temperatures, the
charge carriers trapped by the ∼Ec − 0.3 eV level respond
to the probing frequency (1 MHz) but a strong reduction in
Nd remains. Accordingly, the main loss in Nd arises from
either a compensating defect with an acceptor level located
very deep in the band gap, possibly in the lower part, and/or
passivation/removal of a shallow donor dopant.

Figure 2(b) shows the DLTS spectrum of the ∼5 ×
109 He+/cm2 implanted sample [rate window = (640 ms)−1].
Only the so-called E3 level is detected, with a position of
∼Ec − 0.3 eV [10]. E3 is generally regarded to be donorlike
[25,26] and involves hydrogen [26]. However, in a compre-
hensive DLTS study of point defects in ZnO, Mtangi et al.
[27] have shown that the E3 peak may contain more than
one contribution and the presence of an acceptorlike level
cannot be excluded. Indeed, high energy resolution Laplace
DLTS measurements of the E3 level in our samples reveal
the presence of two contributions, as illustrated by the inset
of Fig. 2(b) showing a spectrum recorded at 155 K. The two
contributions are close in energy position with a difference
of only ∼20 meV, as deduced from Arrhenius analysis of six
Laplace spectra acquired between 155 and 190 K. Further,
the high emission rate peak, labeled 2 in the inset, contributes
to the total E3 peak concentration by ∼25%, which agrees
closely with the absolute concentration of ∼1 × 1014 cm−3

estimated for the deep acceptorlike level giving rise to the
anomalous overshoot in Fig. 2(a). The remaining 75% of the
E3 concentration arises from the peak 1 and is due to the
“ordinary” donorlike level of E3.

The absence of any peaks in the DLTS spectrum in Fig. 2(b)
above 200 K and up to the maximum temperature scanned,
500 K, implies that any deep acceptor level causing a major
compensation of Nd must be located at least 1.0 eV below
Ec, assuming a typical value of ∼10−15 cm2 for the electron
capture cross section.

In order to study the evolution kinetics of Nd , isothermal an-
neals in the temperature range of 290–325 K were performed.
Figure 3 shows the loss in Nd versus annealing time at 300
and 325 K for two samples implanted with different fluences.
Nd (loss) is given by the difference between the Nd value
in the as-grown sample and the remaining one at Rp, after
a given anneal time. The CV measurement parameters used
were similar to those in Fig. 1, and the sample temperature
was 260 K. The probing frequency, 16 kHz, is slow enough
to enable charge carriers trapped by the E3 center to respond
and contribute to the capacitance recorded. In contrast, any
deep acceptor level will remain occupied and not follow the
probing frequency. Initially, Nd (loss) increases rapidly with
the annealing time, Fig. 3, but then saturates after ∼150 h.
Interestingly, the growth rate of Nd (loss) increases not only
with the temperature but also with the implantation fluence, as
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FIG. 3. Nd (loss), given by the difference between the as-grown
charge carrier concentration and the remaining one at Rp , versus
annealing time for two samples implanted with different fluences at
∼40 K and then annealed at 300 and 325 K, respectively.

illustrated in Fig. 3 where the growth rate in the high-fluence
sample (5 × 1010 cm−2) is higher than that in the low-fluence
one (5 × 109 cm−2) despite a lower annealing temperature
(300 K versus 325 K). However, the saturation concentration of
Nd (loss) remains constant within less than ∼10%, irrespective
of the implantation fluence used.

As shown in Fig. 4(a) for samples implanted with the
fluence of 5 × 1010 cm−2, the evolution of Nd (loss) with
annealing time can be described by

[Nd (loss)] = [Nd (saturated loss)](1 − e−c(T )t ), (1)

where Nd (saturated loss) is the saturated concentration of Nd

(loss) and c(T ) is a temperature dependent rate constant and t is
the annealing time. That is, first-order reaction kinetics applies
for Nd (loss) and the c(T ) values, extracted by least-squares
linear fits of the data in Fig. 4(a), exhibit an Arrhenius behavior:

c(T ) = c0e
−Ea/kT , (2)

where T is the absolute temperature, k is Boltzmann’s constant,
Ea is the thermal activation energy of the process, and c0 is the
preexponential factor. The c(T ) values obtained are depicted
versus 1000/T in Fig. 4(b) and values of 0.69 ± 0.04 eV and
∼1.3 × 106 s−1 are deduced for Ea and c0, respectively.

The c value determined for the 5 × 109 cm−2 fluence sam-
ple annealed at 325 K (cf. Fig. 3) is also included in Fig. 4(b)
and multiplied by a factor of 10. Within the experimental
accuracy, this value agrees with that extrapolated from the
Arrhenius dependence of the c values for the 5 × 1010 cm−2

fluence samples. Hence, a one-to-one proportionality appears
to hold between the rate constant and the ion fluence.

FIG. 4. (a) ln[1 − ( Nd (loss)
Nd (saturated loss) )] versus annealing time at 290,

300, 310, and 320 K for samples implanted with ∼5 × 1010 He+/cm2

at ∼40 K. The dotted lines represent results from simulations using the
model outlined in Sec. IV C. (b) Arrhenius plot of the reaction rate
constant determined experimentally versus the reciprocal absolute
annealing temperature. The black circles represent values obtained
by least-squares fits of the data in Fig. 4(a) (ion fluence = 5 ×
1010 cm−2), while the red circle shows the value obtained from
samples implanted with a fluence of 5 × 109 cm−2 and annealed
at 325 K. The latter value is multiplied by a factor of 10 and is
not included in the fit yielding an activation energy of 0.69 eV with a
prefactor of 1.3 × 106 s−1. The blue squares (right y axis) show values
of the Zni migration (DZni

) deduced from the model simulations in
Sec. IV C. Error bars indicate the experimental accuracy (10%–20%).
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TABLE I. Impurity concentrations determined by SIMS.

Samples
Annealed T (K)

Al (cm−3) In (cm−3) Li (cm−3)

300 ∼1.5 × 1015 ∼3.9 × 1015 ∼1.8 × 1017

310 ∼1.4 × 1015 ∼4.8 × 1015 ∼1.8 × 1017

320 ∼2.0 × 1015 ∼8.4 × 1015 ∼1.8 × 1017

325 ∼1.7 × 1015 ∼3.7 × 1015 ∼1.8 × 1017

B. SIMS measurements

According to mass spectra acquired for the studied samples,
the most prominent residual impurities are found to be Al,
indium (In), and lithium (Li). Their concentrations have been
quantified by depth-profiling measurements showing uniform
distributions and the values are given in Table I. Li is clearly the
most abundant impurity reading values in the low 1017 cm−3

range. Further, hydrogen (H) is also present in the samples, as
evidenced by the large E3 peak in the DLTS spectra, Fig. 2(b),
but below the detection limit of the SIMS measurements
(∼5 × 1017 cm−3). The same holds for nitrogen (N), also
having a detection limit of ∼5 × 1017 cm−3.

IV. DISCUSSION

A. Loss in Nd and the role of primary intrinsic defects

Helium is a light and inert species and after low fluences
He+ implantations at cryogenic temperatures, intrinsic point
defects will prevail, i.e., Zni , VZn, Oi , and VO. Immediately
after the implantation, only modest loss in Nd occurs showing
a balance for each pair of sublattice defects. For the Zn
sublattice, Zni is anticipated to act as a shallow double donor
(Zni

2+) while VZn is a deep double acceptor (VZn
2−) [7,8],

and in the studied samples, having a Fermi-level position
of ∼Ec − 0.2 eV at RT, Zni and VZn are in the 2+ and
2− charge states, respectively. For the O sublattice, VO has
been extensively studied both theoretically and experimentally
[7,8,28–30], and it is a negative-U defect of double-donor
character. The thermodynamic transition between the neutral
and the 2+ charge state takes place rather deep in the band
gap at ∼Ec − 1.0 eV, and VO

0 dominates in the studied
samples at RT. Oi , on the other hand, can exist both in a
split configuration (Oi (split)) and in an octahedral one (Oi

(oct)) [1] where the former is electrically neutral and the latter
a deep double acceptor. The modest loss in Nd immediately
after implantation shows that Oi (split) must be the dominant
configuration. Transformation from Oi (split) to Oi (oct) may
occur during the subsequent annealing and this is discussed in
Sec. IV B as a possible process for the loss in Nd .

In principle, two main types of processes can account
for the loss in Nd : (i) formation of excess deep acceptors,
such as Oi (oct), compensating the shallow donor(s), and (ii)
removal/passivation of the shallow donor(s) through reactions
with other impurities or defects such that the net excess
of free electrons decreases. In (ii), one could also suspect
out-diffusion of the generated Zni’s from the implanted region,
driven by the concentration gradient, since Zni is regarded as
mobile at RT with a theoretically estimated activation energy
for migration of only ∼0.5–0.8 eV [1]. However, this suspicion

does not comply with the experimentally observed first-order
kinetics of the evolution of Nd (loss) and that the saturation
value of Nd (loss) exhibits no dependence on the ion fluence.
Further, the CV profiles reveal no increase in Nd outside the
implanted region and their shape stays about the same during
the course of annealing (cf. Fig. 1).

The proportionality between the loss rate constant, c, and
the He+ fluence shows a direct involvement of an implantation-
induced defect in the loss process of Nd . Moreover, there
are basically three kinds of physical processes giving rise to
first-order kinetics (see Ref. [31], and references therein):
(a) dissociation/transformation where a species A disinte-
grates/transforms into new “constituents” while back reactions
are weak, (b) a reaction of species A with a species B where
the concentration of B is much higher than that of A, and (c) a
reaction between A and B where B is continuously replenished
by a source such that the concentration of B remains constant
as a function of time. The processes (a) and (b) are applicable
to our case, while (c) is merely valid for studies of defect
injection from an infinite source [32]. According to our SIMS,
DLTS, and FTIR data, Al, In, and H are the main impurities
as candidates for shallow donors in the studied samples. They
all give rise to donor states at ∼40–50 meV below Ec, in the
configurations of AlZn, InZn, and HO/Hi [8,25,33,34], which
is consistent with the TAS results obtained for the present
samples (not shown). Among the primary intrinsic defects,
Zni and Oi are sufficiently mobile in the temperature range
290–325 K to account for the measured evolution of Nd , while
VZn and especially VO are practically immobile with predicted
migration energies of ∼1.4 and ∼2.4 eV, respectively [1].
However, a direct interaction of Zni and Oi with the shallow
donor impurities does not reduce the net electron concen-
tration, e.g., Zni

2+ + AlZn
+(InZn

+) → ZnZn
0 + Ali3+(Ini

3+)
and Oi + HO

+ → OO + Hi
+ have no net effect on Nd . In

addition, the Coulomb repulsion between Zni
2+ and the

shallow donors strongly suppresses the probability of these
reactions. In spite of Coulomb attraction, similar arguments
hold also for the reactions Zni

2+ + LiZn
− → ZnZn + Lii+

and Zni
2+ + LiZnH → ZnZn + Lii+ + Hi

+ with LiZn being a
(deep) acceptor and Lii a (shallow) donor. Hence, in order
to interpret the experimental data more elaborate scenarios
are required and in the following sections (Secs. IV B and
IV C), two possible ones will be discussed. The first utilizes
Oi as a crucial ingredient with the kinetics given by a process
of type (a). The second is based on the migration of Zni

2+

and subsequent annihilation with preexisting (neutral) H2VZn

complexes in the samples, leading to a loss in Nd with the
kinetics given by a process of type (b). Especially, the second
model is shown to give close quantitative agreement with the
experimental data.

B. Transformation of Oi from split to octahedral configuration

As discussed in Sec. IV A, immediately after the implan-
tation Oi (split) is the predominant Oi configuration being
electrically inactive and yielding no loss in Nd . This conclusion
is further corroborated by results from the DFT calculations;
the inset of Fig. 5 displays the calculated relative formation
energy of Oi for EF fixed at 3 eV as a function of the
reaction coordinate, r , when transforming between the split
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FIG. 5. Relative formation energies as a function of Fermi level
(EF ) position for Oi in split position (reaction coordinate r = 0),
octahedral position (r = 1), and transition geometries (0 < r < 1) in
ZnO. EF equal to zero corresponds to the valence-band maximum.
Only segments corresponding to the lowest-energy charge states are
shown. The slope of these segments indicates the charge state. Kinks
in the curves indicate transitions between different charge states. The
inset shows the relative formation energy as a function of r for EF

fixed at 3 eV.

and octahedral configurations. The latter is electrically active,
acting as double deep acceptor. The left y axis refers to the Oi

(split) (r = 0), while the right y axis to Oi (oct) (r = 1). The
blue curve is the relative formation energy of neutral (q = 0)
Oi , and the green and red parts (r > 0.5) are for Oi with charge
states q = −1 and q = −2, respectively. The transformation
is asymmetric and occurs at r closer to Oi (oct) (r > 0.5),
i.e., Oi (split) is the most likely configuration during a random
generation process such as ion implantation.

Figure 5 shows the calculated relative formation energy of
Oi at four different reaction coordinates: r = 0 (Oi (split)),
r = 1 (Oi (oct)), and two transition geometries, r = 0.5 and
0.6, versus the position of EF . Oi (oct)2− is favorable in our
samples, EF ≈ Ec − 0.2 eV, and as disclosed by the inset, an
energy barrier of ∼1.2 eV is obtained for the Oi (split) to
Oi (oct)2− transformation. This value is in fair agreement with
the measured activation energy of ∼0.7 eV for the loss of Nd .
On the other hand, the experimental value of ∼106 s−1 for the
preexponential factor, c0, of the rate constant does not comply
with the attempt frequency of an “ordinary” transformation
process, typically in the range of 1013 s−1 [35]. Hence, another
process must be controlling c0 and a possible candidate is
the electron filling of the Oi (oct) acceptor states, i.e., the
transfer rate is limited by the rate of electron capture to these
states. Indeed, adopting the description by Shockley-Read-
Hall [36,37] and omitting any change in entropy, the rate of
electron capture by an unoccupied state in the band gap can be
expressed as

cn = σn〈vth〉n, (3)

FIG. 6. Simulation results for the evolution of interstitial oxygen
atoms in the octahedral configuration as a function of annealing time
at 300 K employing the model outlined in Sec. IV B. Results are
shown for two initial concentrations of Oi (split) at t = 0.

where σn is the electron capture cross section, 〈vth〉 is the
average thermal electron velocity, and n is the free electron
concentration. Putting n equal to Nd (∼1 × 1015 cm−3),
〈vth〉 ≈ 107 cm/s at RT, and σn ≈ 10−15–10−16 cm2, which is
a typical range for the capture cross section of acceptorlike de-
fects, one obtains cn ≈ 106–107 s−1, in good correspondence
with the experimental c0 value.

Further, the growth rate of [Oi (oct)] (brackets denote
concentration) will scale with the ion fluence since

d[Oi(oct)]

dt
= −d[Oi(split)]

dt
= c[Oi(split)], (4)

with [Oi (split)] being proportional to the ion fluence.
However, in order to account for the lack of fluence depen-
dence of Nd (saturated loss), also the reverse transformation
(Oi (oct)2− → Oi (split)) needs to be regarded. Initially, the
rate constant of the reverse transformation should be low,
otherwise first-order kinetics will not apply for the loss of [Oi

(split)], and then increase rapidly as [Oi (oct)2−] approaches
1
2 × Nd (saturated loss) (the factor 1

2 arises because of the
2− charge state). Such a behavior can be inferred from
Fig. 5 with the energy barrier for the Oi (oct)2− → Oi (split)
transformation decreasing gradually as [Oi (oct)2−] grows,
shifting the EF position deeper into the band gap. Eventually,
the shift in EF becomes sufficient to equalize the formation
energies of the two Oi configurations. This leads to steady
state between the two transfer rates and [Oi (oct)2−] saturates.

Figure 6 illustrates an example of simulated results for the
growth of [Oi (oct)2−] as a function of annealing time at 300 K.
Two different initial concentrations of Oi (split) are assumed
with a relative difference by a factor of 4 and where the lower
one is given by the limit set by Nd (saturated loss) observed
experimentally (∼6 × 1014 cm−3). Moreover, the initial
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barrier height for the Oi (oct)2− → Oi (split) transformation
is taken as 1.2 eV, guided by the DFT results in Fig. 5, with
a preexponential factor of 109 s−1 for the rate constant. For
the Oi (split) → Oi (oct)2− transformation, the experimental
values with an energy barrier of ∼0.7 eV and a frequency
factor of 106 s−1 are used [cf. Fig. 4(b)]. In the case of
the low [Oi (split)]t=0, the barrier for Oi (oct)2− → Oi (split)
decreases by less than ∼0.05 eV and the rise in [Oi (oct)2−]
follows ordinary first-order kinetics with negligible influence
by the reverse transformation. In contrast, for the high
[Oi (split)]t=0 the Oi (oct)2− → Oi (split) barrier decreases
by more than 0.3 eV and the rise in [Oi (oct)2−] is rapidly
terminated at a saturation level similar to that for the low
[Oi (split)]t=0 case (see Fig. 6). Here, it should be underlined
that the values used for the barrier height and preexponential
factor of the Oi (oct)2− → Oi (split) transition are not unique
and other combinations can yield similar behavior but with the
constraint of an initial energy barrier between 0.9 and 1.5 eV.

Semiquantitatively, the simulation results in Fig. 6 repro-
duce the main experimental findings: first-order kinetics with
a low prefactor for the evolution of Nd (loss), a reaction rate
constant being proportional to the ion fluence, and a saturation
value of Nd (loss) with a weak (if any) dependence on the ion
fluence. However, especially the latter finding is challenging
to fulfill given the net doping concentration Nd of the samples
and the ion fluences employed. In Fig. 6, “only” a factor of
4 is assumed for the relative variation in [Oi (split)]t=0 and
not a factor of 10 as for the experimental ion fluences. At
high values of [Oi (split)]t=0, the saturated [Oi (oct)2−]t=∞
becomes large enough to pin EF at the deep acceptor states
and only a very minor free electron concentration remains
despite the back transfer Oi (oct)2− → Oi (split). Moreover,
the saturation in [Oi (oct)2−] takes place rather abruptly
(Fig. 6), but this may be due to the simplicity of our model,
omitting any influence by carrier diffusion and the nonuniform
carrier concentration-versus-depth distribution.

In summary, the transformation between the Oi (split) and
Oi (oct) configurations provides a semiquantitatively valid
description of the experimental results. A fully quantitative
agreement is more difficult and in particular, this holds for Nd

(saturated loss) exhibiting no dependence on the ion fluence.

C. Migration of Zni and interaction with other
defects and impurities

The Zni’s induced by the cryogenic He+ implantation,
surviving recombination with the VZn’s (dynamic annealing),
are anticipated to be mobile at RT and react with other defects
and impurities. As discussed, reactions of Zni with the residual
donor impurities AlZn, InZn, and HO, do not cause any net
effect on Nd , all being shallow donors. This is also true for
interaction with LiZn, acting as acceptor with its state in the
lower part of the band gap [38–40], where the resulting Lii
is a shallow donor. However, the negatively charged LiZn

−

acceptor is likely to trap migrating Zni
2+ donors because of

the Coulomb attraction and the dominant Li concentration in
the studied samples (Table I). In as-grown HT-ZnO samples
of n type, the Li atoms reside almost exclusively on the
substitutional Zn site as shown experimentally in Ref. [41], i.e.,
LiZn dominates strongly in our samples while the fraction of Lii

and Lii-LiZn pairs is negligible. The LiZn acceptors are readily
passivated by residual H atoms, manifested by the prominent
infrared absorption band at 3577 cm−1 arising from a local
vibrational mode of an OH bond adjacent to LiZn [42–44].
FTIR measurements of our samples revealed a concentration
of LiZnH centers of (1.5 ± 0.5) × 1017 cm−3 adopting the
absorption strength value given by Klauer et al. [45]. Thus, the
vast majority of the LiZn acceptors are electrically passivated
and where also compensation by shallow HO donors can
be significant, consistent with Nd ≈ 1 × 1015 cm−3 and the
AlZn/InZn donors being in the 1015 cm−3 range (cf. Table I).

Another obvious trap for the migrating Zni’s is VZn, abun-
dant in as-grown n-type samples because of the thermodynam-
ics and with a uniform distribution after equilibration. Results
from DFT calculations employing the HSE functional suggest
a VZn formation energy of ∼0.5 eV in n-type samples with
Nd ≈ 1015 cm−3 under O-rich ambient [7]. This translates
into [VZn] being on the order of 1015 cm−3 at 300 K under
thermodynamic equilibrium, which is also corroborated by
results from positron annihilation spectroscopy measurements
[46] on similar type of samples as used in the present study.
As found both experimentally and theoretically by several
authors [47–51], the VZn’s interact strongly with H because
of the large gain in total energy for HnVZn complexes (n is
an integer number) relative to isolated VZn’s and H’s. This
is especially true for n = 1 and n = 2 leading to removal
of electrons from the conduction band and where H2VZn is
a fully passivated (electrically neutral) defect. Hi is mobile
already at RT [52–54] and the HnVZn complexes are, indeed,
expected to form readily in HT samples containing a high
amount of H (∼1017 cm−3 range). In a very recent FTIR
absorption study by Herklotz et al. [51] using H-enriched
samples prepared via in-diffusion, indication was also found
for a H3VZn complex and its thermodynamic stability was
supported by first-principles theory calculations. Hence, in
our samples isolated VZn’s are regarded to be scarce and the
implantation-induced Zni’s will predominantly interact with
HnVZn complexes. In particular, H2VZn is likely to prevail
because of a lower formation energy than (HVZn + Hi) by
∼2.7 eV [55] and [H] � [VZn]. Interestingly, the reaction
Zni

2+ + H2VZn
0 → ZnZn + H2 is energetically very favorable

by ∼2.6 eV, as estimated by our DFT calculations, and causes
also a reduction in Nd . Likewise, H3VZn may play a role as
trap for Zni

2+ but H3VZn is predicted to be donorlike [55] and
Coulomb repulsion may suppress the probability for trapping.

A third type of interaction for the Zni’s is with defects
involving the donor impurities Al and In. A direct reaction
between Zni

2+ and the substitutional AlZn
+ donor is excluded

because of the Coulomb repulsion and the same holds for
InZn

+. In the following, only Al will be discussed since an
analogous behavior is expected for In. As recently reported in
the literature [56–58], AlZn tends to complex with VZn where
the resulting (AlZn − VZn) defect is energetically stable with
respect to the individual constituents and exhibits an overall
acceptorlike character. Angular-dependent EPR measurements
have revealed that the Al atom resides on a next-nearest
neighbor Zn site to the VZn [58]. The latter accommodates
most of the electron spin density yielding a g factor close
to that of the isolated (nonaxial) VZn

−. The acceptor state of
(AlZn − VZn)− occurs in the lower part of the band gap and
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in n-type samples, the reaction Zni
2+ + (AlZn − VZn)− is very

likely, promoted by the Coulomb attraction. Further, because
of the similar structure of VZn in the (AlZn − VZn) center and
in its isolated form, also H passivation of (AlZn − VZn) can be
expected giving rise to neutral (AlZn − VZnH) centers. These
centers will trap Zni’s with a calculated energy gain of ∼3.6 eV
for the reaction Zni

2+ + (AlZn − VZnH)0 → AlZn
+ + ZnZn +

Hi
+. Moreover, it can be speculated about the existence of

(AlZn − VZnH2) centers but they will most likely be positively
charged restraining the trapping of Zni

2+.
On the basis of the discussion above, the following reactions

are considered as the most crucial ones for the kinetics
evolution of Zni

2+ in our samples:

Zni + HVZn → ZnZn + Hi , (5a)

Zni + H2VZn → ZnZn + H2, (5b)

Zni + LiZn � ZnZn + Lii , (5c)

Zni + LiZnH → ZnZn + Lii + Hi , (5d)

Zni + (AlZn − VZn) → ZnZn + AlZn, (5e)

Zni + (AlZn − VZnH) → ZnZn + AlZn + Hi , (5f)

Hi + VZn → HVZn, (5g)

Hi + HVZn → H2VZn, (5h)

Hi + H2VZn → H3VZn, (5i)

Hi + (AlZn − VZn) → (AlZn − VZnH), (5j)

Hi + (AlZn − VZnH) → (AlZn − VZnH2), (5k)

where Zni and Hi are mobile and the other species are regarded
as immobile in the studied temperature range (290–325 K).
Applying the theory for diffusion-limited reactions [59,60], the
coupled differential rate equations given in Table II are derived
from the reactions (5a)–(5k). Only the peak region around
Rp is considered and concentration gradients are neglected
due to the short diffusion lengths involved with no detectable
broadening of the Nd profiles during annealing. The input
values used for the different defects involving impurities are
guided by the SIMS, FTIR, and CV data. The thermodynamic
[VZn] is taken as ∼8 × 1014 cm−3 (cf. previous discussion),
and because of the large energy gain, VZn is assumed to
be decorated by the abundant H atoms (H2VZn and H3VZn)
and partly to complex with the less abundant AlZn donors
((AlZn − VZn) and (AlZn − VZnH)). The diffusivity of Zni ,
DZni

, is treated as a fitting parameter while that of Hi , DHi
,

is taken from Ref. [54]. Reaction (5b) is very favorable
(energy gain ∼2.6 eV) and determines Nd (loss) which equals
2 × [H2], accounting for the 2+ charge state of Zni . Also
reaction (5d) exhibits a quite large energy gain (∼1.8 eV)
and due to the high LiZnH concentration, large trapping of
Zni may be expected. However, the interaction between Zni

and LiZn invokes energy barriers where that of the kick-out
reaction Lii + ZnZn → LiZn + Zni is high with a calculated
value of �1.6 eV in n-type samples [61]. The barrier of the
reverse (kick-in) reaction, which resembles our reactions (5c)
(forward direction) and (5d), is low and estimated to be close
to the migration energy of Zni within ∼0.2 eV [62]. In the
simulations, a small barrier of 0.2 eV has been included for
the reactions (5c) (forward direction) and (5d) and actually, it

plays a significant role in reducing the trapping rate of Zni by
LiZnH (and LiZn) in the studied temperature range.

Here, it should be emphasized that the kick-in reactions
(5c) (forward direction) and (5d) are found to have a crucial
impact on the evolution of the concentration profiles of residual
Li impurities during annealing of high-dose implanted HT-
ZnO samples [63,64]. After implantation with Zn-substituting
elements at RT and annealing at temperatures in the range
of 600–800 ◦C, a large depletion of Li occurs beyond the
implanted region (up to ∼30 μm). This is attributed to the
kick-in mechanism, arising from the release of Zni’s trapped
in the implanted region, followed by migration of Lii’s being
highly mobile at the elevated annealing temperatures.

The differential rate equations in Table II have been solved
numerically, and in Fig. 4(a), the simulated and experimental
data for Nd (loss) are compared at 290, 300, 310, and 320
K annealing temperatures. A close quantitative agreement is
obtained using DZni

as fitting parameter, and the extracted
DZni

values are depicted in Fig. 4(b); an activation energy of
∼0.75 eV is deduced, in good agreement with DFT estimates
of ∼0.5–0.8 eV for Zni migration parallel to the c axis [1,4].
The preexponential factor of DZni

, D0, exhibits a value of
∼10−3 cm2/s, which is in the expected range for “ordinary”
interstitial self-diffusion [65]. However, D0 suffers from some
uncertainty and cannot be determined independently using the
present data. In a first approximation, the rate constant, c, for
the loss of [H2VZn] (and thus Nd ) is given by

c = 4πRDZni
[Zni] = c0e

−Emigr(Zni )/kT , (6)

with c0 = 4πRD0[Zni]. Hence, the individual contributions
of D0 and [Zni] cannot be decomposed from c0. For the
D0 value given in Fig. 4(b), [Zni]t=0 was estimated from
simulations using the SRIM code [14] with implantation
conditions similar to the experimental ones (850 keV He+

ions and fluences of 5 × 109 and 5 × 1010 cm−2). Further,
the threshold energy for displacement of Zn atoms (and O
atoms) was put to 15 eV, a typical value for semiconductors
[66–68]. The SRIM simulations do not account for dynamic
annealing (recombination of vacancies and self-interstitials)
during implantation, which is pronounced in ZnO [5], and
15% of the Zni’s generated by the ballistic collisions were
assumed to escape recombination during the implants per-
formed at ∼40 K. This gives [Zni]t=0 = 3 × 1015 cm−3 in the
implantation peak region for the fluence of 5 × 109 He+/cm2

(3 × 1016 cm−3 for 5 × 1010 He+/cm2) and is a lower limit
in order to reproduce the first-order kinetics of Nd (loss),
i.e., [Zni]t=0 � [H2VZn]. On the other hand, the upper limit
of [Zni]t=0 cannot exceed the concentration of ballistically
generated Zni’s, ∼2 × 1016 cm−3 (5 × 109 He+/cm2 and no
dynamic annealing), and thus, it can be inferred that D0 is
in the range of 10−4–10−3 cm2/s. In this context, it should
be underlined that the recombination between Zni and VZn

(Zni + VZn → Ø) is considered to prevail during the dynamic
annealing stage while being of less importance during the
post-implant annealing described by the reactions (5a)–(5k).

In summary, the model of Zni migration and annihilation by
H2VZn centers as the central ingredient shows good quantitative
agreement with all the experimental findings and the DZni

values obtained are corroborated by DFT results.
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TABLE II. Survey of the simultaneous differential rate equations for the reactions in Eqs. (5a)–(5k) and numerical values of the input
parameters and concentrations used in the computations.

Simultaneous
differential
equations

d[Zni ]
dt

= −4πRDZni
[Zni]{[H2VZn] + e−Ebar/kT {[LiZn] + [LiZnH]} + [(AlZn − VZnH)]}

−4πRADZni
[Zni]{[HVZn] + [(AlZn − VZn)]}

d[VZn]
dt

= −4πRADHi
[Hi][VZn]

d[HVZn]
dt

= 4πRADHi
[Hi]{[VZn] − [HVZn]}

d[H2VZn]
dt

= −4πRDZni
[Zni][H2VZn] + 4πDHi

[Hi]{RA[HVZn] − R[H2VZn]}
d[H3VZn]

dt
= 4πRDHi

[Hi][H2VZn]
d[Hi ]

dt
= 4πRDZni

[Zni]
{
e−Ebar/kT [LiZnH] + [(AlZn − VZnH)]

}

− 4πDHi
[Hi](RA{[VZn] + [HVZn] + [LiZn] + [(AlZn − VZn)]} + R{[H2VZn] + [(AlZn − VZnH)]})

d[H2]
dt

= 4πRDZni
[Zni][H2VZn]

d[LiZn]
dt

= −4πRADZni
[Zni]e−Ebar/kT [LiZn] − 4πRADHi

[Hi][LiZn]
d[LiZnH]

dt
= −4πRDZni

[Zni]e−Ebar/kT [LiZnH] + 4πRADHi
[Hi][LiZn]

d[Lii ]
dt

= 4πDZni
[Zni]e−Ebar/kT {RA[LiZn] + R[LiZnH]}

d[AlZn]
dt

= 4πDZni
[Zni]{RA[(AlZn − VZn)] + R[(AlZn − VZnH)]}

d[(AlZn−VZn)]
dt

= −4πRA{DZni
[Zni] + DHi

[Hi]}[(AlZn − VZn)]
d[(AlZn−VZnH)]

dt
= 4πDHi

[Hi]{RA[(AlZn − VZn)] − R[(AlZn − VZnH)]} − 4πRDZni
[Zni][(AlZn − VZnH)]

d[(AlZn−VZnH2)]
dt

= 4πRDHi
[Hi][(AlZn − VZnH)]

Capture radius R = 5 Å, RA = 25 Å (Coulomb attraction of Hi
+) and 50 Å (Zni

2+)

Energy barrier Ebar = 0.2 eV (energy barrier for Zni capture by LiZn and LiZnH)

Diffusivity DHi
= 3 × 10−4e−0.6(eV)/kT cm2/s, taken from Ref. [54]

Initial values
(t = 0) in cm−3

[Zni] = 3 × 1015 (5 × 109 He+/cm2) and 3 × 1016 (5 × 1010 He+/cm2)
[VZn] = 3 × 1015 (5 × 109 He+/cm2) and 3 × 1016 (5 × 1010 He+/cm2)

[VZnH] = 1 × 1013, [VZnH2] = 3 × 1014, [VZnH3] = 3 × 1014

[Hi] = [H2] = [Lii] = 0
[LiZn] = 5 × 1015, [LiZnH] = 1.7 × 1017

[AlZn] = 6 × 1015, [AlZn − VZn] = 5 × 1013, [AlZn − VZnH] = 5 × 1013, [AlZn − VZnH2] = 5 × 1013

V. CONCLUSIONS

In situ CV and junction spectroscopy measurements were
applied to study n-type HT-ZnO samples implanted with low
fluences of He+ ions at ∼40 K. Only a minor reduction in Nd

occurs immediately after implantation but a gradual decrease
develops as a function of annealing temperature and time. The
loss rate of Nd obeys first-order kinetics with an activation
energy of ∼0.70 eV and a preexponential factor of ∼106 s−1.
The loss rate scales with the He fluence and evidences the role
of implantation-induced elementary point defects, especially
Zni and Oi . Moreover, the loss in Nd saturates at a certain value
irrespective of the ion fluence used. The experimental data are
supplemented by results from first-principles DFT calculations
and from simulations of diffusion-limited defect reactions.
Two models are put forward in order to explain the experi-
mental data. One invokes transformation of Oi from the neutral
split configuration to the double negatively charged octahedral
configuration, and it shows semiquantitative agreement with
the experiments. However, the saturation of Nd (loss) with

no fluence dependence is challenging to reproduce fully. The
other model invokes diffusion of Zni and trapping by residual
H2VZn centers as the key feature. This model exhibits good
quantitative agreement with all the experimental observations
and it gives an activation energy for Zni migration of
∼0.75 eV, consistent with previous DFT estimates in the
literature.
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