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Insulator to semimetallic transition in conducting polymers
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We report a multiscale modeling of electronic structure of a conducting polymer poly(3,4-
ethylenedioxythiopehene) (PEDOT) based on a realistic model of its morphology. We show that when the
charge carrier concentration increases, the character of the density of states (DOS) gradually evolves from the
insulating to the semimetallic, exhibiting a collapse of the gap between the bipolaron and valence bands with the
drastic increase of the DOS between the bands. The origin of the observed behavior is attributed to the effect of
randomly located counterions giving rise to the states in the gap. These results are discussed in light of recent
experiments. The method developed in this work is general and can be applied to study the electronic structure
of other conducting polymers.
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I. INTRODUCTION

Conductive polymers exhibiting novel properties typically
not available in inorganic materials constitute a cornerstone
for a new promising technological platform for electronic
devices [1–3]. Nowadays, poly(3,4-ethylenedioxythiopehene)
or PEDOT has been the most studied conducting polymer
due its high electronic (hole) conductivity (1000–4000 S/cm)
[4–6], room-temperature stability [7], and remarkable ther-
moelectric properties with the highest figure of merit for
organic materials [8–11]. Given the temperature dependence
of conductivity σ (σ increases with the temperature T ) and
the high degree of inherent disorder, it is generally accepted
that the transport in doped conductive polymers is mediated by
phonon-assisted hopping between the localized states [12–18].
These states are associated with singly (polaron) or doubly
(bipolaron) positively charged defects (geometrical distortion
of the chains) forming due to the strong electron-phonon
coupling. The polarons or bipolarons are balanced by the
negative counterions introduced during the synthesis.

During recent years, there has been tremendous activity
aimed at understanding the electrical transport in PEDOT
and its relationship with electronic structure and morphology
[4,12–14,19,20]. Because the conductivity is directly related
to the density of states (DOS) [14], one of the major challenges
in understanding the transport properties can be traced back to
the understanding of the DOS. It is remarkable that despite the
fundamental importance of this issue, there has been no theory
providing a microscopic description of the DOS in realistic
PEDOT and related conducting polymers.

The challenge of the description of electronic properties
of realistic polymeric thin films is that it requires multiscale
modeling, encompassing an angstrom scale defining the nature
of charged states (bipolarons or polarons) and nanometer scale
representing the complex morphology of the system at hand.
Besides, this task requires approaches capable of calculating
the electronic properties of systems consisting of hundreds
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or thousands of atoms, which far exceeds the capabilities of
standard quantum-mechanical packages. So far, the electronic
properties of PEDOT and related conducting polymers have
been studied on the basis of largely oversimplified models such
as single polymeric chains [21–24] or infinite perfect periodic
crystals [25–27]. None of these models are in a position to
capture the morphology and the DOS of realistic PEDOT thin
films. In the absence of theoretical models, researchers usually
rely on phenomenological models for DOS such as Gaussian
or exponential disorder [13,28].

Recently, Bubnova et al. [4] reported a semimetallic
behavior in PEDOT as manifested in its electrical conductivity
and thermopower. The authors speculated about the possible
evolution of the band structure, suggesting that the bipolaron
band merges into the delocalized valence band, but no theory
explaining this remarkable behavior has been proposed so far.

In this paper, we provide a microscopic description of the
band structure and the DOS of realistic PEDOT based on
the multiscale modeling using ab initio, molecular dynamics,
and semiempirical calculations. Note that even though the
calculations are performed for PEDOT, our results can be used
to understand the trends in the electronic structure of other
widely studied conducting polymers, such as polythiophenes
and polyphenylene vinylene.

II. MODEL AND METHODS

In order to construct a realistic model of doped PEDOT thin
films, it is important to understand the basic features of their
morphology. Grazing incidence wide-angle x-ray scattering
(GIWAXS) represents a powerful technique for the structural
characterization of polymers [4,18,29,30]. An interpretation of
the scattering pattern emerging from the GIWAXS measure-
ments is that the the PEDOT films are polycrystals consisting
of (mono)crystallites embedded in an amorphous matrix. A
broadening of the scattering peaks suggests that each crystallite
typically consists of 3–15 π -π stacked PEDOT chains. In order
to verify this picture, we performed molecular dynamics (MD)
simulations of the PEDOT morphology. (A brief description
of the MD simulations is given in Appendix A.) The MD
simulations show that PEDOT chains are stacked in crystallites
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FIG. 1. (a) A representative morphological conformation of
PEDOT (blue) with tosylate counterions (green) obtained from
MD simulations. (b) A model of crystallite used in semiempirical
calculations. The crystallite is composed of five π -π stacked PEDOT
chains of the length of 12 monomer units. Negative point charge
counterions (red) are randomly distributed around the crystallite.

surrounded by randomly distributed counterions; see Fig. 1(a).
The crystallites are linked by interpenetrating PEDOT chains
or π -π connections between chains belonging to different
crystallites. This apparently leads to a formation of percolative
paths through the whole crystal which can support a good
conductivity.

Based on the GIWAXS data as well as on our MD
simulations, we model the material as a polycrystal consisting
of crystallites, as depicted in Fig. 1(b). Each crystallite is
composed of five π -π stacked PEDOT chains of a finite
length of 12 monomer units. The stacking configuration is
obtained from the density functional theory (DFT) calcula-
tions. Concerning the nature of charge carriers (polarons vs
bipolarons), for the case of PEDOT there is a clear evidence
of the spinless character of carriers, indicating that doping
occurs mostly via bipolarons with a negligible fraction of
spin per monomer related to polarons (the latter has a spin
1/2) [4]. We create bipolarons in the crystallite by removing
Ne electrons from the higher energy levels. To keep the
electroneutrality, Ne negative point charge counterions −e are
randomly distributed around the crystallite. The band structure
of the polycrystalline PEDOT is obtained by averaging of
the DOS over many crystallites corresponding to different
configurations of counterions (typically 1000 samples).

Since a size of a crystallite is prohibitively large for the
DFT calculations, we calculate the crystallite’s band structure
using a semiempirical Hamiltonian for interacting π electrons,
which is parametrized using the DFT calculations and the
experimental data for the PEDOT band-gap energy,

H = Hel + Hlat + Hπ−π + He−e + Hion. (1)

The first two terms correspond to the Su-Schrieffer-Heeger
(SSH) Hamiltonian for a single chain [31]; the electronic part
is described by the standard tight-binding Hamiltonian:

Hel =
∑
iσ

εA
0ic

†
iσ ciσ −

∑
ijσ

tij c
†
iσ cjσ + H.c., (2)

where c
†
iσ and ciσ are the creation and annihilation operators

at the site i with the spin σ , and the hopping integral is defined
by the semiempirical relation tij = t0 exp[−α(uij − u0

ij )] with

t0 = 2.46 eV, uij = |ri − rj | is the bond length between
the nearest neighbors ith and j th atoms, while u0

ij are the
interatomic distances at equilibrium (u0

ij = 1.56, 1.78, and

1.43 Å for, respectively, C-C, C-S, and C-O atoms). εA
0i is the

on-site energy on site i (εA
0i = 0, −2.85, and −5.46 eV with

A corresponding to C, S, or O atoms). The electron-phonon
coupling is

Hlat =
∑
ij

Kij

(
uij − u0

ij + α−1
)
, (3)

where α = 2.9 Å
−1

, and the spring constant Kij = βtij is

related to the hopping integral by the parameter β = 7.71 Å
−1

.
The interchain hopping due to the π -π interaction is

given by Hπ−π = −∑
ij ′σ tπ−π

ij ′ c
†
iσ cj ′σ + H.c., where i and

j ′ belong to different chains, and hopping integral tπ−π
ij ′ =

tπ−π
0 exp (

rπ−π −|ri−rj ′ |
δ

), where tπ−π
0 = 0.32 eV is the inter-

chain nearest-neighbor hopping integral. A cutoff for the
interchain hopping is defined here as rcutoff = rπ−π + 5δ,
with rπ−π = 3.43 Å being the π -π stacking distance, and
δ = 0.45 Å.

The electron-electron interaction is included by means of
the extended Hubbard Hamiltonian,

He−e = U0

2

∑
iσ

niσ niσ ′ + 1

2

∑
ijσσ ′

Vijniσ njσ ′ , (4)

where the operator niσ = c
†
iσ ciσ , and U0 = 2.2 eV. We

adopted a Hubbard-Ohno potential to model intersite electron-
electron interaction, which is expressed according to [32,33]

Vij = U0e
−γ |rij /R0|√

1 + (rij /R0)2
, (5)

where rij is the interatomic distance between the ith and j th
sites. The value of scale parameter R0 is set to the averaged
C-C distance rC-C = 1.38 Å for the interacting orbitals in the
same chain, and to rπ−π for interaction between the orbitals in
the adjacent chains.

The last term in the Hamiltonian (1) corresponds to
the electrostatic potential due to the counterions, Hion =∑

iσ V ion
i c

†
iσ ciσ . The interaction between the counterions and

the atomic orbital at the position ri is modeled by a screened
Coulomb potential [32],

V ion
i = − e2

4πε0ε

Ne∑
j=1

1

|ri − rj |

×
{1, |ri − rj | � 4rC-C

e
− γ |ri−rj |

R0 , otherwise,
(6)

where the summation is carried out over Ne counterions
located at the random positions rj , and the relative permittivity
of PEDOT is set to ε = 3.5. [27]. The inter- and intrachain
screening is, respectively, γ inter = 1.2 and γ intra = 0.65.

The chosen crystallite size corresponds to N = 420 atomic
sites, thus giving rise to 2N energy levels for N π -electrons in
each crystallite (factor 2 accounts for spin; each monomer
contains seven π -electrons corresponding to four C atoms

205202-2



INSULATOR TO SEMIMETALLIC TRANSITION IN . . . PHYSICAL REVIEW B 94, 205202 (2016)

TABLE I. Semiempirical parameters used for the electronic
energy calculations of PEDOT.

u0
C-C u0

C-S u0
C-O εC

0 εS
0 εO

0

1.56 Å 1.78 Å 1.43 Å 0 eV −2.85 eVa −5.46 eVa

t0 α β tπ−π
0 U0 γ intra γ inter

2.46 eV 2.9 Å
−1

7.71 Å
−1

0.32 eV 2.2 eV 0.65 1.2

aRef. [34].

in the backbone, two S, and one O atom). We solve self-
consistently for the Schrödinger equation with Hamiltonian
(1) by minimizing the total energy with respect to the bond
displacements uij . Details of the minimization procedure
along with a description of a parametrization are provided
in Appendices B and C, and the values of all parameters used
in Eqs. (1)–(6) are listed in Table I.

III. RESULTS AND DISCUSSION

Figure 2 shows a band structure of a representative crystal-
lite for different carrier concentrations ne = Ne

Nmon
, where Nmon

is the total number of monomers in the crystallite. The lowest
Ne unoccupied electron states correspond to the bipolaron
band lying between the conduction and valence bands. The
bipolaron band is formed by Ne states that are removed from
the valence and conduction bands of the uncharged system
ne = 0 [Fig. 2(a)]. As the carrier concentration increases,
more states are pulled into the bipolaron band. As a result, it
becomes wider and the gap Eg = ELUMO − EHOMO between
the bipolaron and valence bands shrinks; cf. Figs. 2(b)–2(d).
Figures 2(b) and 2(c) show the DOS of two crystallites
with the same carrier concentration but for different sample
realizations. The calculated DOS exhibits pronounced sample-
to-sample variations related to the disordered character of the
external electrostatic potential due to random counterions. It
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FIG. 2. DOS of representative crystallites for different carrier
concentrations (a) ne = 0%, (b),(c) ne = 18%, and (d) ne = 34%.
(For visualization purposes, each level is plotted as a Lorentzian with
a finite width.) Note that (b) and (c) correspond to the same ne but
different counterion realizations. Blue and red peaks correspond to
occupied and unoccupied electronic states, respectively. V.B., C.B.,
and B.B. correspond to valence, conduction, and bipolaron bands,
respectively. States in the B.B. and C.B. are plotted as unfilled and
filled curves, respectively. Eg = ELUMO − EHOMO is the gap between
the valence and bipolaronic bands.
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FIG. 3. (a),(b) DOS of (poly)crystalline PEDOT for different
carrier concentrations ne [(b) is the same as (a), but curves are
vertically shifted for clarity]. Arrows in (b) point to successive bumps
vanishing in the valence band and growing in the bipolaronic band
as ne is increased. Dotted lines indicate the position of the calculated
EHOMO and ELUMO. (c) Fitting the Gaussian and exponential models
to the calculated DOS for a representative charge density ne = 10%; a
broadening of the fitted Gaussian DOS, 
DOS = 0.1 eV, is indicated.
(d) Dependence Eg = ELUMO − EHOMO extracted from (b).

is worth mentioning that the electronic density is primarily
localized at carbon atoms of the backbones.

Let us now turn to the electronic structure of polycrystallite
PEDOT film focusing on bipolaron and valence bands.
(Because the bipolarons represent holes, the transport in the
system is due to hopping of bipolarons via the states in
the valence band.) For a given concentration ne, the DOS
is obtained by averaging over many DOS of individual
crystallites with different counterions distribution (sample
realization). Figure 3 shows that the gap Eg between the
bipolaron and valence band closes as the carrier concentration
increases. (The gaps for the polycrystallite and EHOMO and
ELUMO are calculated by averaging the corresponding values
for individual crystallites for the same ensembles as used
for the DOS calculations). The gap decreases by a factor of
two when the carrier concentration is increased from 4% to
40%. Note that the gap between the bipolaron band and the
conduction band completely closes already at ne = 10%. The
density of states in the gap increases drastically (by a factor
of 10) when the carrier concentration increases to 40%. These
features of the band structure of polycrystallite PEDOT can
be easily understood from the above analysis of the DOS
for individual crystallites. Indeed, when the concentration
increases, the bipolaron band widens as more states are pulled
into it, which results in the decrease of the gap between the
bipolaron and valence bands and closing the gap between the
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bipolaron and conduction bands. A drastic increase of the DOS
in the gap between the bipolaron and valence bands is related to
the states emerging in the gap due to a disordered character of a
potential landscape, as discussed above in Figs. 2(b) and 2(c).

Another pronounced feature of the DOS of (poly)crystallite
PEDOT is its nonmonotonous character showing the presence
of bumps and shoulders. The bumps/shoulders in the DOS
can be attributed to the manifestation of the shell structure
of individual crystallites, which has the same origin as the
shell structure of atoms or few-electron quantum dots [35].
Arrows in Fig. 3(b) show an evolution of three representative
bumps in the valence and the conduction band: the bumps in
the valence band gradually disappear, whereas the bumps in
the bipolaron band grow as the charge concentration increases.
This behavior, as discussed above, is caused by moving states
from the valence and conduction bands into the bipolaron
band. Note that the presence of the bumps in the DOS leads to
a nonmonotonic dependence of Eg as a function of the charge
density, as shown in Fig. 3(d).

Our findings revealing the bumpy structure in the DOS can
explain the experimental results showing the nonmonotonic
behavior of the DOS in PEDOT and related polymers as
revealed in studies using the ultraviolet photoelectron spec-
troscopy [36], conductivity and the Seebeck coefficient [37],
and by cyclic voltammetry [38].

Figure 3(c) shows a comparison of the calculated DOS
with commonly utilized Gaussian and exponential models
of the DOS in conducting polymers. Apparently, the calcu-
lated DOS is described by neither Gaussian nor exponential
dependence because of its bump structure and because it
is essentially nonzero in the gap, as discussed above. In
addition, the calculated DOS changes as ne varies, a fact
which is disregarded in the commonly used models of the
DOS [13]. Despite the not strictly monotonic character of
the DOS, we can still extract a rough estimate of the
broadening, σDOS ≈ 0.1 eV [see Fig. 3(c)], which is in good
agreement with the corresponding value extracted from the
experiments [12,14].

Let us now discuss the electron localization in the crys-
tallites. It is measured by the inverse participation ratio
defined as IPRi = ∑

j |Cij |4/[
∑

j |Cij |2]2, where Cij are the
expansion coefficients of the wave function at the site j for
the ith molecular orbital [39]; see Fig. 4. As follows from
the definition of IPR, if an electron state is delocalized over
m atoms, its IPR � 1

m
. To understand the calculated IPR, we

first note that for a bipolaron in a single chain, IPRbp = 0.054,
which corresponds to the delocalization over six monomer
units (i.e., over m ≈ 24 carbon atoms in a backbone; see
Fig. 5). The case of ne = 4% in Fig. 4 corresponds to
one bipolaron in a whole crystallite. The calculated IPR
for states in the bipolaronic band (E > ELUMO) is smaller
than IPRbp, which means that π -π stacking enhances the
delocalization of the bipolaron. As the charge concentration
increases, the delocalization of bipolarons further increases,
which we attribute to the effect of electron interaction
leading to the Coulomb repulsion between bipolarons. For
ne = 34%, bipolarons are delocalized over m ≈ 1

IPR ≈ 50
atoms. Note that a typical state is delocalized over more than
one chain in a crystallite, which is illustrated in the inset
to Fig. 4.
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FIG. 4. Inverse participation ratio (IPR) for different carrier
concentrations ne = 4%, 18%, and 34%. The curves are averaged;
gray dots represent data for ne = 34% for 1000 configurations.
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(HOMO) and lowest unoccupied molecular orbital (LUMO) energy
for each case. A horizontal line shows the IPR for one bipolaron
on a single chain. The inset shows the electronic localization of a
bipolaron state in a representative crystallite for ne = 34%.

These findings combined with the behavior of the DOS
discussed above support the conclusions of Bubnova et al. [4]
concerning the possibility of semimetallic behavior in highly
doped PEDOT polymers. Indeed, we find that when the carrier
concentration increases, the band structure gradually evolves
from the insulating to the semimetallic character, showing a
collapse of the gap between the bipolaron and valence bands
with a drastic increase of the DOS in it. It is also worth noting
that for high electron densities, the band structure exhibits a
characteristic V-shaped profile typical of semimetals. These
changes in the band structure are accompanied by a formation
of a network of strongly delocalized and therefore highly
overlapping current-carrying states in the valence band that
can efficiently transport holes.

We stress that in our study, we calculate the electronic
structure and do not focus on transport properties of the
system at hand. The latter are strongly dependent not only
on the DOS, but on the morphology of the system, in
particular, how efficient individual crystallites are connected
by percolative transport paths. As crystallites are believed
to be embedded into an amorphous phase, the conductivity
of the (poly)crystallic system can be limited by hopping
transport in the amorphous phase. We speculate that the
PEDOT systems exhibiting semimetallic behavior in Ref. [4]
correspond to morphologies where the amorphous regions no
longer represent the limiting factor governing the conductivity.

Finally, it is noteworthy that the insulator to semimetallic
transition in PEDOT can be defined as disordered driven
because it takes place when the concentration of disorder
(i.e., randomly distributed counterions oxidizing the polymer)
increases. This is apparently strikingly different from the case
of metals or two-dimensional electron gases (2DEGs), where
instead the disorder drives the system from metallic into an in-
sulating state. It should be noted, however, that the increase of
the disorder concentration in conducting polymers is accompa-
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nied by an increase of the carrier density, whereas in the metals
or 2DEG systems, the density is not affected by disorder.

IV. CONCLUSIONS

Among all conducting polymers, PEDOT or poly(3,4-
ethylenedioxythiophene) has a special place because it plays
the same role in organic electronics as silicon in the semicon-
ductor industry. Realistic PEDOT films are neither periodic
crystals nor completely amorphous structures. Because of the
complexity of their morphology, the microscopic understand-
ing of the electronic structure and the density of states are
still missing. In the present work, we account for the nature
of charge carriers and complexity of morphology in realistic
PEDOT films from the angstrom to the nanometer scale and
provide a microscopic description of its electronic structure
using multiscale modeling employing ab initio, molecular
dynamics, and semiempirical calculations. The method de-
veloped in this work is general and can be applied to study
the electronic structure of other conducting polymers. We start
with molecular dynamics simulations and use available exper-
imental data to develop a model for PEDOT morphology. We
then develop a semiempirical approach capable of calculating
the electronic properties of a system consisting of thousands of
atoms, with parameters of this approach being obtained from
the ab initio calculations. Using the developed methodology,
we calculate the electronic structure of realistic PEDOT. We
show that when the charge carrier concentration increases,
the character of the DOS gradually evolves from insulating
to semimetallic, exhibiting a collapse of the gap between the
bipolaron and valence bands with a drastic increase of the DOS
between these bands. The origin of the observed behavior
is attributed to the effect of randomly located counterions
giving rise to the states in the gap. Our findings support
the conclusion of a recent experiment by Bubnova et al. [4]
on semimetallic behavior of highly doped PEDOT polymers.
It is noteworthy that the mechanism of the semimetallic
transition in PEDOT is strikingly different from the one of
metals or two-dimensional electron gases. In the latter case,
the disorder drives the system into an insulating state. In
contrast, in PEDOT, the disorder in the system (i.e., randomly
distributed counterions oxidizing the polymer) drives the
system into a semimetallic state. A pronounced feature of
the DOS of realistic PEDOT is its nonmonotonous character
showing the presence of bumps and shoulders. The bumpy
structure in the calculated DOS can explain the experimental
results showing the nonmonotonic behavior of the DOS in
PEDOT and related polymers as revealed in studies using
the ultraviolet photoelectron spectroscopy [35], conductivity
and the Seebeck coefficient [36], and by cyclic voltammetry
[37]. We find that the calculated DOS in a doped PEDOT is
not well described by Gaussian or exponential dependencies
(often used in phenomenological models) because of its bump
structure and because it is essentially nonzero in the gap.
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APPENDIX A: CLASSICAL MOLECULAR DYNAMICS

Classical molecular dynamics simulations were performed
in order to obtain realistic morphology and crystal configu-
rations of PEDOT with tosylate (TOS) molecules serving as
counterions. Polymer chains of a length of 12 monomers were
used in the calculations and a charge carrier concentration was
set to 33% (corresponding to a pristine PEDOT). A number of
positive charges on the PEDOT chains was equal to the number
of negative TOS counterions. The partial charges per atom in
the PEDOT chains were calculated using the ab initio DFT
functional WB97XD [40] with the 6-31 + g(d) [41] basis set
and fitting to electrostatic potential (ESP) [42] as implemented
in the Gaussian suite [43]. PEDOT chains and TOS molecules
were solvated in water with a concentration of water 13%
w.t. All of the molecules were initially randomly placed in
a solvent box and the system was described by the all-atom
force field GAFF and a model SPC/E for water. The system
was then minimized and equilibrated for 20 ns production run
[44,45] using the LAMMPS package [46]. As a result, the crystal
nucleation takes places in the solution such that well-defined
crystallites of PEDOT:TOS are obtained, as shown in Fig. 1 of
the main text. Counterion molecules are found to be both side
oriented to the PEDOT chains and situated above and below
the upper and lower chains in the crystallite.

APPENDIX B: SEMIEMPIRICAL MODEL:
MINIMIZATION OF THE TOTAL ENERGY

The Hamiltonian given by Eq. (1) for π -electrons defines
a tight-binding lattice consisting of N = 420 atomic sites. (A
crystallite is composed of five PEDOT chains, each consisting
of 12 monomers. Each monomer contains seven π -electrons
corresponding to four C atoms of the backbone, two O atoms,
and one S atom.) We first diagonalize the Hamiltonian (1) and
calculate the expansion coefficients Cnl of the wave function
of the lth molecular orbital at the atomic site n. We then
compute the total energy corresponding to the Hamiltonian
(1) as follows [24,32]:

ET =
∑
nσ

[
εnP

σ
nn −

∑
m

tnmP σ
nm −

∑
m′

tπ−π
nm′ P σ

nm′

]

+
∑
nm

Knm

(
un,m − u0

n,m − α−1
)

+ 1

2

∑
nmσσ ′

Vnm

(
P σ

nnP
σ ′
mm − P σ

nnP
σ ′
mmδnmδσσ ′

)

+
∑

n

V ion
n P σ

nn, (B1)

where P σ
nm is the element of the density matrix given by

P σ
nm =

∑
l

nσ
l Cσ

nlC
σ
ml, (B2)
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with nσ
l = 0,1 being the occupation number of the (l,σ )th

orbital. Minimization of the total energy with respect to unm

is done for all sites (n,m) in the Hamiltonian (1) according to
∂ET /∂unm = 0, which leads us to the following self-consistent
solution for the ground-state geometry (i.e., bond-length
distances unm),

unm = u0
nm − 2

∑
σ

P σ
nm/β + O

(
∂P σ

nm/∂unm

)
. (B3)

This procedure (including the diagonalization of the Hamil-
tonian) is repeated until the self-consistent solution for the
ground-state geometry corresponding to a predefined conver-
gency condition is reached. (The convergency is assumed to
be achieved when the difference in the bond length unm for
two consecutive steps is less than 10−5 Å.) Finally, the density
of states is calculated for the ground-state geometry by using
a standard tridiagonalization procedure.

The last term in Eq. (B3) contains derivatives of the density
matrix elements. Since these derivatives are supposed to be
zero once the system has reached the equilibrium, the last
term in Eq. (B3) can be safely neglected [47]. Note that a
contribution of the terms corresponding to interlayer hopping
as well as to electron-electron and electron-ion interactions is
not included in Eq. (B3) because they are much smaller than
the terms corresponding to intralayer hopping and electron-
phonon coupling.

APPENDIX C: PARAMETRIZATION OF THE
SEMI-EMPIRICAL HAMILTONIAN USING DFT

CALCULATIONS

1. DFT calculations

The DFT calculations are performed using the GAUSSIAN

(G09) package [43]. Structural optimization of the PEDOT
chains was done with hybrid exchange-correlation functional
B3PW91 [48,49] and basis set 6-31 + G(d) [41], with diffuse
and polarization functions on all atoms. The empirical dis-
persion correction is added by the D3 version of Grimme’s
dispersion with Becke-Johnson damping [50]. In our study,
we use Cl−3 as counterions since they do not form covalent
bonds [51] to the PEDOT backbone and charge transfer from
PEDOT backbone to Cl−3 counterion is close to unity (0.9e).
The Cl−3 counterion is relativity small in comparison to other
counterions (TOS, ClO−

4 , NO−
3 ), which allows calculations of

doped PEDOT within a reasonable amount of computational
resources and time. We also performed calculations with the
above-mentioned counterions (TOS, ClO−

4 , NO−
3 ) and found

that the calculated electronic structure is practically insensitive
to the choice of a counterion.

2. Parametrization of the Hamiltonian

The parametrization of the semiempirical Hamiltonian,
given by Eq. (1), using the DFT calculations was performed
in three consecutive steps:

First step. Single undoped chain: determination of t0, α, and
β. We start with a single undoped PEDOT chain to parametrize
the values of the hopping integral t0 and the electron-phonon
coupling constants α and β in Eqs. (1)– (3). As a reference
for the parametrization, we use the experimental energy gap

FIG. 5. A comparison of DFT and semiempirical calculations
(left and right panels, respectively) for a single PEDOT chain with
one bipolaron in a presence of counterions. (a),(c) Visualization of a
molecular orbital for the lowest bipolaron state. (b),(d) Band diagram
of the PEDOT chain. The occupied and unoccupied electronic states
are denoted in red and blue. For visualization purposes, each level
is plotted as a Lorentzian with a finite width. Unfilled Lorentzians
correspond to the bipolaron states. V.B., B.B., and C.B. correspond
to the valence, bipolaron, and conduction bands, respectively. Cl−3
and (−e) point charges were used as the counterions in DFT and
semiempirical calculations, respectively. The PEDOT chain consists
of 16 monomers.

Eg = 1.7 eV and the conjugated bond lengths 1.34 and 1.42 Å
in the aromatic PEDOT backbone as obtained from our DFT
calculations and reported previously in the literature [27,52].

FIG. 6. A comparison of DFT and semiempirical calculations
(left and right panels, respectively) for two π -π stacked PEDOT
chains with two bipolarons in the presence of counterions. (a),(f) Po-
sition of the chains and counterions; (b)–(d) and (g)–(i) Visualization
of a molecular orbital for the lowest bipolaron state. [(b),(g) is a side
view and (c),(d) and (h),(i) is a top view for the upper and lower
chains.] (e),(j) band diagram of a PEDOT chain with one bipolaron.
The occupied and unoccupied electronic states are denoted in red and
blue. For visualization purposes, each level is plotted as a Lorentzian
with a finite width. Unfilled Lorentzians correspond to the bipolaron
states. V.B., B.B., and C.B. correspond to the valence, bipolaron,
and conduction bands, respectively. Cl−3 and (−e) point charges
were used as the counterions in DFT and semiempirical calculations,
respectively. The PEDOT chain consists of 15 monomers.
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We obtain the following values: t0 = 2.46 Å, α = 2.9 Å
−1

,

β = 7.714 Å
−1

, which are close to the corresponding values
reported for related polymers such as polythiophene [24].
For the on-site energies, we use values previously published
in the literature [34], εO

0i = −5.46 eV, εS
0i = −2.85 eV, and

εC
0i = 0 eV, for the oxygen (O), sulfur (S), and carbon (C)

atoms, respectively. Note that parameters t0, α, and β are rather
insensitive to the choice of the on-site energies for oxygen
and sulfur atoms. This is because for these values of ε0i the
molecular orbitals are primarily localized on the carbon atoms;
see Figs. 5 and 6 for illustration.

Second step. Single doped chain: determination of γ

(intrachain) and U0. For the determination of the parameters
describing the Coulomb interaction and screening within
the same chain, we consider a single chain containing one
bipolaron (i.e., the total charge +2e) in the presence of two
negative counterions. Figures 5(a) and 5(c) show the molecular
orbital for the lowest bipolaron state and the band structure for
a PEDOT chain according to the DFT calculations. We choose
the screening parameter γ and the on-site Coulomb interaction
U0 to match the energy distance between the highest occupied
molecular orbital (HOMO) and the lowest bipolaron state, and
the energy distance between the two bipolaron states, as well
as to match the localization length of the bipolaron in the
chain. The best agreement is achieved for U0 = 2.2 eV and
γ = 0.65, which is illustrated in Figs. 5(b) and 5(d), showing
the results of the corresponding semiempirical calculations.

Third step. Two π -π stacked chains: determination of γ

(interchain) and tπ−π
0 . For the determination of the interchain

screening γ and the interchain hopping integral tπ−π
0 , we

consider two π -π stacked chains with a total charge +4e in the
presence of four counterions, as illustrated in Figs. 6(a) and
6(f). We assume that the values of the parameters determined
at the previous steps can be used for the π -π stacking structure
as well. Figures 6(b)–6(d) show the molecular orbital of
the lowest bipolaron state and the band structure for two
π -π stacked chains according to the DFT calculations. The
interchain coupling causes a hybridization of the bipolaronic
state, leading to its localization in both chains. The parameters
γ (interchain) and tπ−π

0 are determined by matching the
energy distance between the HOMO and the lowest bipolaron
state, and by matching the energy distance between bipolaron
states. A stacking configuration used in the semiempirical
calculations was obtained from the geometry optimization
given by the DFT calculations. The best agreement is achieved
for γ (interchain) = 1.2 and tπ−π

0 = 0.32 eV; see Figs. 6(f)–
6(j). It is noteworthy that the interchain coupling tπ−π

0 mostly
influences the energy distance between the bipolaron states.

We conclude this section by noting that it might be possible
to provide more elaborated parametrization schemes that
could ensure even better agreement between the semiempirical
and DFT calculations. It should be stressed, however, that
different functionals used in the DFT calculations (e.g., hybrid
functional vs range-separated ones) do not lead to the same
results concerning, e.g., the band gap, the localization length
for bipolarons, etc. Thus, because of this ambiguity of the
DFT calculations, the more elaborate parametrization scheme
would not necessarily lead to more accurate parameters of the
semiempirical Hamiltonian.

[1] P. A. Levermore, L. Chen, X. Wang, R. Das, and D. D. C.
Bradley, Adv. Mater. 19, 2379 (2007).

[2] S. H. Kim, K. Hong, W. Xie, K. H. Lee, S. Zhang, T. P. Lodge,
and C. D. Frisbie, Adv. Mater. 25, 1822 (2013).

[3] A. Malti et al., Adv. Sci. 3, 1500305 (2016).
[4] O. Bubnova et al., Nat. Mater. 13, 190 (2014).
[5] N. Kim, H. Kang, J.-H. Lee, S. Kee, S. H. Lee, and K. Lee, Adv.

Mater. 27, 2317 (2015).
[6] H. Shi, C. Liu, Q. Jiang, and J. Xu, Adv. Electron. Mater. 1,

1500017 (2015).
[7] A. Elschner, S. Kirchmeyer, W. Lovenich, U. Merker, and K.

Reuter, PEDOT: Principles and Applications of an Intrinsically
Conductive Polymer (CRC, Boca Raton, FL, 2010).

[8] O. Bubnova, Z. U. Khan, A. Malti, S. Braun, M. Fahlman, M.
Berggren, and X. Crispin, Nat. Mater. 10, 429 (2011).

[9] T. Park, C. Park, B. Kim, H. Shin, and E. Kim, Energy Environ.
Sci. 6, 788 (2013).

[10] N. Massonnet, A. Carella, A. de Geyer, J. Faure-Vincent,
and J.-P. Simonato, Chem. Sci. 6, 412 (2014).

[11] Q. Wei, M. Mukaida, K. Kirihara, Y. Naitoh, and T. Ishida,
Materials 8, 732 (2015).

[12] G. Kim and K. P. Pipe, Phys. Rev. B 86, 085208 (2012).
[13] S. D. Baranovskii, Phys. Status Solidi B 251, 487 (2014).
[14] S. Ihnatsenka, X. Crispin, and I. V. Zozoulenko, Phys. Rev. B

92, 035201 (2015).
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W. A. MUÑOZ et al. PHYSICAL REVIEW B 94, 205202 (2016)

[29] T. Takano, H. Masunaga, A. Fujiwara, H. Okuzaki, and T. Sasaki,
Macromolecules 45, 3859 (2012).

[30] C. M. Palumbiny, F. Liu, T. P. Russell, A. Hexemer, C. Wang,
and P. Müller-Buschbaum, Adv. Mater. 27, 3391 (2015).

[31] A. J. Heeger, S. Kivelson, J. R. Schrieffer, and W. P. Su, Rev.
Mod. Phys. 60, 781 (1988).

[32] S. Stafström, Phys. Rev. B 43, 9158 (1991).
[33] M. Chandross, S. Mazumdar, M. Liess, P. A. Lane, Z. V.

Vardeny, M. Hamaguchi, and K. Yoshino, Phys. Rev. B 55, 1486
(1997).

[34] A. L. Botelho, Y. Shin, J. Liu, and X. Lin, PLoS ONE 9, e86370
(2014).

[35] S. M. Reimann and M. Manninen, Rev. Mod. Phys. 74, 1283
(2002).

[36] M. P. de Jong, A. W. D. van der Gon, X. Crispin, W. Osikowicz,
W. R. Salaneck, and L. Groenendaal, J. Chem. Phys. 118, 6495
(2003).

[37] O. Bubnova, M. Berggren, and X. Crispin, J. Am. Chem. Soc.
134, 16456 (2012).

[38] B. D. Paulsen and C. D. Frisbie, J. Phys. Chem. C 116, 3132
(2012).

[39] M. Linares, M. Hultell, and S. Stafström, Synth. Met. 159, 2219
(2009).

[40] Y.-S. Lin, G.-D. Li, S.-P. Mao, and J.-D. Chai, J. Chem. Theory
Comput. 9, 263 (2013).

[41] R. Krishnan, J. S. Binkley, R. Seeger, and J. A. Pople, J. Chem.
Phys. 72, 650 (1980).

[42] U. C. Singh and P. A. Kollman, J. Comput. Chem. 5, 129
(1984).

[43] M. J. Frisch et al., computer code GAUSSIAN 09, Revision D.01
(Gaussian Inc., Wallingford, CT, 2009).

[44] F. Liu, Y. Gu, J. W. Jung, W. H. Jo, and T. P. Russell, J. Polym.
Sci. B Polym. Phys. 50, 1018 (2012).

[45] K. Harano, S. Okada, S. Furukawa, H. Tanaka, and E. Nakamura,
J. Polym. Sci. Part B: Polym. Phys. 52, 833 (2014).

[46] S. Plimpton, J. Comput. Phys. 117, 1 (1995).
[47] S. Stafström and K. A. Chao, Phys. Rev. B 30, 2098

(1984).
[48] A. D. Becke, J. Chem. Phys. 98, 5648 (1993).
[49] J. P. Perdew, K. Burke, and Y. Wang, Phys. Rev. B 54, 16533

(1996).
[50] S. Grimme, S. Ehrlich, and L. Goerigk, J. Comput. Chem. 32,

1456 (2011).
[51] U. Salzner, J. Chem. Theory Comput. 3, 1143 (2007).
[52] E. E. Havinga, C. M. J. Mutsaers, and L. W. Jenneskens, Chem.

Mater. 8, 769 (1996).

205202-8

https://doi.org/10.1021/ma300120g
https://doi.org/10.1021/ma300120g
https://doi.org/10.1021/ma300120g
https://doi.org/10.1021/ma300120g
https://doi.org/10.1002/adma.201500315
https://doi.org/10.1002/adma.201500315
https://doi.org/10.1002/adma.201500315
https://doi.org/10.1002/adma.201500315
https://doi.org/10.1103/RevModPhys.60.781
https://doi.org/10.1103/RevModPhys.60.781
https://doi.org/10.1103/RevModPhys.60.781
https://doi.org/10.1103/RevModPhys.60.781
https://doi.org/10.1103/PhysRevB.43.9158
https://doi.org/10.1103/PhysRevB.43.9158
https://doi.org/10.1103/PhysRevB.43.9158
https://doi.org/10.1103/PhysRevB.43.9158
https://doi.org/10.1103/PhysRevB.55.1486
https://doi.org/10.1103/PhysRevB.55.1486
https://doi.org/10.1103/PhysRevB.55.1486
https://doi.org/10.1103/PhysRevB.55.1486
https://doi.org/10.1371/journal.pone.0086370
https://doi.org/10.1371/journal.pone.0086370
https://doi.org/10.1371/journal.pone.0086370
https://doi.org/10.1371/journal.pone.0086370
https://doi.org/10.1103/RevModPhys.74.1283
https://doi.org/10.1103/RevModPhys.74.1283
https://doi.org/10.1103/RevModPhys.74.1283
https://doi.org/10.1103/RevModPhys.74.1283
https://doi.org/10.1063/1.1558037
https://doi.org/10.1063/1.1558037
https://doi.org/10.1063/1.1558037
https://doi.org/10.1063/1.1558037
https://doi.org/10.1021/ja305188r
https://doi.org/10.1021/ja305188r
https://doi.org/10.1021/ja305188r
https://doi.org/10.1021/ja305188r
https://doi.org/10.1021/jp2093934
https://doi.org/10.1021/jp2093934
https://doi.org/10.1021/jp2093934
https://doi.org/10.1021/jp2093934
https://doi.org/10.1016/j.synthmet.2009.08.035
https://doi.org/10.1016/j.synthmet.2009.08.035
https://doi.org/10.1016/j.synthmet.2009.08.035
https://doi.org/10.1016/j.synthmet.2009.08.035
https://doi.org/10.1021/ct300715s
https://doi.org/10.1021/ct300715s
https://doi.org/10.1021/ct300715s
https://doi.org/10.1021/ct300715s
https://doi.org/10.1063/1.438955
https://doi.org/10.1063/1.438955
https://doi.org/10.1063/1.438955
https://doi.org/10.1063/1.438955
https://doi.org/10.1002/jcc.540050204
https://doi.org/10.1002/jcc.540050204
https://doi.org/10.1002/jcc.540050204
https://doi.org/10.1002/jcc.540050204
https://doi.org/10.1002/polb.23063
https://doi.org/10.1002/polb.23063
https://doi.org/10.1002/polb.23063
https://doi.org/10.1002/polb.23063
https://doi.org/10.1002/polb.23493
https://doi.org/10.1002/polb.23493
https://doi.org/10.1002/polb.23493
https://doi.org/10.1002/polb.23493
https://doi.org/10.1006/jcph.1995.1039
https://doi.org/10.1006/jcph.1995.1039
https://doi.org/10.1006/jcph.1995.1039
https://doi.org/10.1006/jcph.1995.1039
https://doi.org/10.1103/PhysRevB.30.2098
https://doi.org/10.1103/PhysRevB.30.2098
https://doi.org/10.1103/PhysRevB.30.2098
https://doi.org/10.1103/PhysRevB.30.2098
https://doi.org/10.1063/1.464913
https://doi.org/10.1063/1.464913
https://doi.org/10.1063/1.464913
https://doi.org/10.1063/1.464913
https://doi.org/10.1103/PhysRevB.54.16533
https://doi.org/10.1103/PhysRevB.54.16533
https://doi.org/10.1103/PhysRevB.54.16533
https://doi.org/10.1103/PhysRevB.54.16533
https://doi.org/10.1002/jcc.21759
https://doi.org/10.1002/jcc.21759
https://doi.org/10.1002/jcc.21759
https://doi.org/10.1002/jcc.21759
https://doi.org/10.1021/ct600344u
https://doi.org/10.1021/ct600344u
https://doi.org/10.1021/ct600344u
https://doi.org/10.1021/ct600344u
https://doi.org/10.1021/cm9504551
https://doi.org/10.1021/cm9504551
https://doi.org/10.1021/cm9504551
https://doi.org/10.1021/cm9504551



