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Molecular dynamics simulation of polymerlike thin films irradiated by fast ions:
A comparison between FENE and Lennard-Jones potentials
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In this paper, the surface effects of individual heavy ions impacting thin polymerlike films were investigated,
using molecular dynamics simulations with the finite extensible nonlinear elastic (FENE) potential to describe
the molecular chains. The perturbation introduced by the ions in the lattice was modeled assuming that the initial
excitation energy in the ion track is converted into an effective temperature, as in a thermal spike. The track was
heated only within the film thickness %, leaving a nonexcited substrate below. The effect of decreasing thickness
on cratering and sputtering was evaluated. The results were compared to experimental data of thin polymer films
bombarded by MeV-GeV ions and to simulations performed with the Lennard-Jones potential. While several
qualitative results observed in the experiments were also seen in the simulations, irrespective of the potential
used, there are important differences observed on FENE films. Crater dimensions, rim volume, and sputtering
yields are substantially reduced, and a threshold thickness for molecular ejection appears in FENE simulations.
This is attributed to the additional restrictions on mass transport out of the excited track region imposed by
interchain interactions (entanglements) and by the low mobility of the molten phase induced by the spike.
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I. INTRODUCTION

High-energy charged particles have been widely used to
characterize and modify materials in a controlled way, leading
to important applications in different fields of materials science
and engineering, medicine, and geosciences [ 1-4]. Sufficiently
fast ions deposit a large amount of localized electronic
excitation along its path through the material, which can
be coupled to the lattice [5] and produce radiation damage
in the bulk [2], as well as sputtering and mass transport at
the near surface [6]. In particular, for polymers and other
organic materials, the radiation effects of swift heavy ions are
very pronounced, involving complex and irreversible chemical
rearrangements along the ion path and large yields of particle
emission. Sputtering in the electronic stopping regime is very
efficient for organic materials [7], and large craters are often
found at the point of ion incidence [6,8].

The use of electronic sputtering for characterizing or-
ganic materials has gained special attention in recent years
[9,10]. This stems from the fact that secondary ion mass
spectrometry with MeV ions (MeV-SIMS) shows higher
sputtering yields and less molecular fragmentation, when
compared to keV-SIMS, and it is capable of molecular
mapping of samples, including of tissues at high pressure
atmospheres [10-12]. Even though several basic aspects of
electronic sputtering have already been clarified since the
early works in the field [7,13], many mechanistic details,
important for mass spectrometry applications, are still not
well understood [14]. One example is the complex and
transient processes of energy deposition and transport leading
to sputtering, which are not easily accessed via experimental
observations. In this respect, there are important gaps that
only computer simulations can provide adequate inputs. This
includes details of fast (femtosecond) energy transport by
secondary electrons using Monte Carlo (MC) simulations [15],
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or tracking the subsequent dynamics (on a nanosecond time
scale) of the atoms set in motion by molecular dynamics (MD)
simulations [16-26].

To simulate nonequilibrium energy transport and sput-
tering from ion tracks in molecular solids, the simplest
approach is to employ the Lennard-Jones (LJ) potential,
suited to model van der Waals solids such as condensed
gases [17,24,25]. LJ has been also applied to explain sev-
eral features of the electronic sputtering of biomolecules
in the pioneering work of Fenyo et al. [26], and later to
describe cratering in polymers as a function of the excitation
density in the tracks [19]. More recently, simulations with
LJ have also been used to evaluate the effect of spatial
confinement of ion tracks on the cratering and sputtering
of ultrathin polymer films irradiated by swift ions, with
good qualitative agreement with experimental observations
[27]. Despite the low computational cost associated with the
Lennard-Jones potential, there are limitations on the simula-
tion predictions, which stem from oversimplifications of the
model.

In this paper, we extend our previous simulations of surface
effects caused by the impact of individual swift heavy ions on
LJ thin films [27], by explicitly including a molecular chain.
We chose to simulate a polymer chain at the coarse-grained
level, in which each monomer is represented as a particle bound
to its neighbors via a finite extensible nonlinear elastic (FENE)
potential [28]. The FENE potential has been successfully used
to investigate the viscoelastic and rheological properties of
polymers and their dependence on chain length [29,30]. Other
coarse-grained models have been already used to study the
effects of energetic ions in polymers, but only at the low-
energy regime [31,32], where nuclear collisions dominate. In
our simulations using the FENE potential, craters, sputtering
yields, and flow of molten material are substantially reduced,
as compared to the LJ system.
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TABLE 1. Parameters used for LJ and FENE potentials.

Value

Parameter Physical units LJ reduced units
o 0.5 nm 1

€ 0.07 eV 1

T 1.7 ps 1

Ry 3 nm 6

K 1.3 N/m 30

Ry 0.75 nm 1.5

II. MD SIMULATIONS

Classical molecular dynamics simulations were performed
using the large-scale atomic/molecular massively parallel
simulator (LAMMPS) [33] with conditions similar to what
has been applied in previous simulations of cratering in
polymers [19,27]. Polymer molecules were modeled as a
chain of monomers with intrachain bonds governed by the
FENE potential and interchain interactions modeled by the
LJ potential. Monomers are assumed to be structureless rigid
bodies. Lennard-Jones and FENE potentials are given in
Egs. (1) and (2), respectively:
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In both equations, o has space units, € has energy units,
and r is the interatomic distance. In the FENE potential, Ry
indicates the maximum distance allowed between monomers
directly bonded in the same chain and K has energy/space?
units and it corresponds to the elastic constant of the system
for small interatomic distances. The parameters used for both
potentials are described in Table I. Note that in the FENE
construction, asr — Ry, Erpng — 00, which hinders adjacent
particles in a chain to move farther than Ry. This means that
radiolytic processes such as chain scission, production of small
fragments, and bond rearrangements observed in real organic
materials are not allowed in our simulations. Thus, the LJ and
FENE approaches correspond to two extreme cases of weakly
and very strongly bonded chains.

The simulation boxes contained about 5 x 10° particles
within a volume of 80 x 80 x 80nm?, including particles
of the film and substrate. The boxes were centered at the
origin and had a top free surface perpendicular to the
z axis. All other surfaces included a region of Langevin
thermostating and damping with a thickness of 2o . Periodic
boundary conditions were used in the x and y directions
(the spatial coordinates are defined in Fig. 1). The interchain
potential parameters, 0 = 0.5nm and € = 0.07 eV, followed
those values previously used to simulate cratering on pure
LJ films [19,27]. Chains containing 100 monomers were
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FIG. 1. Scheme of the simulation box showing the film, substrate,
and the ion track. The ion track (red) is parallel to the z axis and normal
to the surface, and has a length equal to the film thickness.

substrate

used, with each monomer represented as a particle with a
mass of 1.66 x 10722 g (100 u). This corresponds to a chain
of poly(methyl methacrylate) (PMMA) with M,, = 10000 u.
Figure 2 shows the position of 50 molecules in the beginning
of a simulation, where it is possible to see that several chains
are entangled. Entanglements provide additional constraints to
molecular motion, as in a real polymer. The mean radius of
gyration was about 2 nm. The amorphous LJ samples were
obtained following the methodology described in Ref. [18].
The noncrystallinity of both FENE and LJ samples was verified
by evaluating the radial distribution function. The surfaces
of the LJ samples were almost atomically flat, but FENE
samples had a natural roughness, with root mean square values
around 0.25 nm [Figs. 2(b) and 2(c)], close to the values
found for polymer thin films on Si substrates by atomic force
microscopy.

In order to describe the energy deposition by the ion, a
thermal spike model was used, as presented previously [19,27].
Particles within a radius of 3 nm from the impact point were
heated (in about 0.4 ps) by giving them energies corresponding
to a temperature of 25 000 K. This forms a region equivalent to
the ion track core. The simulations then followed the evolution
of the system for about 400 ps, when crater features were
already stabilized. The amount of energy deposited in the
system per unit length (i.e., the effective stopping power)
was evaluated by computing the difference in mechanical
energy (kinetic plus potential) of the track atoms before
and immediately after the heating process was completed,
divided by the track length. The effective stopping power
(dE/dx)cs gives the portion of the total electronic dE/dx
that is converted into atomic motion (usually assumed to be
around 10%—40%) [18,34]. The (d E /dx )t associated with an
initial track temperature of 25000 K is ~1 keV/nm. This was
the value used in previous simulations with Lennard-Jones
potentials, which gave good agreement with experimental
data on PMMA thin films [27]. We note that, in order to
follow a thermal spike with FENE samples, it was necessary
to introduce variable time steps during the simulations. Such
an approach is justified by the large initial excitation energy,
which tends to make the interparticle distance in a chain r
close to Ry in the beginning of the simulations, leading to
divergences and integration errors. By making smaller time
steps when the system was very hot, we could guarantee that no
particle would move farther than a reference limit, keeping the
simulation stable, while it evolves toward thermal equilibrium.
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FIG. 2. Characteristics of the simulated samples before ion
bombardment. (a) Representation of 50 molecules in one FENE
sample (each molecule is painted with a different color), showing
the presence of entanglements. (b) AFM-like images (80 x 80nm?)
of pristine Lennard-Jones and (c) FENE films. The color code for the
surface height is the same in (b) and (c). The FENE samples typically
have a root mean square roughness of ~0.25 nm.

To model a thin film, the particles were labeled as belonging
to the film or the substrate according to their initial depth within
the sample (Fig. 1). The track was heated only within the film
thickness (i.e., the film thickness is the excited track length).
Thus, the substrate behaves as a material nonexcitable by the
fast ions. This is a reasonable assumption for substrates made
of silicon, where ion tracks are not observed. The simulated
films have thicknesses /4 in the range of 2—60 nm.

The MD output files were analyzed using the open
visualization tool (OVITO) [35]. Different cases were sim-
ulated three times or more, using different seeds in the
velocity distribution function in order to evaluate statistical
fluctuations. Also, the measurement of radiation-induced
topological features were performed three times in different
plane views in order to take geometrical variations also into
account.

FIG. 3. Time evolution of a 5-nm FENE film [from (a) to (f)], a
60-nm FENE film [from (g) to (1)], and a 60-nm LJ film [from (m)
to (r)] after the ion excitation. A color code for kinetic energy was
employed, where red depicts particles with kinetic energies higher
than the vaporization temperature and blue particles below melting
conditions. For comparison purposes, melting and vaporization
temperatures obtained for the LJ system were also kept in the FENE
images.

III. RESULTS

Figure 3 shows the evolution of an ultrathin (5 nm) and a
thick (60 nm) FENE film by looking at a slice in the middle of
the simulation box. For comparison, similar results obtained
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for a 60-nm-thick LJ film are also shown. A color code for
kinetic energy was employed, where red depicts particles
with kinetic energies higher than the vaporization temperature
and blue particles below melting conditions. For comparison
purposes, the melting and vaporization temperatures obtained
for the LJ system were also kept in the FENE images. The
different stages of energy dissipation and transport, parti-
cle emission, crater formation, and relaxation can be seen in
the different snapshots. There are important differences in the
system evolution between the ultrathin and the thick film. For
the ultrathin film, only the initially excited region of the track is
melted and vaporized. There is a slight radial expansion of the
vaporized zone [from 3 to 5 nm, Figs. 3(a) and 3(b)], and after
29 ps, when energy dissipation by sputtering is seen, a molten
region of ~4 nm is formed. In this case, a rimless crater is
formed and the film is cooled down very quickly. For the thick
film, after about 4 ps, a vaporized phase coexists with a much
larger molten region extending radially up to ~16 nm (four
times larger than in the 5-nm-thick film). The vaporized region
expands also to a larger radius, reaching ~7 nm. At 29 ps, a
hole with a depth of ~20 nm is formed, but a subsequent
flow of molecules into the cavity reduces substantially the
final depth of the crater. It is very clear that the excited region
and neighborhoods are kept hot for much longer times in the
thicker film.

When comparing energy transport in FENE and LJ films
of equal thickness, there are qualitative aspects that remain
the same: First, there is a quick energy dissipation, which
can be associated with a pressure pulse, followed by a
slower diffusional dissipation during the cooling of the molten
region. We computed the displacement of particles from
their original positions in the beginning of the simulation,
and several particles are seen to move coherently. During
the simulation, this correlated movement changes into a
Brownian-like movement, indicating that after the pressure
pulse, energy is transferred as heat. Most particles in deep
layers move radially, outward from the track core. Particles
close to the surface have an upward momentum component,
while those close to the bottom of the film tend to have a
downward movement.

Despite such similarities, the presence of a chain structure
impacts the system evolution, introducing several differences
in the final crater shape observed for FENE and LJ thick films.
The mobility of particles is severely restricted in the FENE
system, where even very hot molecules may not escape the
film. In contrast, hot-particle ejection is very pronounced in the
LJ system. Additionally, in the LJ film, melt flow contributes
substantially to the transport of mass towards the surface,
resulting in a crater hole roughly the size of the entire film
thickness and large rims. In FENE samples, however, melt
flow acts to repopulate the cavity formed in the early stages
of the track evolution, as can be seen from Figs. 3(1)-3(j).
That is, the hot large molecules in the deep layers move a
little upwards, before the systems cool sufficiently to freeze
molecular motion. Thus, while melt flow diminishes the final
crater depth in the FENE system, in the LJ films it acts as an
important mechanism to enlarge the cavity size.

Figure 4 shows the top views and lateral slices of the final
crater morphology at the end of a simulation of irradiated
20-nm-thick LJ and FENE films. FENE samples present much
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20 nm

FIG. 4. Top and side views of (a), (b) Lennard-Jones and (c), (d)
FENE films (2 = 20 nm) at the end of a simulation, color coded for
surface height. In the FENE films, crater holes and rims are much
smaller and less regular.

smaller and less uniform craters when compared with LJ
samples (both the diameter and the depth of the crater are
smaller). Crater rims are also small in FENE samples, being
slightly larger than the initial roughness of the films, while in
the LJ films they are very pronounced.

Particle ejection is also influenced by the presence of long
chains. In the LJ sample, particles are emitted individually or as
small clusters, and in the FENE system only entire molecules
can be ejected, because bond breaking is artificially blocked.
The decreased molecular mobility in the FENE samples results
in much lower sputtering yields compared to LJ samples. For
60-nm-thick films, the yield is ~1400 particles/ion in the LJ
system, reducing to ~800 particles/ion for the FENE solid.
In addition, changes in the chain conformation are clearly
seen during the sputtering process in FENE solids. Many
molecules that were in a coiled conformation in the beginning
of the simulation adopt an extended conformation during
ejection, and return to a compact shape after escaping the
solid and cooling down. Thus, part of the excitation energy
of the molecules is transferred to internal vibrational modes
during the ejection process, which in a real material could lead
to in-flight fragmentation. Similar changes in conformation
during ejection were also seen in simulations of keV ions
bombarding polymeric molecular solids [31,32].

We also evaluated the effect of film thickness in the crater
size and sputtering yield. Figure 5 shows top view images
of single ion impacts on films of different thicknesses, where
the main qualitative differences can be appreciated. The trend
found for the FENE films is similar to what has been recently
observed for LJ films [27], with craters becoming strongly
thickness dependent below a certain critical thickness that is
different for craters and rims. Rim formation is much more
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FIG. 5. Top view images (color coded for surface height) of (a)—(e) simulated LJ and (f)—(j) FENE films of different thicknesses (from 2 to
50 nm) after the impact of a fast ion. The lateral size of the images is 80 nm. Regions below the surface reference level (z = 0) appear white.

At h = 2 nm no crater is formed in the FENE system.

sensitive to the reduction in the thickness of the film than
the crater hole. Note that the ion impacts generate craters in
LJ films for all thicknesses tested, but for the FENE films
at & = 2nm no crater is formed. This occurs when the track
length is similar to the mean gyration radius R,. For very
short tracks, only a fraction of the particles in the chain is
excited. Even for thicker films, many excited molecules in
the simulation start to escape the solid, but recoil back to the
surface, most probably because of interchain entanglement. As
R, grows with chain length, the simulations indicate that the
minimum thickness for crater formation (and intact molecular
ejection) will increase with the molar mass of the polymer.
The mean crater depth (Z¢pyer), crater diameter (Derqeer), and
rim volume are displayed as a function of the film thickness in
Fig. 6, allowing for a more detailed comparison between FENE
and LJ results. In the FENE films, Z a; grows quickly with
h after the threshold at 2 ~ 2nm and already at 7 ~ 10nm
reaches its maximum value. Beyond that, there is a slight
decrease in crater depth until, at 4~ ~ 30 nm, a plateau region,
representing the bulk behavior, is reached. This plateau is
clearly seen in the experimental data for # > 10nm. Thus,
for the FENE system, the deepest craters are not found at
the thickest films. This is related in part to the restricted
mobility of the chains, and to the net number of particles
moving into and out of the forming crater, which depends on
the length of the excited track. Figure 7, which shows vectors
of particle displacement from original positions for 5- and
35-nm-thick films, clearly illustrates this situation. In the thin
film, while highly excited molecules in the track core leave
the material, there is almost no melt flowing into the crater,
because the heated track is very short. On the other hand, in
the 35-nm film there is a large number of heated particles from
the deep regions of the excited track that cannot escape the
film, but move into the cavity. Such an effect is not seen in
the LJ films, because the melt, being very mobile for longer
times, contributes to an increased crater depth at all tested
thicknesses. Differently from the FENE, in the LJ films, Zaer
increases steadily with £ in the entire range of investigated
thicknesses. Even at & = 60 nm, Z ., is far from reaching
a plateau. Thus, while easy flow of the melt allows a large
displacement of particles and enlarged craters in LJ thick films,

the reduced mobility of the “viscous” melt in the FENE film
acts to reduce the crater depth.

D¢parer also has a region at small 7 where it is strongly
thickness dependent, followed by a plateau region where a
further increase in the track length produces no additional
changes [Fig. 6(b)]. In this respect, FENE and LJ films
present a similar qualitative behavior, although craters are
much narrower in the FENE system and reach the plateau
level at lower thicknesses (~10 nm) compared to the LJ case
(~20nm). Experiments indicate a critical thickness of ~10 nm
below which the crater diameter drops quickly [27], in good
agreement with FENE results.

The volume of the crater rim as function of film thickness
is displayed in Fig. 6(c). Again, FENE rims are smaller when
compared to the LJ films for all thicknesses. For very thin
films, the rim in the FENE system is very close to natural
roughness of the surface. For both the FENE and LJ samples
the rim volume grows with increasing thickness until a plateau
value is reached. The plateau starts at similar film thicknesses:
about 35 nm for FENE solids and 30 nm for the LJ case.

The sputtering yield (Y) also decreases below a certain
film thickness [Fig. 6(d)]. This is a result already seen in the
early simulation work of Fenyo et al. [26]. The yields are
expected to increase until the thickness of the film reaches
values equivalent to the maximum depth of origin of sputtered
particles in the bulk material (Z7°). Beyond that &, ¥ grows
slowly upon a further increase in /4, until saturation is reached.
The computed values of the maximum depth of origin of
sputtered particles as a function of h (Z’Y' ) are given in Fig. 8.
We defined Z’; as the depth below which 95% of the ejected
particles originate. For the LJ molecular solid, Z3° ~ 12 nm,
and the saturation yield is reached at about # = 30 nm. In the
FENE films, only intact molecules are ejected, and because of
that, the yield grows in steps of 100 particles (one molecule).
The sputtering yield saturation thickness is around 2 = 35 nm
for the FENE films, but Z{° ~ 5.5 nm. This is surprising,
considering that the maximum crater depth is Zgyer ~ 3 nm
[Fig. 6(a)]. Thus, FENE simulations show sputtered particles
coming from below the final crater depth, contrary to what
is seen in the LJ film, where sputtered particles come always
from depths above Z .. (Fig. 8). This is also in contrast
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FIG. 6. (a) Crater depth, (b) crater diameter, (c) rim volume,
and (d) sputtering yield for FENE samples as a function of film
thickness. Data for LJ simulations and for experiments on PMMA
films irradiated with 923 MeV Pb [27] are also shown. In the FENE
simulations, the measured crater diameters fluctuate more, in part due
to the irregularity of the disposition of the molecules in the sample.
Lines are guides to the eye.

to results obtained in simulations with keV ions, where the
depth of origin of sputtering was found to be not greater than
half of the crater depth [32]. Thus, in the FENE films, the
displacement of molecules from deep layers contributes to the
sputtering Y and to diminishing the final crater volume.
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FIG. 7. Displacement vectors showing the displacement of parti-
cles from their original positions at the end of a simulation in a (a)
5-nm and (b) 35-nm FENE film. Note the important flow of particles
into the crater hole for the thick film, which is negligible in the thinner
film.

We finally note that, even for very thin films, the depth
of origin of sputtered particles never reaches the entire film
thickness and is always approximately below % /2 (dashed line
in Fig. 8). In the FENE samples, both the depth of origin and
the crater depth are always smaller than 4 /2, similarly to what
was seen in the experiments with polymer films [27].
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FIG. 8. Maximum sputtering depth of origin Z? as a function of

film thickness for FENE and LJ samples. The curve for Z% = h/2 is
also added as a dashed line.
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IV. CONCLUSIONS

We presented simulations of surface effects produced by a
thermal spike on polymerlike films due to the impact of a fast
heavy ion, using a coarse-grained approach with the FENE
potential. The evolution of the excited track, sputtering, and
the final surface topology at the impact site were followed
as a function of film thickness, and compared to results
obtained previously with simulations using the Lennard-Jones
(LJ) potential and experimental data with polymer thin films.
Crater sizes and sputtering yields are reduced in the FENE
systems, compared to LJ films for all thicknesses tested, and
a threshold thickness for molecular ejection appears in FENE
simulations. This is attributed to the additional restrictions
to mass transport out of the excited track region imposed
by interchain interactions (entanglements) and by the low
mobility of the high molecular weight molten phase induced
by the spike.

When comparing the simulation results to the experimental
data in real polymers, the quantitative agreement is, in general,
limited, because both potentials are far from representing a
real macromolecule. Even though the crater features in FENE
solids are smaller than what is seen experimentally, FENE
simulations better match the morphology of the craters seen in
polymers and can achieve better agreement with experimental
rim volumes and crater depths than LJ simulations, due to
added bonding along the chains. However, excitation details

PHYSICAL REVIEW B 94, 195417 (2016)

(track radius and temperature) were previously optimized to
reproduce the crater diameter using the LJ potential [27], and
additional optimization would be required to improve agree-
ment with FENE simulations. Moreover, having an inactive
bond-breaking channel, the FENE construct overestimates the
system resistance to the ion impact. Fragmentation is expected
in the inner part of the ion track in organic materials [36],
and further work is now being conducted with more complex
potentials capable of dealing with bond breaking and chemical
reactions. This will also allow us to simulate the mass spectra
of intact molecules and different fragments to compare to
experiments of MeV-SIMS of large organic molecules.
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