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Surface-sensitive measurement of dielectric screening via atom and electron manipulations
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Dielectric screening is essential in determining semiconductor properties. Its assessment on the surface,
however, is beyond the capability of conventional techniques due to their lack of surface sensitivity. Here we
present the surface-sensitive measurement of the dielectric screening by using scanning tunneling microscopy
and spectroscopy. Both single-atom and single-electron manipulations on the B δ-doped Si(111) surface unravel
that the dielectric screening on this surface is much in excess of what the classical image-charge model predicts,
which we ascribe to the strained bonds and the ionic character of the surface layers. Also, as an exemplary
application of the measured screening parameters, we demonstrate determining the ionization state of a surface
defect from the defect-induced band bending.
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I. INTRODUCTION

Dielectric screening is essential in determining various
semiconductor properties such as the effective Bohr radius, the
impurity level, the scattering cross section, and/or the effective
Coulomb energy [1–5]. Therefore, it has been assessed
extensively by using, for example, optical and capacitance
techniques. It is, however, still challenging to measure the
dielectric response of the surface layers directly without
relying on a theoretical model due to the lack of conventional
techniques in surface sensitivity [6]. Because of this difficulty,
the so-called image-charge or half-space dielectric model [7]
is adopted as the nominal dielectric response on the surface in
most practices [8–11] while ignoring surface-specific features
like structural reconstruction. However, the chemical bonds
at the surface are often strained or relaxed and, therefore,
are more easily polarizable than the bulk bonds [12]. Also
the surface states may have smaller gaps than the bulk
one, significantly contributing to the polarizability at the
surface [13]. Hence, it might be critical to measure the surface
dielectric behavior directly by using the surface-sensitive
technique, if any, rather than to adopt the model prediction.
Once measured successfully, it can be utilized to assess other
physical quantities on the surface like the ionization state of a
surface defect [14,15].

We have investigated B δ-doped Si(111) surfaces with√
3 × √

3 reconstruction (
√

3 surfaces) by using scanning
tunneling microscopy and spectroscopy (STM and STS) [16].
This

√
3 surface is of particular interest because its dangling

bonds (DBs) are passivated by the B acceptors, resulting in
an enhanced chemical resistivity compared to other bare Si
surfaces [17]. Thus it is often used as the nondissociative
platform for growing organic molecules or supramolecular
layers [18–21]. This surface also provides an ideal δ-doped
layer in Si for which the B atoms regularly distribute in
the third layer from the top surface [17,22,23]. Hence it can
be a potential candidate for implementing the atomic-scale
memory [24] or acceptor-based, scalable, qubit system [25,26]
on it. Here we show the surface-sensitive measurement of the
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dielectric screening on the
√

3 surface via atom and electron
manipulations. To be specific, we generate a single-atom
defect on the surface and vary its ionization state by a
single-electron charge. We then probe the resulting modulation
in the surface potential with atomic resolutions, which enables
us to assess the in-plane dielectric constant and Debye length
on the

√
3 surface. Also, as an exemplary application of the

measured screening parameters, we demonstrate determining
the ionization state of a surface defect from the defect-induced
band bending (DIBB).

II. EXPERIMENT

Our experiments were carried out by using a low-
temperature STM in an ultrahigh vacuum chamber, the base
pressure of which was below 1 × 10−10 Torr. An (111)-
oriented, B-doped, crystalline Si with the resistivity of ∼0.01
� cm or B concentration of ∼ 8.5 × 1018 cm−3 was cleaned
in situ by repeated thermal flashes at ∼1200 K. It was then
cooled down to room temperature at the rate of ∼2 K/s after
the last flash. After that, it was quenched down to 4.8 K for
the STM and STS measurements.

III. RESULTS

Shown in Fig. 1(a) is an STM topography of the
√

3
surface that results from a dense B population in the surface
region of Si(111) [17,22,23]. Its structural model is illustrated
in Fig. 1(d), for which the B atom occupies a third of the
substitutional sites of the third layer (S5 sites) and the topmost
Si atoms (Si adatoms) are sitting directly above them (T4

sites). Figure 1(b) shows a spatially averaged differential
conductance (dI/dV ) spectrum measured on the

√
3 surface

by using the STS technique. It clearly reveals the energy gap of
∼1.1 eV and evolves no energy state within the gap region [24].
We also verify that the Fermi level (EF ) is located near the
valence-band maximum (VBM) because of the significant hole
doping and the low-temperature environment [27]. The energy
level (E) will be referenced to EF hereafter. The pronounced
spectral feature at E � 1.8 eV in Fig. 1(b) is the unoccupied
surface states of the

√
3 surface at the K point whereas a

broad feature around E � −1.2 eV is the occupied surface
resonance states [28,29]. Now we generate a point defect on
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FIG. 1. (a) Topography of the
√

3 surface, which is taken with
Vsample = 2.5 V and It = 0.3 nA. The lozenge indicates a surface
unit cell with the lattice parameter a of 6.65 Å. (b) dI/dV

spectrum averaged over the
√

3 surface in (a). It is displayed in a
semilogarithmic scale. The shaded region is the band gap of silicon
and the two arrows indicate the occupied and unoccupied surface
states. (c) Topography of the same region as in (a) but imaged after
applying Vpulse on the central adatom. It is taken with Vsample = 2.5 V
and It = 0.3 nA. (d) Structural model of the

√
3 surface.

the
√

3 surface intentionally by placing an STM tip above a Si
adatom and then applying a high-field bias pulse (Vpulse) on it
with the feedback loop off [30]. Figure 1(c) displays a typical
point defect generated on the clean

√
3 surface in Fig. 1(a). We

will term this defect as the Dad defect. We are not interested in
the structural details of the Dad defect in this paper but exploit
it as the atomic-scale charge storage for the assessment of the
dielectric screening on the

√
3 surface.

Since the charge amount in the Dad defect is not known a
priori, the Coulomb field emanating from it is not directly
applicable for the quantitative assessment of the dielectric
behavior of the

√
3 surface. It, however, is possible to vary

its charge state by a definite amount, i.e., by a single-electron
charge through the tip-induced band bending (TIBB) [31,32].
Such a charge state change would modify the electrostatic
potential (φ) on the

√
3 surface proportionately, enabling us

to measure its dielectric behavior. Figures 2(b)–2(f) display
a typical example of the charging process in the Dad defect
through the TIBB. They are the dI/dV maps measured over
the same region as the topography in Fig. 2(a) but with varying
sample biases. Each image evolves a ringlike structure around
the Dad defect, which is indeed all the tip positions where the
charging of the defect by single electron occurs at a given
bias through the TIBB [10,33,34]: negative sample biases
cause the band bend downward around the tip position as
illustrated in Fig. 2(g). When the bias reaches a threshold
value, an unoccupied gap state of the nearby defect crosses EF

and is charged by an electron. It then alters the electrostatic
potential around the defect and causes an abrupt jump in the
tunneling current (I ) to larger magnitude at negative sample
bias or, equivalently, a peak structure in the dI/dV spectrum.

FIG. 2. (a) Topography of the
√

3 surface with a Dad defect in the
center. It is taken with Vsample = 2.5 V and It = 0.3 nA. (b)–(f) dI/dV

maps taken over the region in (a). The sample biases are (b) −1.82 V,
(c) −1.90 V, (d) −1.98 V, (e) −2.02 V, and (f) −2.08 V, respectively.
(g) Schematic illustrating the charging mechanism in the Dad defect.
The charged defect causes the DIBB, which is superimposed by the
TIBB centered at the distance r . A large TIBB makes one of the
defect states (short line segments) cross EF and be charged by an
additional electron.

Since the band bending at the defect position is less effective
with farther tip position from the defect, the charging process
would occur at larger magnitude of negative sample bias, being
consistent with the behavior in Figs. 2(b)–2(f).

We use the aforementioned current jump to quantify the
surface potential change caused by the charging of the Dad

defect. The right curve in Fig. 3(a) shows a typical current
spectrum measured at ∼7.4 Å away from the defect center. We
divide it into three segments, i.e., blue, orange, and green ones,
to highlight the current jump from blue to green through the or-
ange one. If the charging event did not happen, the green curve
would be a smooth extension of the blue one without the abrupt
change as in the orange segment. In other words, the green
curve would behave as displaced along the bias axis by �φ so
that it is linearly connected to the blue one as shown in the inset
of Fig. 3(a). This current-preserving shift, �φ, along the bias
axis is indeed a direct measure of the surface-potential change
across the charging process in the Dad defect because the iden-
tical potential difference between the tip and the sample surface
would allow the same amount of tunneling current to flow
between them. We have measured such voltage shifts at various
positions along the dotted line in Fig. 2(a) and displayed them
in Fig. 3(b). Once again, the shifting behavior in the interior
of the defect is not our immediate concern in this study.

We now fit the measured �φ outside the Dad defect with
a potential function to determine the screening parameters on
the

√
3 surface. If an excess charge, q, is screened by the bound

charges only, it produces the (ordinary) Coulomb potential [7]:

φ(r) = 1

4πκsε0

q

r
(1)

where κs is the in-plane dielectric constant on the
√

3
surface and ε0 is the vacuum permittivity. If it is screened
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FIG. 3. (a) Current spectrum measured at ∼7.4 Å away from the
center of the Dad defect in Fig. 2(a). It is divided into three segments,
i.e., blue, orange, and green ones. The displacement of green and
orange segments along the bias axis by �φ is displayed on the left
side. Inset: The displaced green segment is linearly connected to
the original blue one by adjusting �φ. (b) The diamond symbols
represent the voltage shift �φ measured at various positions along
the dotted line in Fig. 2(a). The distance is referenced to the defect
center. The shaded region is the interior of the Dad defect. The dotted
(solid) line is the fitting curve by the ordinary (screened) Coulomb
potential with κs = 13.3 (κs = 12.5 and λD = 56 Å).

further by free charge carriers, it gives the screened Coulomb
potential [35]:

φ(r) = 1

4πκsε0

q

r
e−r/λD (2)

where λD is the Debye length on the
√

3 surface. In the present
case, the excess charge (q) is the sum of the initial charge (q0)
in the Dad defect and its variation (�q) by the TIBB, of which
the latter is responsible for �φ in Fig. 3(b). The dotted and
solid curves in Fig. 3(b) are the best fits in the exterior of the
defect (r > 3.3 Å) by Eqs. (1) and (2), respectively, with q

replaced by �q, i.e., the electron’s charge (−e). The screened
Coulomb potential with κs = 12.5 and λD = 56 Å fits to the
data quite well (solid curve). The ordinary Coulomb potential
with κs = 13.3 also closely fits to the data though slightly
deviates at large distances (dotted curve). It is because the
fitting range (r < 20 Å) is rather small compared to the Debye
length.

Because the occupied surface states are far below the VBM,
contributing a negligible amount of free carriers, the measured
λD would be dictated by the bulk hole carriers. In this case the

λD is written as [35]

λD =
(

κbε0kT

ne2

)1/2

(3)

where κb is the dielectric constant of bulk Si and n is its
effective carrier density. If we use the known value for κb, i.e.,
11.7 [36] along with the measured λD , we get n � 8.5 × 1015

cm−3. It is three orders of magnitude smaller than the nominal
B concentration in our sample, i.e., ∼ 8.6 × 1018 cm−3 [37].
Such discrepancy indeed originates from the temperature
dependence of the carrier concentration [27]:

n = Nve
−(EF −Ev )/kT (4)

where Nv = 2[(m∗kT )/(2π�
2)]3/2 is the effective density of

states at the VBM, m∗ is the effective hole mass, and Ev is
the energy of the VBM. Since the Nv value at 4.8 K is two
thousandths of that at 300 K, the temperature dependence of
Nv would explain most of the above discrepancy.

As for the measured κs (� 12.5), it is much in excess of what
the classical image-charge method predicts at the interface of
two adjacent semi-infinite dielectric media [7], that is 6.35
[= 1

2 (κb + 1)] for our case. This enhanced κs implies that the
surface region is more easily polarizable than the bulk. We
ascribe it mainly to the strained bonds and the ionic character
of the

√
3 surface.

(1) The covalent bonds between the topmost adatom and
second layer Si atoms are severely distorted from the Si bulk
structure [17,22,23], significantly weakening their strengths
[see Fig. 1(d)]. Such strained and weak bonds would be more
easily polarizable than the normal ones [12].

(2) The topmost adatom is positively charged whereas the
underlying B atom at the S5 site has the negative charge
state [17]. Thus, not only the electronic polarization mech-
anism but the ionic one would work at the

√
3 surface [38,39],

making the surface region more polarizable than the bulk. On
the other hand, the surface state of the

√
3 surface has the bigger

gap than the bulk one with the filled [empty] states far below the
valence-band maximum (VBM) [above the conduction-band
minimum (CBM)]. Hence their contribution to the surface
polarization would be minor. The free charge carriers can
also contribute to the static dielectric constant [7], that is,
ε = εbound + εfree with

εfree = −ne2τ 2

m∗ = −nμ2m∗ (5)

where τ and μ are the relaxation time and mobility of free
carriers, respectively. If we use the above-determined n value at
4.8 K along with the hole mobility (� 0.045 m2 V−1 s−1) [40]
and the hole mass (� 0.49m0) [27], we get | εfree/ε0 |< 1.
Thus the contribution of free carriers (holes) to the static
dielectric constant is insignificant at 4.8 K. However, these
free carriers may dominate the electric screening at room
temperature due to the enhanced n by ∼ 500 times, which
makes εfree a large negative value and λD as small as 2.6 Å.

Since the screening parameters (κs and λD) are uncovered
on the

√
3 surface, we can exploit them to determine the exact

charge state of a surface defect, e.g., the Dad defect from its
DIBB. Figure 4(b) displays the dI/dV spectra probed in the
clean region, i.e., along the line in Fig. 1(a), the spatial average
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FIG. 4. (a) Spatially averaged dI/dV spectrum measured on the
clean surface. The arrows indicate the unoccupied and occupied
surface states. The horizontal axis has the logarithmic scale in
arbitrary units. (b) Spatially resolved dI/dV spectra probed along the
dotted line in Fig. 1(a). The magnitude of dI/dV is represented by a
color code with the right-most scale bar. (c) Spatially resolved dI/dV

spectra probed along the solid line in Fig. 2(a), being represented by
the right-most scale bar. (d) A replica of (c) with several superimposed
symbols. The short line segments indicate four defect states and the
arrow indicates the lowest unoccupied defect level. The green dotted
line at the bottom is the boundary where the charging of the Dad defect
takes place. Across the boundary, its charge state changes from q0

to q0 − e. The white and black lines in the upper part are the fitting
curves by ordinary and screened Coulomb potentials, respectively,
with q0 = +2e. The lateral dimension in (b) to (d) is 31 Å.

of which is shown in Fig. 4(a). It exhibits a homogenous band
profile along the horizontal axis with the characteristic spectral
features like the VBM, the CBM, and the surface states. On

the other hand, Figs. 4(c) and 4(d) are the spatially resolved
dI/dV spectra across the Dad defect, i.e., along the solid
line in Fig. 2(a) and its replica, respectively. They display
the defect-charging feature at Vsample � −1.8 V that we have
discussed above. They also evolve four localized states as
indicated by the short line segments in Fig. 4(d). Especially
the state indicated by an arrow in Fig. 4(d) is responsible for
the defect charging by the TIBB. The spectroscopic natures of
those defect states, however, are not our concern in this study.
Another distinct feature in Figs. 4(c) and 4(d) is the downward
bending of the unoccupied surface states of the

√
3 surface

near the Dad defect. The CBM and VBM also exhibit similar
bending profiles though they look more complicated than the
unoccupied surface states due to the superposition of the defect
states. Such a DIBB feature indicates that the Dad defect is
not neutral with respect to the clean surface but is positively
charged. This charge (q0) can be found by fitting the DIBB
in Fig. 4(c) by either Eq. (1) or (2) with the predetermined
screening parameters (κs and λD). The white and black curves
in Fig. 4(d) are the best fit by Eqs. (1) and (2), respectively,
which gives the initial defect charge q0 of +2e.

IV. CONCLUSION

If we had adopted the surface dielectric constant from the
image-charge model, the stationary charge of the Dad defect
would be +1e and the charging amount causing �φ in Fig. 3(b)
would be −0.5e. This unphysical result underscores the
importance of the actual assessment of the surface dielectric
behavior beyond the model for the correct quantification
of the defect charge on the semiconductor surfaces. Our
surface-sensitive measurements of dielectric screening via
atom and electron manipulations would be applicable to other
semiconductor surfaces or van der Waals materials.
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