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Optical probe of Heisenberg-Kitaev magnetism in α-RuCl3
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We report a temperature-dependent optical spectroscopic study of the Heisenberg-Kitaev magnet α-RuCl3.
Our measurements reveal anomalies in the optical response near the magnetic ordering temperature. At higher
temperatures, we observe a redistribution of spectral weight over a broad energy range that is associated with
nearest-neighbor spin-spin correlations. This finding is consistent with highly frustrated magnetic interactions
and in agreement with theoretical expectations for this class of material. The optical data also reveal significant
electron-hole interaction effects, including a bound excitonic state. These results demonstrate a clear coupling
between charge and spin degrees of freedom and provide insight into the properties of thermally disordered
Heisenberg-Kitaev magnets.
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I. INTRODUCTION

Identifying and understanding quantum spin liquid states,
where quantum fluctuations preclude magnetic long-range
order, is an important goal in condensed matter physics.
Experimental progress has, however, been hindered by a
scarcity of real materials displaying quantum spin liquid (QSL)
behavior [1]. One possible avenue to realize such QSL states is
in certain honeycomb lattice Mott insulators with strong spin-
orbit coupling [2,3]. In these systems, the entanglement of spin
and orbital degrees of freedom can lead to highly anisotropic,
bond-directional interactions best described by an extended
Heisenberg-Kitaev (HK) model [2–5]. For sufficiently strong
Kitaev coupling K , a QSL ground state with fractionalized,
Majorana fermion spin excitations is anticipated [6].

On the materials side, many of the ingredients needed for
Kitaev magnetism have been identified in various iridates
[7–11] and, more recently, α-RuCl3 (hereafter RuCl3) [12].
Several experimental and theoretical studies have established
that RuCl3 is a Mott insulator hosting spin-orbit coupled local
moments [13–17]. Importantly, RuCl3 displays a number of
features characteristic of Kitaev magnetism. The magnetic
interactions are highly anisotropic [18–20], and the system
displays zigzag-type magnetic order with a small ordered
moment below a TN between 7 and 14 K, with the exact
ordering temperature depending on the type of interlayer
stacking [15,16,19]. The magnetic excitation spectra have
also been interpreted in terms of Kitaev physics. Below TN ,
the spin excitations observed in inelastic neutron scattering
are reasonably accounted for with a minimal HK model [15]
with a dominant K , while above TN a broad continuum,
reminiscent of the Kitaev QSL, is observed with neutron [15]
and Raman scattering [21,22].

Despite these studies, the consequences of a dominant K

are poorly understood, with the finite temperature properties
of the HK and related models being a particular point
of interest [23–29]. In particular, are aspects of the QSL
phase manifested at finite temperatures in systems with a
magnetically ordered ground state? Indeed, it has recently

been predicted that the temperature dependence of several
physical quantities, including the nearest-neighbor spin-spin
correlations, may reveal signatures of the nearby QSL state
[22,30]. Moreover, the relationship between spin and charge
degrees of freedom, intensively studied in traditional Mott
insulators [31–34], has not been extensively explored in this
class of frustrated spin systems, although ultrafast optical
studies have revealed anomalies in the photoexcited dynamics
near TN in some Ir-based materials [35,36].

With these issues in mind, we studied the optical properties
of RuCl3 over a broad temperature (T ) range. Optical spec-
troscopy is a powerful tool for studying the charge dynamics
in correlated electron matter [37] and can reveal changes in the
electronic structure driven by spin or orbital ordering. We first
argue that the optical response of RuCl3 can be understood as
intersite dd transitions within a multiorbital Hubbard model.
These features exhibit a number of anomalies associated with
magnetism, including a redistribution of spectral weight that
we attribute to the development of short-ranged spin-spin
correlations. The spin-spin correlations evolve over a broad
temperature range (>10TN ) that is consistent with the highly
frustrated, Kitaev-type interactions present in RuCl3 [27]. We
also find evidence for strong excitonic effects, including a
quasibound excitonic state. Overall, our results provide an
improved understanding of the relationship between spin and
charge degrees of freedom in HK magnets.

II. EXPERIMENTAL METHODS AND RESULTS

We used spectroscopic ellipsometry to accurately measure
the optical response of RuCl3 from 4 to 300 K. Single crystals
were prepared by vacuum sublimation of prereacted RuCl3
powder [12]. The sample studied here contains a finite density
of stacking faults and we expect some contribution from both
the 7 and 14 K magnetic transitions in our data [38]. Any
optical signatures of long-ranged order should occur near or
below 14 K and so we take TN ∼ 14 K for simplicity. The
temperature dependent optical properties of a ∼ 1.5 × 1.5 ×
0.1 mm3 single crystal were measured using a Woollam VASE
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FIG. 1. Optical response of RuCl3. (a) Real part of the optical
conductivity σ1(ω) at 4 K. The red line indicates the Cl p to Ru
d charge transfer contribution. Inset: low energy detail of σ1(ω).
(b) Optical joint density of states D(ω) vs the results of the multiplet
calculation.

spectroscopic ellipsometer equipped with an optical cryostat.
The sample was first cooled to base temperature and the spectra
were collected on warming. Throughout the measurement, the
pressure in the sample chamber was kept at 2.1 × 10−9 mbar
or below to avoid icing. The spectral resolution was set to
2 (20) meV in the range 0.9 to 1.4 (1.4 to 5.0) eV and the
optical data was collected from a cleaved, ab surface at a 70◦
angle of incidence. The complex optical conductivity [σ̂ (ω)]
was directly derived from the ellipsometric data.

The real part of the optical conductivity [σ1(ω)] at 4 K is
shown in Fig. 1(a). Consistent with earlier reports [14,39],
four main features are visible in σ1(ω) near 1.2, 2.1, 3.2, and
5.0 eV, which we label α, β, γ , and � [Fig. 1(a)]. As we
shall explain in more detail below, the α, β, and γ features
correspond to intersite d5d5 → d4d6 transitions involving Ru
t2g and eg states. Meanwhile, the comparatively intense � is a
Cl p to Ru d charge transfer excitation. The optical gap, which
corresponds to the onset of α, is about 1 eV [14].

The σ1(ω) spectrum shown in Fig. 1(a) reveals signatures
of strong excitonic (i.e., final state electron-hole interaction)
effects. The asymmetric and narrow line shape of α is reminis-
cent of the excitations observed in some 1D and 2D materials
where excitonic effects are thought to be strong [40,41].
Further evidence for excitonic effects is provided in the inset to
Fig. 1(a), where a sharp resonance (�) is seen just above the
gap which can be interpreted as a bound excitonic state [42]. A
recent photoemission study reported a charge gap of at least 1.2
eV, which also suggests that σ1(ω) is significantly renormalized
by electron-hole interactions [43]. Finally, a comparison with

published photoconductivity data also points to the sizable
excitonic character of the optical absorption edge and can be
found in the Appendix.

A. Multiorbital Hubbard model for σ1(ω)

The three peaks α, β, and γ in σ1(ω) [Fig. 1(a)] are a result
of the multiplet structure of the photoexcited d4d6 states,
which is determined by the effective Hubbard parameter
(Ueff), Hund’s coupling (JH ), and the crystal electric field
(10Dq) [44,45]. To illustrate how multiplet effects determine
σ1(ω), we evaluated the dd contribution to the optical response
using a simple cluster model for the photoexcited states. We
computed the energies and degeneracies of the photoexcited
states using standard expressions [45], enforcing the spin
selection rule but ignoring spin-orbit coupling and matrix
element (hopping) effects. The parameters Ueff , 10Dq, and JH

were set to 2.386, 2.2, and 0.4 eV, respectively, consistent with
earlier work [14]. Note that Ueff , which includes excitonic
effects implicitly, is chosen such that the lowest energy excited
state coincides with α and is the only free parameter: 10Dq

and JH are fixed by other measurements [14]. We ignored
spin-orbit coupling effects in the excited states as λ ∼ 0.1 eV
is small compared to the other energy scales. Further details
are included in the Appendix.

The results of our cluster model calculation are presented
in Fig. 1(b), together with the dd optical joint density of states
D(ω) ∝ ωσdd

1 (ω) [46] obtained from σ1(ω) after subtracting
the charge transfer component � [red line in Fig. 1(a)]. The
calculated optical response is shown as lines, with the length of
each line indicating the degeneracy of the states at that energy
times an overall scaling factor chosen to match the intensity
of α. Remarkably, the main features of D(ω) are satisfactorily
reproduced, despite the simplicity of our approach. In partic-
ular, the three peak structure, corresponding to α, β, and γ ,
the relative intensities of α and β, and the overall bandwidth
and line shape of γ are all replicated in the calculation. We
speculate that the success of the cluster calculation may be
partially explained by the strong excitonic effects discussed
earlier, as these would be expected to reduce the bandwidth
of the photoexcited states. We also mention that a cluster
calculation approach provides a good account of σ1(ω) and
other spectroscopic data for the related material Na2IrO3 [47].

Comparison with the model result allows us to assign
α and β to t4

2gt
6
2g excitations, while γ clearly arises from

t4
2g(t5

2geg) excited states. The t4
2gt

6
2g excitations are further split

according to the multiplet structure of the t4
2g ion, yielding

α (E = Ueff − 3JH ) and β (E = Ueff − JH ). An additional
weak t4

2gt
6
2g excitation (E = Ueff + 2JH ) is also expected but

is not resolved in the data. The intensity of the t4
2g(t5

2geg) peak
γ is overestimated by approximately a factor of 2, likely due
to the different matrix elements (hopping terms) for t2g → t2g

and t2g → eg processes.

B. Temperature dependence of σ1(ω)

To investigate possible connections between the charge
dynamics and magnetism, we now turn to the T -dependent
σ1(ω) spectra, shown in Fig. 2(a) for representative
temperatures. The spectra of Fig. 2(a) reveal a strong
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FIG. 2. T -dependent optical properties of RuCl3. (a) σ1(ω) at
representative T . Inset: low energy detail of � and α. The 100, 200,
and 300 K data are offset for clarity in the inset. (b) Difference spectra
dσ1(ω)/dT over different T intervals. (c) Energy-dependent spectral
weight W (ω) at 100 and 4 K.

temperature dependence that is suggestive of many-body
effects. As T is increased, α broadens and loses intensity.
Meanwhile, β, γ , and � redshift and broaden as T is raised
above ∼ 100 K. A well-defined isosbestic point is visible near
1.42 eV, indicating a transfer of spectral weight from low to
high energies as T increases. The � resonance also displays
a strong temperature dependence, redshifting and broadening
as T is raised and is difficult to discern in the data above
100 K [inset to Fig. 2(a)]. Finally, the change of the optical
gap is minimal (∼ 0.1 eV over the full temperature range),
consistent with a well-developed Mott insulating state.

Magnetic order produces clear anomalies in the T depen-
dence of σ1(ω). This is best appreciated by considering the
difference spectra dσ1/dT = [σ1(Tlow) − σ1(Thigh)]/(Thigh −
Tlow) displayed in Fig. 2(b). Between 50 and 25 K, dσ1/dT

shows a broad dip-peak structure, with a sharper feature due to
� near 1.1 eV. The overall line shape of the difference spectra
suggest both a blueshift and spectral weight increase of α and
� as T decreases. Qualitatively similar behavior is observed
between 25 and 15 K, although the magnitude of dσ1/dT is
reduced. In contrast, relatively rapid changes in σ1(ω) occur
between 15 and 4 K. Clearly, dσ1/dT is significantly larger
across TN , although the overall line shape is similar to that
observed at higher temperatures. The excitonic resonance �

and α are both affected by long ranged order and blueshift by
∼ 2 meV [inset of Fig. 2(a)]. The comparatively large changes
in σ1(ω) near TN indicate a coupling between the high-energy
charge dynamics and magnetism.

The isosbestic point visible in Fig. 2(a) indicates that
a transfer of spectral weight into α also occurs as T is
reduced. To examine the spectral weight transfer in more
detail, we consider the integrated spectral weight W (ω) =
2�ao

πe2

∫ ω

0.93 σ1(ω′)dω′ [48]. Here W (ω) is expressed as a kinetic
energy and the Ru-Ru distance ao = 3.4 Å. The resulting W (ω)
are shown in Fig. 2(c) at 4 and 100 K. At both temperatures,
W (ω) is negligible below the gap near 1 eV before rising
rapidly due to α. At this point, the W (4 K,ω) curve is slightly
larger than W (100 K,ω), meaning the spectral weight of α

is increased at 4 K compared to 100 K. The two curves then
gradually merge and the total spectral weight is conserved
below ∼ 3 eV. This suggests that spectral weight is transferred
to α from β and/or γ as T is reduced. The energy scale
(∼ 1.8 eV) of the spectral weight redistribution (Fig. 2) is
large, suggesting electron-electron interactions, and in fact
closely corresponds to the 5JH ∼ 2.0 eV spread expected for
the t4

2gt
6
2g excitations [Fig. 1(b)].

III. SPECTRAL WEIGHT AND SPIN-SPIN
CORRELATIONS

The spectral weight redistribution evident in Fig. 2(c) may
be ascribed to the development of the nearest-neighbor (nn)
spin-spin correlations. In a Mott insulator, the intensities of
intersite dd transitions are known to provide insight into the
nn spin-spin correlations [31,32,49–52]. Following the optical
sum rule for tight-binding models, the spectral weight of the
dd transitions in σ1(ω) may be associated with the kinetic
energy of the virtual charge fluctuations that contribute to
superexchange [53]. For magnetic ions i and j separated by
distance ao, this relationship may be stated formally in terms
of the partial sum rule [33]:

π

2
Wm = ao�

e2

∫ ∞

0
σ

(m)
1 (ω)dω = −π〈Hm(ij )〉. (1)

Here Wm is the kinetic energy associated with virtual charge
fluctuations along the bond direction to excited state m,
while σ

(m)
1 is the contribution of excited state m to σ1(ω) for

polarization along the bond direction. Lastly, 〈Hm(ij )〉 is the
superexchange energy for bond (i,j ) associated with m.

The partial sum rule [Eq. (1)] suggests that σ1(ω) should
reveal signatures of the novel magnetic correlations present in
RuCl3, as the multiplet structure of the photoexcited states is
clearly resolved in our optical data [α, β, and γ in Fig. 1(a)].
Within a minimal HK model for RuCl3, H (ij ) = KS

γ

i S
γ

j +
J 
Si · 
Sj [15], where γ depends on the specific bond direction
and 
Si describes the spin at site i [54]. A straightforward
application of Eq. (1) then yields

Wm/2 = −Km

〈
S

γ

i S
γ

j

〉 − Jm〈 
Si · 
Sj 〉, (2)

with the coefficients Km and Jm determined by the hopping
between Ru d states and the energy of excited state m [4,13,33].
We note that the t4

2g(t5
2geg) excitations are located at relatively

large energies (> 2.7 eV) and are weakly T dependent, which
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FIG. 3. Temperature-dependent spectral weight Wα on (a) linear
and (b) semilogarithmic scales. The magnetic ordering temperature
TN and the crossover scale TH are indicated in (b).

indicates that these transitions may not strongly contribute to
the magnetic interactions.

To examine the T dependence of the spectral weight in
detail, we now focus on Wα = 2�ao

πe2

∫ 1.42
0.93 σ1(ω)dω, where

the integral runs from below the optical gap up to the
isosbestic point at 1.42 eV. The resulting Wα is shown in
Figs. 3(a) and 3(b) normalized to the 4 K value. Starting
from 300 K, Wα rises monotonically as T is reduced.
At lower temperatures, Wα increases more rapidly before
saturating near 25 K. Below TN , Wα displays a further increase
[Fig. 3(b)], although this is small compared to the overall
change in Wα . However, we do not observe a clear saturation
of Wα at the (nominal) base temperature of 4 K and so our data
do not rule out the possibility of a further increase of Wα at
lower T . Overall, the data suggest that Wα , and by extension
the nn spin-spin correlations, exhibit significant temperature
dependence up to at least ∼ 10TN , indicating highly frustrated
magnetic interactions. This is consistent with other probes
of the magnetism: the magnetic susceptibility deviates from
the Curie-Weiss form near 140 K [19], while the magnetic
entropy begins to drop near the same temperature and is mostly
exhausted above TN [20].

The variation of Wα with T is compatible with theoretical
expectations for the Kitaev model and with other estimates
for the magnetic interaction energy scale. Studies of the
Kitaev model using both quantum Monte Carlo and cluster
DMFT methods have shown that the bond-dependent spin-
spin correlation 〈Sγ

i S
γ

j 〉 develops gradually according to the
crossover scale TH ∼ 0.375 K [27,55]. For T < TH , 〈Sγ

i S
γ

j 〉
is weakly T dependent. At T ∼ TH , 〈Sγ

i S
γ

j 〉 begins to decrease
before smoothly crossing over to Curie-Weiss behavior at
T >> TH . Qualitatively similar behavior is evident in Wα

[Fig. 3(b)]. By comparing our data with the theoretical results
(Fig. 1(b) of Ref. [55]), we can estimate TH ∼ 35 K [red line in
Fig. 3(b)], which corresponds to |K| ∼ 8 meV, in good agree-
ment with other experimental estimates, which range from 7 to
10 meV [15,21,22]. The similarity between 〈Sγ

i S
γ

j 〉 from
theory and Wα(T ) may be due to a dominant K and/or Kα

[i.e., Kα〈Sγ

i S
γ

j 〉 >> Jα〈 
Si · 
Sj 〉 in Eq. (2)].
The temperature dependence of Wα(T ) should be contrasted

with the behavior established for unfrustrated spin systems.
Typically, large variations in spectral weight are only expected
in the vicinity of TN [49]. An established example would be

CeVO3 [56], where changes in spectral weight occur at TN

but are almost negligible at higher T . In fact, our observations
in RuCl3 are reminiscent of the frustrated, one-dimensional
spin system LiCuVO4 [50], where a gradual temperature
dependence of the spectral weight is observed far above
TN . Unfortunately, we are not aware of optical data for
an unfrustrated, 2D honeycomb lattice material that would
constitute the best comparison for RuCl3.

The fractional 10% change in Wα from high to low
T is modest compared to many other materials (cf., the
CeVO3 data reported in Ref. [56]), which may be due to the
comparatively small spin-spin correlations achieved by the
frustrated magnetic interactions in RuCl3. In the pure Kitaev
limit, the bond-dependent nn spin-spin correlations should
reach 0.125 [27], compared with the fully polarized case of
0.25. Moreover, a recent ab initio plus exact diagonalization
study of RuCl3 that included magnetic interactions beyond the
Kitaev term found that even in the zigzag ordered state the
nn correlations are still only in the range 0.05 to 0.1 [57].
Thus we expect the change in Wα to be reduced compared to
systems where larger spin-spin correlations are achieved. A
second possible explanation is more prosaic: the experimental
Wα likely contains contributions from the tails of β and γ that
are less T dependent.

The above analysis indicates that the T -dependent optical
response of RuCl3 may be consistently understood in terms
of dd excitations within a multiorbital Hubbard model with
frustrated Kitaev-type interactions. However, we emphasize
that the optical data alone does not provide evidence for a
dominant K: qualitatively similar behavior would be expected
for other types of frustrated interactions and so we rely on other
studies for this point. The role of the subdominant magnetic
couplings in the optical data, such as the Heisenberg term
J , also remains to be clarified. Proper consideration of the
subdominant interactions is essential to capture the long-range
order and other aspects of the magnetism. We expect that,
in terms of the optical data presented here, inclusion of
subdominant magnetic interactions may be needed to account
for the increase of Wα at TN and may also affect the assumed
relationship between the crossover temperature TH and K .

IV. CONCLUSIONS

In summary, we have investigated the connection between
σ1(ω) and magnetism in the HK magnet RuCl3. As T is
reduced, we observe a transfer of spectral weight from high to
low energies due to nn spin correlations that develop far above
TN , consistent with highly frustrated magnetic interactions.
The temperature dependence of these correlations agrees with
theoretical expectations for the HK model with an energy scale
suitable to RuCl3. The σ1(ω) spectra also show evidence for
strong excitonic effects, including a bound state.
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FIG. 4. Optical conductivity and photoconductivity of RuCl3.
The optical conductivity was measured at 75 K, while the pho-
toconductivity is reproduced from Ref. [39] and was collected
at 80 K.
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APPENDIX A: EXCITONIC EFFECTS IN σ1(ω) AND
PHOTOCONDUCTIVITY

The importance of excitonic effects may be gauged by
comparing the optical conductivity [σ1(ω)] with the photo-
conductivity [40]. This comparison indicates sizable excitonic
effects in RuCl3, but that the α peak is not a true bound
state. In Fig. 4, σ1(ω) measured at 75 K is plotted along
with published 80 K photoconductivity data (Binnotto et al.,
Ref. [39]). The principle features of σ1(ω) are described in
the main text. The photoconductivity data shows an onset near
1 eV and continues to increase with increasing photon energy
up to a broad peak near 2.2 eV. Two important points are
evident in Fig. 4. The first point is that the photoconductive
response rises rather gradually above the 1 eV onset. Indeed,
the photoconductive response at 1.18 eV (the α peak position)
is only 31% of the maximum value. In contrast, for the
limiting case of negligible excitonic effects, we expect that
the photoconductivity should resemble a step function. The
suppression of the near gap photoconductive response can be
explained by significant electron-hole interaction effects [40].
The second point is that the onset in the photoconductivity is
located below the gap in σ1(ω). This indicates that delocalized,

TABLE I. Ru d6 states. The orbital, spin, and total degeneracies
are labeled as l, s, and g, respectively.

State l s g

1
A1 1 1 1

3
T1 3 3 9

3
T2 3 3 9

1
T1 3 1 3

1
T2 3 1 3

TABLE II. Ru ion d4 states. The orbital, spin, and total degenera-
cies are labeled as l, s, and g, respectively.

State l s g

3
T1 3 3 9

1
T2 3 1 3

1Ev 1 1 1
1Eu 1 1 1
1
A1 1 1 1

charged excitations exist at the optical absorption edge, despite
the strong excitonic character. Overall, the data shown in Fig. 4
reveal sizable excitonic effects. This is qualitatively consistent
with the � resonance and the asymmetric line shape of α

discussed in the main text. In a Mott insulator, the relevance
of excitonic effects is to first approximation determined by the
ratio of the nearest-neighbor Coulomb interaction (V ) to the
bandwidth [42]. In RuCl3, V might be expected to be large
due to the extended nature of the 4d orbitals. This may explain
the apparent importance of excitonic effects in RuCl3.

APPENDIX B: MULTIPLET STRUCTURE OF THE d4d6

EXCITED STATE

To understand the multipeak structure evident in σ1(ω),
we consider the multiplet structure of the photoexcited
d4d6 state following the procedure outlined in Ref. [45].
We considered excited states with energies E(Md4 ,Md6 ) =
E(Md4 ) + E(Md6 ) − 2E(2T2), where Md4 (Md6 ) refers to a
specific multiplet state of the d4 (d6) ion. The d5 ground state
is taken to be the low-spin 2

T2. For the excited d4 (d6) ion, we
considered the 3T1,

1T2,
1Eu,

1Ev , and 1
A1 (1

A1 ,3
T1 ,3

T2 ,1
T1,

and 1
T2) states. The relevant states, as well as their spin (s),

orbital (l), and total (g) degeneracies are listed in Tables I and
II for the d4 and d6 ions, respectively. The photoexcited states
and their degeneracies can be computed from these tables. The
resulting t4

2gt
6
2g excited states are shown in Table III along with

their energies (E) and number of states with total spin 0 or
1 (N ). The ground state of the d5 ion is the low spin 2

T2 so
a pair of Ru ions in the ground state can have a total spin of
0 or 1 which is conserved in the optical excitation process.
The energies (E) are given in terms of the effective Hubbard
parameter (Ueff), the cubic crystal electric field (10Dq), and
the Hund’s coupling (JH ), which we set to 2.386, 2.2, and
0.4 eV, respectively. Tables IV and V list the excited states
for t4

2g(t5
2geg) excitations. We have only tabulated states whose

energies fall in our experimental range. In Fig. 1(b) of the main
text, these transitions are represented by a vertical line at E

whose height is given by N .

TABLE III. Possible t4
2gt

6
2g excited states (d6:1

A1). The energy
and number of photoexcited states are labeled E and N , respectively.

d4 N E

3
T1 9 Ueff − 3JH

1
T2 3 Ueff − JH

1Ev 1 Ueff − JH
1
Eu 1 Ueff − JH

1
A1 1 Ueff + 2JH
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TABLE IV. Possible t4
2g(t5

2geg) excited states (d4:3T1). The energy
and number of photoexcited states are labeled E and N , respectively.

d6 N E

3
T2 36 Ueff − 33

7 JH + 10Dq

(3
T1 ,1

T2) 63 Ueff − 25
7 JH + 10Dq

1
T1 27 Ueff − 9

7 JH + 10Dq

TABLE V. Possible t4
2g(t5

2geg) excited states (d4 : [1
T2 ,1Eu,

1Ev]).
The 1

T2, 1Eu, and 1Ev states of the d4 ion are degenerate in our model
and so we group them together here.

d6 N E

3
T2 45 Ueff − 19

7 JH + 10Dq

(3
T1 ,1

T2) 60 Ueff − 11
7 JH + 10Dq

1
T1 15 Ueff + 5

7 JH + 10Dq
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