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Combined resistivity and Hall effect study on NaFe1−xRhxAs single crystals
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Electrical transport measurements are used to study the Rh-doped NaFeAs superconductor series with a focus
on the tetragonal phase. The resistivity curvature has an anomalous temperature dependence evidencing in the
phase diagram two crossover regions of changes in the scattering rate, the effective mass as well as of the charge
carrier density. The first crossover region is directly connected to the structural transition and resembles the onset
of resistivity anisotropy. The second crossover region can as well be deduced from the temperature-dependent
Hall coefficient. A comparison to literature nuclear magnetic resonance data suggests this region to be connected
with nematic fluctuations far above the tetragonal to orthorhombic phase transition.
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I. INTRODUCTION

Most of the FeAs-based superconductors share the same
principles of their electronic phase diagram, i.e., (i) an
antiferromagnetic order following a structural transition in the
undoped compounds, (ii) a suppression of these phases upon
chemical doping or pressure, and (iii) a domelike behavior of
a superconducting phase [1–4]. The superconducting critical
temperature Tc is the highest at the instance when complete
suppression of the structural and magnetic phase is reached.
Recent phase diagram studies show that essentially the doped
charge seems to influence the phase diagram. Thus, Co and Rh
doping in NaFeAs [1] and in BaFe2As2 [4] as well as Ni and
Pd doping comparably affect the transition temperatures. The
phase transitions in the undoped and underdoped compounds
came recently into focus because they seem to be triggered
from the electronic system in the Fe-based superconduc-
tors [5,6]. This transition which is a rotational symmetry
breaking from the fourfold to a lowered twofold symmetry
is called nematic [7] and happens naturally in twins such
that only microscopic probes can locally detect the lowered
twofold symmetry in the Fe plane of these materials [8,9]. By
applying a small strain to the crystal lattice an easy axis for the
electronic distortion is defined and, thus, the material becomes
detwinned. In this case even macroscopic methods can probe
the difference in the orthogonal nematic a and b directions.
For example, in resistivity measurements of detwinned crystals
a large anisotropy between ρa and ρb is observed in many
different Fe-based superconductors [10–17]. It turned out
that already far above the structural transition temperature
TS such an anisotropy is measurable if uniaxial strain is
applied. However, the strain field smears the transition [18]
and enhances the fluctuation regime. Thus, in order to study
the zero-strain fluctuations other methods were applied. Nu-
clear magnetic resonance (NMR) [17,19,20], magnetic torque
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measurements [21,22], x-ray absorption spectroscopy [23],
point contact spectroscopy [24], as well as angle resolved
photoemission spectroscopy (ARPES) [25] were able to detect
a fluctuation regime in doped 111 and 122 compounds.
However, the question about the temperature and doping
evolution of the fluctuation regime in the phase diagram of the
Fe-based superconductors remains open. Therefore, a method
highly sensitive to subtle fluctuations of the incipient transition
is needed.

The transport coefficients are capable of probing even tiny
changes of the electronic structure and thus should be suited
to detect fluctuations in the electronic system. The electri-
cal resistivity has been proven powerful for detecting and
analyzing similarly subtle electronic structure changes. For
example, in La-doped Bi2Sr2CuO6+δ and Sr-doped La2CuO4

[26,27] as well as in F-doped LaFeAsO and SmFeAsO [28]
the analysis of the resistivity slope and curvature allowed
one to detect a pseudogap regime as well as the crossover
from non-Fermi-liquid to Fermi-liquid behavior. Intimately
connected with the resistivity is the Hall coefficient and is,
thus, a natural candidate to cross-check such subtle electronic
structure changes [29].

In this paper, we report a detailed analysis of the resistivity
curvature and the Hall coefficient of Rh-doped NaFeAs single
crystals. Our results clearly show a crossover region intimately
connected to TS and furthermore another crossover at very high
temperatures traceable through the whole accessible electronic
phase diagram. We show that the first region tracks the onset of
the resistivity anisotropy, whereas the second region evidences
the incipient electronic fluctuations.

II. EXPERIMENT

Crystal growth and characterization of the
Na1−δFe1−xRhxAs single crystals with x = 0–0.043 is
elaborated in detail in Ref. [1]. Due to the high sensitivity
to air of Na1−δFe1−xRhxAs, all preparations and subsequent
transport measurements have been done either in inert gas
atmosphere (argon) or in vacuum.
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The crystals were contacted with a two component silver
epoxy in the standard four-point contact geometry inside an
argon box and afterwards securely closed inside a homemade
probe rod. The evacuated probe rod had then been inserted
into a helium bath cryostat. The resistivity measurements have
been already presented in Ref. [1] to determine the phase
transition temperatures. We mention that the resistivity at room
temperature can be specified to be in a range of 0.2–1.2 m� cm.
This unusual spread in the absolute values might be caused
by the geometric uncertainty but more likely is due to the
layered morphology of the crystals. The tendency to exfoliate
can restrict the electrical transport to thin lamellae in the
crystal and thus the effective thickness would be much smaller
than the sample size. Such an enhanced effective geometric
factor was equally found on Co-doped NaFeAs [30]. We
stress that the absolute values play no role in our analysis.
We therefore discuss only normalized resistivity. The Hall
effect measurements were conducted with magnetic fields
up to ±15 T. The perpendicular resistivity ρxy has been
antisymmetrized with respect to the magnetic field. For the
calculation of the second derivative of the resistive plots, we
made both a fit of the resistivity curves with a fifth order
polynomial function in a range of temperature between 50 and
250 K (all the fit curves presented an R-squared > 0.9992) and
a direct numerical differentiation of the data. The two methods
gave the same results (see Supplemental Material [31]).

III. RESULTS

A. Resistivity

Figure 1 displays the resistivity of the NaFe1−xRhxAs
single crystals. For all doping levels the normal-state resistivity
shows a strong deviation from a linear temperature, as is
highlighted by the straight lines in Fig. 1, i.e., the physics
is quite different from that of an ordinary metal. The deviation
has its maximum in the intermediate temperature regime of
approximately 150 K. Interestingly, this maximal deviation
does not shift with increasing Rh content and, thus, seems
to be unaffected from the suppression of the structural and
magnetic phase. Upon lowering the temperature further, the
deviation from the linear extrapolation becomes smaller.
Below temperatures of ∼50 K the temperature dependence
of the resistivity is dominated by the phase transitions of
the structural and magnetic ordering and superconductivity
yielding typical hump and dip anomalies. In our analysis,
we therefore focus on the temperature range �50 K and
below 175 K in the tetragonal phase. In Ref. [30] similar
deviations have been reported for Co-doped NaFeAs and are
argued as having a notion towards a change of the effective
mass and charge carrier density. Nevertheless, all these
effects can naturally be ascribed to changes of the scattering
rate, too.

The inflection point in the electrical resistivity curves
is known as the indicator for changes of the electronic
structure [27,28]. Thus, to investigate the temperature regime
of changes in the electronic structure in more detail we plot the
curvature of the resistivity data given by the second derivative
in a color-coded scheme in Fig. 2. In particular, we identify
the inflection points by zero curvature.

FIG. 1. Temperature dependence of the resistivity of the
NaFe1−xRhxAs single crystals, taken from Ref. [1]. For clarity, the
data have been normalized with respect to their room temperature
value and shifted. The solid lines which have been obtained from
extrapolated linear fits to the high-temperature region T � 250 K are
guides to the eye.

The phase diagram yields two inflection point regimes. A
first one T ∗1 in the underdoped regime at ∼20 K higher than
TS meaning in the undoped NaFeAs T ∗1 ∼ 70 K and seems
to be followed by the structural transition. Both vanish upon
doping towards the optimal doping level. The second inflection
point regime T ∗2 is remarkably high in temperature. At first
it increases slightly from 120 K in the undoped NaFeAs up
to 125 K in the optimally doped (x = 0.013) crystal, then
T ∗2 decreases down to 75 K with further increasing x up to
the highest doping levels, i.e., T ∗2(x) changes slope at about
optimal doping. Thus, in contrast to T ∗1, the second inflection
point regime is traceable through the whole accessible phase
diagram. For completeness, a third inflection point T ∗3 exists
in all the curves around 200–220 K, but the discussion of that
range of temperature is out of the scope of this paper (see
Supplemental Material for the doping dependence of T ∗3).

B. Hall effect

The Hall coefficient RH (see Figs. 3 and 4) is calculated
from the slope of ρxy(|B|). Please note that the undoped
NaFeAs has a nonlinear ρxy (not shown) in agreement
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FIG. 2. Color-coded phase diagram of NaFe1−xTx with T = Co
and Rh. The curvature of the resistivity of the NaFe1−xRhxAs single
crystals is shown. Red marks a positive, yellow nearly no curvature,
and blue a negative curvature of the resistivity data sets. The gray
dotted lines are guides to the eye to mark the transition regions T ∗1

and T ∗2. The gray solid and green lines mark the phase transition
temperatures from Ref. [1]. The gray open triangles mark the nematic
transition temperature found by Ref. [11] by analyzing the resistivity
anisotropy of detwinned NaFe1−yCoyAs single crystals with the
nominal Co-doping level y. The dark yellow triangles mark the same
transition temperatures with y rescaled to match vanishing of TS of our
samples with x ∼ 0.017. The half-open turquoise diamonds mark the
1/T1T = 0.22 (sK)−1 data points from NMR measurements [17,32]
on NaFe1−xCoxAs single crystals (see Discussion). The black squares
mark the deviation temperature TRH

at which the Hall coefficient
deviates from the high-temperature phenomenological fit.

with an earlier report [33]. RH of NaFeAs is negative in
the complete measured temperature range and the absolute
value |RH | increases weakly with decreasing temperature.
At T � TS the temperature dependence of RH is relatively
small, while at the structural transition temperature TS the
Hall coefficient has a kink and rises strongly to high negative
values without any further anomaly down to the lowest
accessible temperatures. In particular, at the magnetic ordering
temperature no anomaly is revealed. This shape of RH is
similar for the underdoped crystals x � 0.013 (Fig. 3) except
for a shifted and smeared structural phase transition anomaly in
analogy to the magnetic susceptibility χ [1]. For Rh contents
higher than x = 0.013 the nonlinearity of ρxy(|B|) vanishes
and no kink appears which provides more evidence that the
optimally doped NaFe1−xRhxAs sample with x = 0.018 has
no structural transition [1]. The origin of the kink can be
understood with the help of temperature-dependent ARPES
measurements on NaFeAs [34]. These data have shown that a
big part of the band structure starts to shift at TS prior to the
electronic reconstruction due to the magnetic ordering. Such a
reconstruction at the Fermi surface involves naturally a strong

FIG. 3. Hall coefficient RH from the underdoped NaFe1−xRhxAs
crystals. The arrow marks the structural transition temperature
TS from Ref. [1]. The inset shows the diagonal resistivity ρxy

in dependence of the absolute magnetic field of the x = 0.013
underdoped sample.

change of the charge carrier density and, thus, a direct signal
in the Hall coefficient.

The RH of the overdoped samples, i.e., x � 0.018, plotted
in Fig. 4 has nearly the same weak temperature dependence
as the underdoped crystals down to ∼50 K where |RH |
has a maximum and decreases for lower temperatures. This

FIG. 4. Hall coefficient RH from the optimal and overdoped
NaFe1−xRhxAs crystals. The inset shows the diagonal resistivity
ρxy in dependence of the absolute magnetic field of the x = 0.018
optimally doped sample.
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FIG. 5. The negative cotangent of the Hall angle θH for all
NaFe1−xRhxAs single crystals in a semilogarithmic plot (a). On the
right side (b)–(e), for selected compositions, the deviation from the
high temperature fit by Eq. (1), plotted as b = (cot θH − a)/T β . The
fit range was chosen as T � 100 K. TRH

marks the temperature where
the data points deviate from the high-temperature fit.

temperature dependence is highly comparable to that measured
on Co-doped NaFeAs [35–37].

An interesting quantity to get more insight into the
temperature dependence of the multiband Hall coefficient is
the cotangent of the Hall angle which is defined as cot θH =
ρxx/ρxy . In high-temperature superconductors, this quantity
has been reported to typically acquire the phenomenological
functional form [29,36,38–40]

cot θH = a + bT β. (1)

In Fe-based superconductors, in particular doped BaFe2As2

[29,40] and Co-doped NaFeAs [36], β values between 4 and
2 have been reported. Motivated by these findings we address
now the analysis of the Hall effect data on our NaFe1−xRhxAs
single crystals.

The cotangent of the Hall angle of the NaFe1−xRhxAs
single crystals is displayed in Fig. 5(a). The high-temperature
behavior (T > 125 K) is well described by Eq. (1). However,
below a certain temperature the curves shown in Figs. 5(b)–
5(e) deviate from this power law. To illustrate this behavior,
we subtracted the high-temperature fit from Eq. (1) from the
data points to clearly define the deviation temperature TRH

(cf.
Fig. 5). Additionally, the values for β are given in the plots and
they vary between 4 and 3, while β consistently with previous
data sets [29,36,40], decreases with increasing doping level.

Nevertheless, such a deviation from a temperature law
which is valid for a larger temperature regime, points towards
an unusual change in the physical properties of the charge
carriers, i.e., effective mass or scattering rate. Indeed, also the
charge carrier density n can be responsible for the changes
because the electronic structure of NaFeAs is of multiband
nature [41].

Remarkably, the Hall coefficient deviation temperatures
TRH

, additionally plotted in Fig. 2, reflect as well the
aforementioned trend of the second inflection point region T ∗2.
Thus, we have a second, independent determination of T ∗2.
Additionally, the comparison with Co-doped NaFeAs shows
that both materials have a similar transition region as well
as similar phase transition temperatures upon formal electron
doping.

IV. DISCUSSION

After having established the experimental finding of two
transition regions T ∗1 and T ∗2 in the electronic phase diagram
of electron-doped NaFeAs above the known phase transition
temperatures, the natural question of the origin of these
inflection points has to be answered. Therefore, we discuss
our results in the light of other experimental results for the
tetragonal phase in this material.

In a resistivity anisotropy study on detwinned
NaFe1−xCoxAs in Ref. [11] the onset of the anisotropy is
defined as the kink appearing in ρa − ρb slightly above TS .
The onset temperatures Tnem of the resistivity anisotropy
of NaFe1−xCoxAs are plotted in Fig. 2 and Tnem → 0
when TS → 0. Thus, Tnem and TS are clearly connected in
NaFe1−xCoxAs and both characteristic temperatures are only
detected at underdoped crystals. For a comparison of the Tnem

data with our samples, we had to rescale the nominal x of
the NaFe1−xCoxAs crystals to match with our optimal doping
and thus with TS → 0 in our crystals. The resulting Trescaled

nearly coincides with T ∗1 in unstrained NaFe1−xRhxAs single
crystals (cf. Fig. 2). Thus, it is possible to track the onset
temperature Tnem of a strong anisotropy between ρa and ρb by
carefully studying the stress-free average resistivity curvature.
Note that we found small deviations especially in the undoped
crystal where Tnem is located at a slightly higher temperature
than T ∗1, which might either have its origin in the uncertainty
of δ in Na1−δFeAs [1] or in the smearing of the structural phase
transition by uniaxially stressing the crystal. All the shown
data, i.e., Tnem and T ∗1, have in common that they are tightly
connected to the structural transition and are suppressed upon
doping equally to TS .

We ascribed the second inflection point T ∗2 at much higher
temperatures to a change of either the charge carrier density,
the effective mass, the scattering rate, or a combination of
those. From the cot θH analysis we know that this transition
region cannot be assigned to the multiband nature of the Fe-
based superconductors. In addition, no other phase transition at
such high temperatures in these materials are known. Another
correlation could be the influence of fluctuations on the
transport which could be fluctuations of the spins, the orbitals,
or the structure. We compare our results with spin fluctuations
in the tetragonal state and therefore consult the NMR data
of Co-doped NaFeAs; in particular, we use the quantity
1/T1T [17]. This quantity is proportional to the imaginary
part of the dynamical spin susceptibility and thus measures
spin fluctuations in the whole Brillouin zone. 1/T1T rises
significantly far above the structural transition temperature and
thus reveals a slowdown of the spin fluctuations. By definition,
this includes q = 0 nematic fluctuations and indeed a scaling
of 1/T1T [20] with the elastic moduli [42], showing the
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softness of the crystal lattice above TS , has been reported [43].
For a proper comparison we choose a certain 1/T1T value
(see Fig. 2) and mark the temperatures at which the 1/T1T

of a particular Co-doped NaFeAs crystal crosses this value.
Interestingly, the doping dependence in the electronic phase
diagram of T ∗2 and of the 1/T1T values is similar above
optimal doping. In particular, T ∗2 and 1/T1T as a function of
doping have the same slope for doping levels above optimal
doping. We therefore ascribe the inflection point to a sensitivity
of the resistivity to the onset of nematic fluctuations. It still
remains to be clarified which quantities, i.e., charge carrier
density, effective mass, and scattering rate, are dominantly
influenced. Conflicting results about the importance of the
impurity density and their anisotropy have been reported.
While transport measurements in magnetic field [33] and
after annealing [44] suggest a dominant role of the observed
anisotropic impurity states [45], another strain dependent
resistivity anisotropy experiment points towards a negligible
influence of the impurity density above TS [46].

We point out that the electrical transport coefficients seem to
be quite more sensitive to nematic fluctuations in the tetragonal
phase of the iron-based superconductors than other probes such
as NMR and scanning tunneling microscopy [8] experiments,
which found anisotropies up to 90 K. In view of this strong sen-
sitivity it is remarkable that we can resolve the aforementioned
slope change of T ∗2(x) at optimal doping. Such an anomaly
in the doping dependence at optimal doping has been reported
before in resistivity anisotropy measurements [12,47]. The
corroboration of these findings by our results calls for a further
investigation of the fluctuation regime to disentangle whether
the nematic fluctuation channels or the coupling constants [10]
possess a hidden doping dependence including a clarification

of the role of the impurity density in the nematic fluctuation
regime.

V. CONCLUSION

We performed a combined study of resistivity and Hall
effect measurements on NaFe1−xRhxAs single crystals. In
total we found the typical anomalies of the phase transitions
and additional deviations from the expected high-temperature
behavior at temperatures far above the phase transitions. We
applied the method of the resistivity curvature analysis and
found two regions of inflection points. The first inflection point
T ∗1 at temperatures slightly above TS points towards the onset
of resistivity anisotropy. Comparisons to NMR data suggest
that T ∗2 from the resistivity as well as the Hall coefficient
indicate the onset of fluctuations connected to the nematic
phase in the tetragonal state. This method is thus capable
of revealing not only the broad fluctuation regime at high
temperatures in the complete phase diagram but also the
real onset of resistivity anisotropy induced by the nematic
rotational symmetry breaking which is connected with the
structural phase transition.
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