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We present macroscopic and neutron diffraction data on multiferroic lightly Co doped Ni3V2O8. The magnetic
H -T phase diagrams have been derived from magnetization and electric polarization measurements with field
directions parallel to the principal crystallographic axes. While the phase diagram for H ‖ b is very similar to that
of the parent compound Ni3V2O8 for the commonly involved phases, the zero-field phases in (Ni0.9Co0.1)3V2O8

show a stronger instability for applied magnetic fields along the a or c axis. Neutron single-crystal diffraction
revealed the magnetic structure of the field-induced phase for H ‖ c with a collinear spin alignment along the a

and b axes for the two magnetically inequivalent sites. A pronounced irreversibility has been observed for the
transition between the zero-field spin cycloid and the field-induced phase, which is manifested in a propagation
vector change from q = (0.322 0 0) to q = (0.306 0 0), with slight modifications of the magnetic structure after
reentering the zero-field phase. The reentrant phase is characterized by a significantly larger b component of
the cross-tie site spin, therefore showing remanent features of the high-field phase. For H ‖ a the magnetization
data reveal anomalies, one of which was proved to reflect a field-induced transition from the cycloidally to the
sinusoidally modulated magnetic structure.

DOI: 10.1103/PhysRevB.94.174441

I. INTRODUCTION

Multiferroic materials [materials combining at least two
of the ferroic states, e.g., (anti)ferromagnetism and ferro-
electricity] have drawn significant scientific interest due to
their promising role in future applications (for an extensive
review of multiferroics and magnetoelectrics the reader is
referred to Refs. [1–5]). Depending on the origin of the
ferroelectric polarization multiferroic materials are classified
into two groups: proper (type-I) and improper (type-II)
multiferroics. In the latter, the electric polarization appears
as a by-product of the magnetic ordering, and therefore,
the two phenomena are intimately coupled. This ability to
control the magnetic properties by an electric field and vice
versa, the so-called magnetoelectric effect, renders these
compounds highly interesting for use as data storage devices.
Although the absolute value of the ferroelectric polarization in
improper multiferroics is rather low, the magnetoelectric effect
is very strong in comparison to the proper ones. However,
multiferroics, in which the electric polarization is induced
by a complex magnetic order originating from competing
exchange interactions, usually have rather low magnetic
ordering temperatures, well below 100 K (except for CuO with
an onset of ferroelectricity at 230 K [6,7]), which still does not
allow exploitation of this phenomenon for device application.
Engineered magnetoelectric heterostructures using thin films
of sandwiched magnetostrictive and piezoelectric materials
have also triggered huge research activity. An intensively stud-
ied improper multiferroic compound is the kagome staircase
system Ni3V2O8 crystallizing in the orthorhombic space group
Cmce [8,9] and revealing a sequence of four magnetic phase
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transitions [10–14]. Like for other multiferroic compounds,
first, a sinusoidally modulated incommensurate phase is
entered upon lowering the temperature, which is then followed
by an incommensurate spiral magnetic structure breaking
inversion symmetry and therefore inducing a net ferroelectric
polarization via the Dzyaloshinskii-Moriya interaction. Upon
further reduction of the temperature the single-ion anisotropy
term dominates the Hamiltonian for which the ground states
are simple commensurate antiferromagnets. Interestingly,
doping a low amount of Co into this system lowers the
magnetic phase-transition temperatures and suppresses the
low-temperature commensurate phases at least above 1.8 K
[15–20]. A comparison of the transition temperatures in
undoped Ni3V2O8 (x = 0), (Ni0.93Co0.07)3V2O8 (x = 0.07),
and (Ni0.9Co0.1)3V2O8 (x = 0.1) is shown in Fig. 1. Higher
doping levels of Co also change the types of magnetic
structures, as has been shown by macroscopic measurements
and neutron diffraction [21–23]. Here we present macro-
scopic and neutron diffraction measurements on multiferroic
(Ni0.9Co0.1)3V2O8, revealing the magnetic phase diagrams as
a function of temperature and the applied magnetic field along
the crystallographic axes. Preliminary magnetic studies on this
compound in fields up to 5 T were reported in Ref. [17].

II. EXPERIMENT

All measurements were performed on the same single-
crystal samples as used in Ref. [20]. The magnetization
was measured as a function of temperature and magnetic
field using a superconducting quantum interference device
(SQUID) magnetometer and a Physical Property Measurement
System from Quantum Design. The ac susceptibility was
measured at 10 Oe and 100 Hz, also in a superimposed dc field
(i.e., the so-called incremental susceptibility). The magnetic
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FIG. 1. Magnetic phase transitions in (Ni1−xCox)3V2O8 for x =
0, 0.07, and 0.10. The transition temperatures were taken from
Refs. [11,20].

field was applied within a few degrees of accuracy along the
principal crystallographic directions of the crystals (shaped
as a 3 × 2 × 5 mm3 parallelepiped along the crystallographic
a, b, and c axes, respectively). The data presented here are
not corrected for the demagnetizing field effect. The electric
polarization was studied along the b axis (coinciding with
the shortest dimension of a 0.75-mm plateletlike sample with
an area of 4 mm2) by pyroelectric measurements using a
Keithley 6517A electrometer. A poling electric field E ∼
1.3 kV/cm was applied while cooling down the sample
through the Néel temperature in order to obtain a single
polar domain state for which the field was continuously
applied during the magnetic-field or temperature-dependent
polarization experiments. The neutron diffraction experiments
were carried out at the four-circle diffractometers D23 and
D10 (ILL, Grenoble) using wavelengths of 1.28 and 1.26 Å,
respectively, from a Cu(200) monochromator. The nuclear
and magnetic structures have been investigated according to
the temperature- and field-induced magnetic phase transitions
seen by the macroscopic methods. All integrated intensities
were corrected for absorption by applying the transmission
factor integral exp[−μ(τin + τout)] using subroutines of the
Cambridge Crystallographic Subroutine Library [24] [τin

and τout represent the path lengths of the beam inside the
crystal before and after the diffraction process, and μ is
the linear absorption coefficient, which is 0.145 cm−1 for
(Ni0.9Co0.1)3V2O8].

III. RESULTS AND DISCUSSION

A. Macroscopic measurements

The real part of the magnetic susceptibility has been
investigated as a function of temperature and magnetic field
for applied field directions along the main crystallographic
axes. Figure 2 shows the temperature dependence with the
zero-field magnetic phase-transition temperatures marked with
dashed lines as a reference [20]. At the Néel temperature
the system undergoes a magnetic phase transition into the
high-temperature incommensurate (HTI) phase in which the
magnetic moments are sinusoidally modulated. It can be seen
that this phase transition is shifted towards lower temperatures
upon applying a magnetic field along either of the main crys-
tallographic axes. At low magnetic fields a second magnetic
phase transition into the low-temperature incommensurate
(LTI) phase, a cycloidal magnetic structure inducing a net

FIG. 2. Real part of the ac magnetic susceptibility as a function
of temperature for superimposed dc magnetic fields applied along
the a (top panel), b (middle panel), and c axes (bottom panel). All
data shown were recorded on warming up after a zero-field-cooling
procedure.

electric polarization, takes place (note that we use the same
nomenclature for the magnetic phases as in Ref. [11]).

The magnetic-field-induced phase transitions are in some
cases better visualized by plotting the real part of the suscep-
tibility as a function of the applied field at fixed temperatures
(Fig. 3).

The H ‖ a data shown in the top panel of Fig. 3 reveal
a change in the susceptibility slope at about 2 T, followed
by a broad peak and a further tiny change in the slope
in the 6–8-T region (the latter is marked by arrows) for
temperatures lower than the transition temperature from the
HTI to the LTI phase (the slope changes are clearly evident
on the susceptibility derivative, which are shown in the
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FIG. 3. Real part of the ac magnetic susceptibility at different
temperatures for dc magnetic fields applied along the principle crys-
tallographic directions. Solid (open) circles represent data measured
with increasing (decreasing) field. The inset in the bottom panel
shows the magnetization as a function of applied field at different
temperatures.

inset). The anomalous susceptibility at low temperatures
suggests magnetic-field-induced modifications of the magnetic
structure, which, according to the phase diagram of Ni3V2O8

[11], should involve the LTI-HTI phase transition. We will
elaborate a bit further on this when discussing the neutron
diffraction results. As the HTI phase is dominated by a
collinear alignment of the spine spins along the a axis, a
magnetic field parallel to the a axis would induce only a
spin-flop transition and a spin-flip transition at magnetic field
values higher than the ones probed in this study [27]. For H ‖ b

(Fig. 3, bottom panel) we observe hints of field-induced phase

FIG. 4. (a) Magnetic field ramps clearly showing a hysteresis
at the LTI-C transition. The extent of the hysteresis is reduced
towards the HTI phase. (b) Field-dependent imaginary part of the
magnetic susceptibility clearly indicating magnetic losses at the
field-induced transitions. The inset shows the temperature-dependent
susceptibility revealing that a field-treated sample (open symbols)
behaves differently than a non-field-treated sample (solid symbols)
in the temperature region corresponding to the LTI phase.

transitions only at low temperatures (below about 3 K) and
approximately 8 T. Note that for H ‖ a and H ‖ b no hysteresis
was observed on increasing or decreasing the field, and also
the imaginary component of the susceptibility (not presented)
remains negligibly small upon field or temperature variations.
For H ‖ c, a jump in the magnetization curves and a drop in
the real part of the susceptibility are observed at 1.8–1.9 T (see
the bottom panel of Fig. 3), signaling a field-induced transition
from the LTI into the commensurate weakly ferromagnetic
C phase, which is driven by the gain in the Zeeman energy
due to the interaction with its weak ferromagnetic moment.
This statement will be further justified on the basis of neutron
diffraction results. Since the magnetic field is practically
perpendicular to the spine spins, the observed decrease of
the susceptibility could be associated with a change in the
exchange stiffness after the transition to the C phase. The
field-induced transition is hysteretic with respect to magnetic
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field ramping, implying that it is of first order. With increasing
temperature, the width of the hysteresis decreases, and a bump
in susceptibility starts to emerge. The hysteresis disappears
at about 4.5 K, and a sharp susceptibility peak appears. The
divergence of the susceptibility and the absence of hysteretic
behavior suggest a second-order phase transition. Note that the
deduced nature of the phase transitions is in agreement with
the respective symmetries of the involved magnetic structures.
The LTI and the C phases possess Cm2a1′ and Cm′c′a
symmetries, respectively, which do not have a group-subgroup
relationship. This is already obvious due to the different
translational symmetries of the two phases, so there can be
only a first-order transition between those two phases. The HTI
magnetic structure has Cmca1′ symmetry, with Cm2a1′ being
a subgroup of it, which therefore predicts a transition of second
order. With a further increase in temperature the susceptibility
peak becomes broader and finally vanishes when reaching the
Néel temperature. Figure 4(a) illustrates the real component
of the susceptibility in more detail, while the corresponding
imaginary component is depicted in Fig. 4(b). The inset
in the latter figure displays an intriguing finding, namely,
that for temperatures below the HTI transition a pronounced
difference in the temperature dependence of the low-field
susceptibility recorded on heating from 2 K for a zero-field
cooled sample and a sample exposed to fields above 2 T at 2 K
exists. This behavior is in agreement with the irreversibility of
the susceptibility at 1.8 K below the hysteretic-field-induced

transition on up or down field ramps, which is shown in the
bottom panel of Fig. 3.

The electric polarization along the crystallographic b axis
Pb was measured in magnetic fields parallel to the a and c

axes as a function of H at fixed T (Fig. 5, left column) and
as a function of T at fixed H (Fig. 5, right column). No data
are shown for H ‖ b since in that case the maximum possible
field is insufficient to induce the LTI → C phase transition
and the LTI ↔ HTI phase border is not affected much in
this field range. We recall that a poling electric field E ∼
1.3 kV/cm was applied while cooling down the sample and
was continuously applied when measuring the polarization.
The top left panel of Fig. 5 depicts Pb(H ) for H ‖ a at fixed
temperatures to which the sample has been cooled in zero
magnetic field. In agreement with the magnetization data, at
very low temperatures (2 and 3 K) the polarization associated
with the LTI phase holds up to the maximum applied field of 5 T
and then is suppressed by the field only at temperatures above
4 K. This suppression is ascribed to the field-induced transition
into the HTI phase, which is paraelectric. Some selected Pb(T )
dependencies at fixed H are plotted in the top right panel of
Fig. 5. A hysteresis in both Pb(H ) and Pb(T ) is present on
crossing the transitions. The bottom left panel of Fig. 5 depicts
the Pb(H ) data for H ‖ c after a zero-magnetic-field-cooling
procedure. At 2 K Pb sharply falls to zero at Hcr ≈ 2 T on
increasing field and reappears on decreasing field at ∼1.5 T
by sharply rising to a value which is significantly smaller than

FIG. 5. Electric polarization as a function of magnetic field at fixed temperatures (left column) and as a function of temperature at fixed
magnetic field (right column) with H ‖ a (top row) and H ‖ c (bottom row). Solid (open) symbols represent data measured with increasing
(decreasing) field. In the bottom left panel circles represent a field sweep after ZFC, while triangles show data recorded after field cooling.
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the one recorded after zero field cooling (ZFC). On further
cycling the magnetic field the temperature hysteresis in Pb

holds, and the difference between ZFC and the reentrant values
of Pb remains. The disappearance of Pb above some critical
magnetic field and its reappearance on reducing the field is
naturally related to the field-induced transition between the
polar LTI and the paraelectric C phases, already revealed in
the magnetic measurements. The above-described difference
in the electric polarization of the LTI phase after the ZFC
procedure and after reentering it from the high-field C phase
corroborates the observed differences in the magnetization,
which are shown in Fig. 4(b). It is also consistent with the
neutron diffraction results suggesting some differences in
the LTI structure after ZFC and after reentering from the C

phase, which will be discussed further below. However, the
smaller LTI polarization recording on reentering could also
result from the applied electric field (∼1.3 kV/cm) during the
magnetic field ramp not being sufficiently high to establish
a single domain state. With increasing temperature both the
width of the temperature hysteresis in Pb and the difference
between ZFC and the reentrant values of Pb decrease (see
the 4.5 K data), and the polarization, instead of rising sharply
on reentering the LTI phase, reappears smoothly. At 5 K the
polarization is already significantly reduced and only slowly
changes with the field variation without any jump (data not
shown). It finally vanishes at T � 5.5 K. Some selected Pb(T )
dependencies at fixed H along the c axis are given in the
bottom right panel of Fig. 5 for fields smaller than the critical
field of about 2 T. They evolve in a similar fashion and
only slightly shift towards low temperatures. On approaching
Hcr ≈ 2 T the polarization decreases and vanishes at higher
fields. We note that the observed temperature hysteresis is
partly affected by the measurement conditions (a temperature
sweep of 0.6 K/min was used). The critical parameters, Hcr

and Tcr , determined from Pb(H ) and Pb(T ) in the above
crystallographic orientations are used, along with the magnetic
and neutron diffraction results, to construct the phase diagrams
(Fig. 6). Hcr was associated with the dP/dH maximum (in
absolute values), while Tcr was ascribed to the middle of the
steepest part of Pb(T ) recorded on cooling and on warming.
Since Tcr in the two cases is within the limit of the experimental
error in temperature (0.2 K) we can neglect the temperature
hysteresis on the LTI ↔ HTI phase border.

B. Neutron diffraction experiments

1. H ‖ a

A set of 350 unique nuclear reflections according to the
space group Cmce has been recorded, and the results of the
nuclear structure refinement agree with our previous measure-
ments [20]. The magnetic structures have been investigated
at T = 1.5 K for three different field values, H = 0, 4,
and 9 T, for which more than 200 magnetic satellites have
been measured. The zero-field data set corresponding to the
cycloidal LTI phase could be explained by a mixture of two
irreducible representations, which agrees with our previous
measurements using a four-circle cryostat. Figure 7 shows
the magnetic-field dependence (T = 1.5 K) of two magnetic
satellites representative of the incommensurate cycloidal struc-
ture, while the inset depicts the evolution of a commensurate

FIG. 6. Magnetic H -T phase diagrams of (Ni0.9Co0.1)3V2O8 for
magnetic fields along the principal crystallographic axes. Red dots
were obtained from the anomalies in the χ (H ) curves, while the blue
dots emerge from the anomalies in χ (T ). Green dots represent the
phase transitions observed by neutron diffraction. Light blue dots
were obtained from Pb(H ) measurements, and magenta dots were
obtained from Pb(T ). Open symbols denote the C → LTI phase
transition in decreasing magnetic field. For H ‖ c the C phase in
parentheses refers to the fact that weak commensurate reflections
coexist within the LTI and HTI phases after a field treatment.

peak which is allowed in the field-induced C structure but
forbidden for a ferromagnetic component due to the glide plane
perpendicular to the c axis of space group Cmce. While the
propagation vector does not change, the intensity evolution of
the magnetic satellites shows two anomalies at approximately
3 and 8 T where the slope of the intensity decrease changes
with increasing magnetic field (note that the intensity of the
satellites does not drop to zero above 8 T). All data sets
have been analyzed using the combination of the irreducible
representations �1 and �4 (see Refs. [13,20] for more details),
where all parameters from the nuclear structure refinement
have been fixed while only refining the coefficients according
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FIG. 7. Left ordinate: Integrated intensities as a function of
the applied magnetic field along the a axis (solid circles). With
increasing field the incommensurate reflections are weakened, while
the evolution seems to reveal two kinks at 3 and 8 T. The kink at 8 T has
a clear origin (i.e., the transition to the sinusoidal state accompanied
by a disappearance of the b component of the spine spin), while the
kink at 3 T [only clearly observable for the (−0.68,1, − 1) reflection
but not for (−0.68,1,0)] has no such clear physical origin. We may
speculate that it reflects the onset of the cycloidal b component
suppression which is already evident at 4 T (see Table I). Right
ordinate: The refined ratio between the imaginary b and the real a

components of the spine spins from full data collections at different
field values revealing a similar evolution with magnetic field (the solid
line is a guide to the eye). The inset shows the field dependence of
the commensurate antiferromagnetic (130) reflection representative
for the C phase.

to the symmetry-adapted basis vectors. The results in Table I
suggest that the increase to H = 4 T reduces the magnetic
moments of the spine sites, while the cycloidal envelope
becomes more elliptic. As no increase of the antiferromagnetic

TABLE I. Refined components of the basis vectors for spine
spins Ss given in Bohr magnetons for the magnetic structure model
describing the data at T = 1.5 K (�1 + �4) in zero and applied field
along the a axis. Note that the basis functions of �1 are shifted by a
phase factor of π/2 with respect to those of �4. The ratio between the
main and fine components of the different irreducible representations
has been fixed to the value obtained in our previous zero-field analysis
[20]. The main components are listed in bold.

μ0H (T ) S
p,r

�n
x = 0.10

0 Ss
�1

[−0.19(7), 1.37(7)i, −0.1(2)]

Ss
�4

[1.96(3), 0.121(2)i, −0.013(1)]

χ 2 (RF ) 9.2 (14.3)

4 Ss
�1

[−0.24(8), 0.9(1)i, 0.0(2)]

Ss
�4

[1.64(4), 0.101(3)i, −0.017(1)]

χ 2 (RF ) 11.3 (14.3)

9 Ss
�1

[−0.2(2), 0.0(2)i, 0.0(1)]

Ss
�4

[1.26(4), 0.078(2)i, −0.022(1)]

χ 2 (RF ) 4.7 (21.2)

FIG. 8. Integrated intensities of incommensurate (blue symbols,
left ordinate) and commensurate (green symbols, right ordinate)
magnetic reflections as a function of the applied magnetic field along
the c axis. Data recorded with increasing (q = q0) and decreasing
(q = qH ) field are represented by circles and triangles, respectively.
In the top panel the solid and dashed lines are guides to the eye, while
the inset shows the field evolution of a nuclear reflection. The data
show a clear hysteretic behavior at T = 1.5 K, which is reduced for
T = 4.5 K and absent for T = 7 K. The inset in the bottom panel
shows a q scan along the a∗ direction before the first application of the
external field, clearly illustrating the absence of the (110) reflection.

(−1 3 0) and no additional intensity on the nuclear structure
peaks were observed, it seems that the magnetic moments are
entirely modulated according to q = (0.32 0 0). We cannot
rule out the formation of new magnetic satellites, which is,
however, very unlikely. Interestingly, at H = 9 T, above the
high-field change of the susceptibility slope visible in Fig. 3
(top panel), the envelope of the cycloidally modulated spine
spins is effectively flattened towards the a axis, while the
cross-tie spins remain unaffected by the applied field within the
experimental precision [25]. The high-field magnetic structure
at T = 1.5 K is therefore topologically equivalent to the HTI
structure. The ratio between the refined real a axis and the
imaginary b axis components of the spine spins is plotted in
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FIG. 9. The q scans along the a∗ direction across the (110)+q0

and (150)+qH magnetic satellites at H = 0 T before and after
applying a magnetic field along the c axis. The shift in the position
clearly shows a smaller incommensurability for the field-treated state.

Fig. 7, which coincides with the shown field evolution of the
magnetic Bragg reflection intensities. Regarding the feature at
2.5–3 T which is clearly present only for the (−0.68 1 −1)
reflection and not for (−0.68 1 0), we suggest that it reflects
specific features in the field evolution of the cycloid. In
particular, it is close to the maximum observed in χ vs H ‖ a

dependence (Fig. 3), which could be related to a precursor of
the further significant suppression of the b component of the
cycloid observed at 4 T (Table I).

2. H ‖ c

In order to verify the nuclear and magnetic structures at
zero field and T = 1.5 K 40 and 60 reflections were measured,
respectively. According to the pronounced hysteresis observed
in the magnetic susceptibility for the LTI → C transition, three
different Bragg reflections were measured as a function of
magnetic field at three different temperatures. In Fig. 8 it can
be seen that the intensity of the incommensurate magnetic
peak (1.32 1 0) from the cycloidal structure vanishes at the
phase transition into the commensurate C phase where the
(1 1 0) reflection emerges. In agreement with the macroscopic
data a clear hysteresis in the field-dependent evolution of the
magnetic intensities can be observed when the field is ramped
up and down. Furthermore, the propagation vector changes
from q0 = (0.322 0 0) to qH = (0.306 0 0), where q0 refers
to a zero-field-cooled sample and qH denotes the propagation
vector of the reentrant phase after ramping the field across
the LTI → HTI phase transition (see Fig. 9) [26]. In analogy
to the susceptibility the hysteresis becomes less pronounced
when approaching the zero-field phase-transition temperature
into the HTI phase. Note that the data shown here were
taken after previous field ramps and that the (110) reflection,
corresponding to the C phase, reveals nonzero intensity after
ramping the field down to zero. Therefore, this suggests the
coexistence of the LTI/C and HTI/C phases in the respective
temperature ranges. The absence of the (110) reflection before

FIG. 10. Visualization of the magnetic structures of the (a)
cycloidally modulated LTI phase, (b) the sinusoidally modulated
HTI, and the (c) commensurate C phase. Note that the cross-tie spins
(orange) are overscaled by a factor of 5 with respect to the spine spins
(yellow) in (a) and (b).

the very first application of magnetic field along the c axis is
shown in the inset of the bottom panel. Due to the lack of a full
data set of C-type reflections at H = 0 T we can only estimate
that at T = 1.5 K the magnetic moments on both sites are
roughly 10 times smaller in comparison to the values obtained
at H = 3 T. The inset in the upper panel of Fig. 8 depicts the
field dependence of a nuclear reflection which does not show
a clear increase in intensity. Furthermore, the refinement of a
nuclear data set at T = 1.5 K and H = 3 T did not reveal a
significant field-induced ferromagnetic component along the c
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axis. Note that in the parent compound Ni3V2O8 no significant
c spin component could be observed up to 8 T [13]. From the
magnetization jump at the LTI → C transition shown in the
inset of the bottom panel of Fig. 3 we can see that the induced
ferromagnetic moment along the c axis is smaller than 0.2μB

per magnetic ion, which is beyond the limit of detectability
given the fact that the additional magnetic intensity in an
unpolarized neutron diffraction experiment is found super-
posed on the strong nuclear reflections. Particularly for the
(200) reflection, the magnetic structure factor with an induced
magnetic moment of 0.2μB would be 50 times smaller than
the nuclear structure factor, yielding I/I0 = 1.0004. A set of
50 commensurate magnetic Bragg reflections was recorded
at T = 1.5 K with an applied magnetic field of 3 T, which
is within the field-induced C phase. The magnetic intensities
could be explained by a single irreducible representation with
a collinear alignment of the spine spins along the a axis, which
in turn polarizes the cross-tie spins along the b axis, i.e., the
direction imposed by symmetry restrictions.

The magnetic structure at zero field was investigated before
(q0) and after the field (qH ) was ramped up to 6 T. No
significant change could be observed on the spine spins;
however, the cross-tie spins showed a significant increase of the
b-axis component. Before the application of the magnetic field,
the refined cross-tie moment is [−0.1(1)i −0.03(9) 0.20(8)]
(RF = 10.8), in agreement with our previously published data
[20], while it becomes [0.0(1)i −0.4(1) 0.20(9)] (RF = 13.2)
in the reentrant phase. This agrees with the observation of
an increased response in the susceptibility of a field-treated
sample for H ‖ c seen in Fig. 4. One could suppose that
such differences in the ordered magnetic moments could
be related to a partially disordered or short-range ordered
component; however, our analysis of the peak shape did
not allow us to make any confident statement because of
the rather weak intensities and insufficient statistics for this
kind of analysis. A further set of commensurate peaks was
measured at 7 and 5.5 T which still could be explained by the
commensurate antiferromagnetic structure. This fact agrees
with the bottom panel of Fig. 8, which shows that the intensity
of the commensurate antiferromagnetic Bragg peak (1 1 0)
constantly increases above 2 T. As pointed out before, (h k

0) reflections with h and k being odd are absent due to the
glide plane perpendicular to the c axis. Therefore, an induced
ferromagnetic moment within the paramagnetic phase can be
ruled out below 7 K.

IV. CONCLUSION

All susceptibility and electric polarization curves shown in
Sec. III A and the information from the neutron diffraction
experiments (Sec. III B) were used to draw the magnetic
H -T phase diagrams along the three main crystallographic
axes (Fig. 6). As already reported earlier [20], the main
differences in comparison to the undoped compound are, on
the one hand, the stabilization of the multiferroic cycloidal
phase LTI down to at least 1.8 K and, on the other hand,
lower respective transition temperatures at zero magnetic
field. Our previous results together with the theoretical work
presented in Ref. [13] allowed us to draw detailed conclusions
concerning the fine balance between the single-ion anisotropy

and the competing exchange interactions. We recall that
the increased qx component of the propagation vector and
the larger temperature stability range of the HTI phase
suggested an increased single-ion anisotropy K due to Co
doping which is compensated by larger J2/J1 and K/J1

ratios (J1 and J2 denote the exchange coupling constants
between nearest and next-nearest neighbors along the spine
spin chain, respectively). While the magnetic phase diagram
for a magnetic field along the hard axis b is very similar for
the commonly involved phases, the LTI and HTI phases show
a stronger instability in (Ni0.9Co0.1)3V2O8 for applied fields
along the a and c directions because for a given temperature
significantly lower magnetic fields are necessary to induce the
respective transitions. This is most pronounced for the HTI
phase with H ‖ c, which in the doped compound exists only
below 2.5 T, while in the parent compound the stability range
extends to 6 T. Within the HTI phase the dominant energy
term is the single-ion anisotropy which favors a collinear
spin alignment at the cost of exchange energy (which only
becomes more important at lower temperatures) as the ordered
value of the magnetic moment is reduced because of the
sinusoidal modulation. Due to the larger single-ion anisotropy
a smaller external magnetic field is therefore sufficient in
order to induce the C phase. In addition, we observed a
smaller qx component of the propagation vector in the reentrant
phase. As the competing interactions along the spine chains
determine the incommensurate propagation vector of the
magnetic structures according to cos[(1 − qx)π ] ≈ −J1/4J2,
a smaller qx value would therefore indicate a reinforcement
of the nearest-neighbor interaction J1 with respect to the
next-nearest-neighbor interaction J2. This observation is well
in line with the remanent features of the C phase, which
consists of collinear alignments of cross-tie and spine spins.
For magnetic fields applied to the a axis two anomalies are
observable in the field dependence of the integrated magnetic
reflections (Fig. 7). While the anomaly at 7.8 T is clearly
related to the field-induced LTI → HTI transition, the change
in slope visible for (−0.68 1 −1) is not entirely clear. Due to
the limited number of complete neutron diffraction data sets
it can only be speculated that the cycloidal envelope starts to
shrink and become more elliptic for magnetic fields stronger
than a critical value, which also roughly corresponds to the
maximum of the field-induced susceptibility for H ‖ a (see
Fig. 3). Furthermore, our findings reveal a rather unusual phase
boundary between the C and paramagnetic phases for H ‖ c,
where the application of a magnetic field drives the disordered
phase into an antiferromagnetically ordered one, the so-called
induced antiferromagnetism, at least for temperatures close
to TN . Our neutron diffraction results undoubtedly prove the
stability of the C phase up to 7 K (see Fig. 8, bottom panel).
The most interesting result concerns the hysteresis at the phase
transition between the LTI and C phases for H ‖ c which is
observable in the susceptibility, in the polarization, and in
the neutron diffraction data and disappears for temperatures
approaching the HTI phase. Hysteretic behavior has been
reported for other multiferroic compounds [28,29], such as
TbMnO3 and DyMnO3; however, either an incommensurate-
to-commensurate lock-in of the propagation vector with a
small change in q [30,31] or a continuous incommensurate-
to-incommensurate transition with a change of modulation
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[32] is concerned, respectively, where the electric polarization
flop occurs. In (Ni0.9Co0.1)3V2O8 the case is different as the
high-field phase is a q = 0 antiferromagnet, which means
that the modulation drastically changes. All our employed
methods furthermore suggest a different magnetic structure
upon reentering the low-field phase, which is undoubtedly
manifested in the higher magnetization response, in the
lower polarization, and in the change in the propagation
vector. Furthermore, we have observed the coexistence of
incommensurate reflections within the LTI and HTI phases
and weak commensurate ones originating from the C magnetic
structure after the sample has been driven across the respective
transitions on increasing and then decreasing field. We can
estimate that the scattering at those commensurate positions
stems from magnetic moment values of roughly a tenth
compared to those at H = 3 T well within the C phase.
The propagation vector in the parent compound Ni3V2O8 is
sensitive to the temperature throughout the LTI phase, and
our results show the sensitivity to a magnetic field treatment,
which raises a question about a continuum or manyfold of
ground and metastable states within the LTI phase, not only in
this material but in multiferroics in general, as the magnetic
structure at certain conditions seems to be dependent on the
path on which the system is driven towards those conditions
[33]. Our data presented here show a significantly increased
cross-tie moment in the reentrant phase. Given the fact that
the C structure is commensurate with a collinear cross-tie spin
alignment along the b axis [see Fig. 10(c)], an increased b

component and a smaller propagation vector (i.e., a longer-
pitched magnetic periodicity towards commensurability) in
the reentrant phase are arguments for remanent features of
the C structure. In other words, when the systems is driven
from the weak ferromagnetic and single-domain C phase
(k = 0), established in high fields, to the incommensurate
zero-field phase, it tends to rest in a local (metastable) energy
minimum state with a wave vector closer to k = 0. The
latter could differ from the incommensurate state which is
stabilized after a zero-field-cooled thermodynamic path. An
increasing J1/J2 ratio, remanent features of the C phase within
the incommensurate magnetic structures, and the existence
of commensurate magnetic peaks after crossing the phase
boundaries on decreasing fields to H = 0 T corroborate our
conclusions. A possible origin for such local minima on
reentering from the high-field state could be magnetic and
structural inhomogeneities inherent in doped crystals.
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