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Electronic transitions induced by short-range structural order in amorphous TiO2
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Several promising applications of amorphous titanium dioxide, aTiO2, have appeared recently, but the
correlation between electronic properties and atomic short-range structural order is poorly understood. Herein we
show that structural disorder yields local undercoordinated TiOx units which influence electronic hybridization of
Ti-[4p] and Ti-[3d] orbitals with a low crystal-field splitting [E(eg)-E(t2g) = 2.4 ± 0.3 eV]. The short-range order
and electronic properties of aTiO2 thin-film oxides are described through an integrated approach based on x-ray-
absorption experiments and ab initio computational simulations where the energy splitting of the electronic levels
in the Ti-[4p-3d] manifold are analyzed. Structural disorder provides enough p-d orbital mixing for the hybridized
electronic transitions from the Ti-[1s] core level into the [Ti-t2g] and [Ti-eg] bands [1s → 4p-3d excitations],
to be allowed. This yields an intense pre-edge structure in the Ti K-edge x-ray-absorption near-edge structure
spectrum of aTiO2, which is consistent with the projected density of states on the photoabsorbing Ti atoms.
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I. INTRODUCTION

Recently, amorphous titanium dioxide [aTiO2] has gained
increased attention due to its possibility for deposition at room
temperature, which greatly simplifies deposition technologies.
Thin-film oxides of aTiO2 exhibit large roughness and porosity
and hence a large surface area [1]. This simplifies diffusion
of ionic species, making of aTiO2 a promising electrode for
applications in high-capability Li+-Na+-ion batteries [2,3],
and electrochromic devices [4,5]. Particularly, aTiO2 layers
display potential applications in memristor switches [6],
transistors [7], and anticorrosion coatings [8]. As stated by An-
derson [9], Mott [10], and Cohen et al. [11], disorder generally
induces localization of electronic states near the energy-gap
edges. This yields band tails of occupied/unoccupied localized
states, which extend into the mobility gap. Extended energy
band tail states in disordered TiO2 provide trapping sites for
photoexcited charge carriers, avoiding their fast recombina-
tion, and providing effective electron-hole transfer, thus po-
tentially increasing the photocatalytic efficiency [12]. In most
nanoparticle systems, the surface is also less crystalline with
surface reconstruction and disorder. Detailed knowledge of the
atomic short-range structural order in amorphous transition-
metal oxides [aTMOs] is thus necessary for understanding the
electronic properties of not only fully amorphous systems but
also of the vast class of nanoparticle systems investigated in a
plethora of fields. It would thus be of great interest, and also
crucial for the understanding of many systems to explain elec-
tronic properties as a function of structural disorder in aTiO2.

In spite of attempts carried out to extract the atomic-
structural order of aTiO2 from experimental data, some results
remain unclear. Previous studies on the pair distribution
function [PDF] suggested that the local order of aTiO2

resembles a brookitelike phase [13]. However, upon thermal
heating, kinetics of phase transitions shows that aTiO2 evolves
into anatase or rutile rather than to a brookite phase [14].
Later studies on the PDF of aTiO2 nanoparticles stated that
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such systems hold a distorted shell surrounding a crystalline
anatase core [15]. However, studies of neutron diffraction [ND]
and x-ray absorption [XAS] show that while such systems
hold small amounts of crystalline anataselike domains, the
mixture of several TiO2 phases and undercoordinated TiOx

units must not be ruled out [16]. In fact, it has been shown that
analysis based on PDF schemes is unreliable to recover the
right statistic of two- and three-body correlations in the nearest
atomic-coordination shells [17]. This yields underestimations
in the distribution of Ti coordinations, which could explain
why the reverse Monte Carlo [RMC] PDF modeled aTiO2

nanoparticles exhibit XAS spectra that diverge from the
measurements [15]. While those studies just assess the atomic
local order, none of them analyze the electronic properties of
the simulated amorphous systems. Band-structure calculations
have shown that realization of tail states in aTiO2 is due
to dangling bonds created upon amorphization [18], and
then electronic properties depend on the atomic local order
generated by a specific amorphization scheme [19]. Thus,
there is still need for a unified view of experimental data and
theoretical models to correctly describe the dependence of the
electronic properties on the atomic short-range order of aTiO2.
This unified approach is missing, and is valuable to understand
band-tail states, electron localization, electron-hole transport,
and polarons not only in aTiO2 but also in other aTMOs.

In this work, we unify x-ray-absorption experiments with
computational simulations to consistently describe the three-
dimensional [3D] atomic short-range structural order and
electronic properties of aTiO2 thin-film oxides. Here, our main
goal lies in studying the role of the local-range order on the
electronic transitions giving rise to the x-ray-absorption near-
edge structure [XANES] spectrum of aTiO2. The atomic short-
range structural order of aTiO2 has been extracted by RMC
simulations of the experimental extended x-ray-absorption
fine-structure [EXAFS] spectra. RMC-EXAFS is a more
advanced approach to analyze EXAFS spectra than standard
EXAFS peak fitting. The last one employs small atomic
clusters without periodic boundary conditions to optimize
the relative weights of scattering paths, Debye-Waller factors
σ 2, and ensemble parameters [17,20]. While standard EXAFS
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fitting merely provides average values of structural parameters,
it does not have the ability to reproduce the full 3D structure of
the system. Lack of single local order in amorphous systems
yields a distribution of interatomic bond distances, bond an-
gles, and ionic coordinations [21], that cannot be well resolved
by standard EXAFS fitting. Studies of disordered systems
based in Ti oxides usually deconvolute the pre-edge structure
of XANES spectra in Gaussian and Lorentz functions, the peak
heights, energy positions, and areas of which are compared
against reference spectra of crystalline TiO2 phases to estimate
Ti coordination and population ratio [22–24]. This method
provides qualitative information of atomic coordination, but
it is only valid for few unequal Ti environments [25,26].
Moreover, its use is limited by the fact that normalized
peak height versus energy position of pre-edge-XANES peaks
depend not only on the ionic coordination but also on the static
disorder in bond lengths, bond angles, experimental resolution,
and formation of disordered domains arising from distinct
deposition conditions [23,26]. The RMC-EXAFS approach
applied here overcomes all those drawbacks. It provides
statistical structural parameters along with fully optimized 3D
structural models which fit the experimental EXAFS spectra
and hold the right density of scattering centers. Inclusion of
multiple scattering terms yields explicit treatment of three-
body correlations [20]. Effects of static disorder due to fluctua-
tions of interatomic bond distances, atomic coordinations, and
bond angles are intrinsically taken into account by summing
over large ensembles of atomic configurations, from which the
structural ensemble-averaged EXAFS spectrum is computed.

Herein we show from RMC-EXAFS simulations a correct
reproduction of the atomic short-range order of aTiO2, match-
ing its EXAFS-XANES spectra. Accuracy of structural models
is analyzed by ab initio self-consistent real-space full multiple
scattering [FMS] [27] and ab initio molecular dynamics [MD]
simulations. Further, we go beyond structural analyses, and we
unify the RMC-EXAFS simulated structures of aTiO2 with
finite difference methods [FDMs] [28], and hybrid density
functional theory [DFT] [29], to assess correlations between
local-range order and electronic properties. We analyze the
electronic effects where disorder yields band-tail states, elec-
tronic hybridization, and p-d orbital mixing, which account
for dipole hybridized electronic transitions from the Ti-[1s]
core level into [Ti-t2g; eg] bands [1s → 4p − 3d excitations],
in the pre-edge structure of the XANES spectra of aTiO2. The
unified approach presented here offers a systematic method
to assess the short-range order of disordered materials and
correlate it with the electronic properties.

II. EXPERIMENTAL METHODS

Thin-film oxides of aTiO2 were deposited by reactive
dc magnetron sputtering [thickness δ ≈ 600 ± 20 nm, and
density ρ ≈ 3.82 g/cm3], with an O/Ti ratio of 2.00 ± 0.04 as
determined by Rutherford backscattering spectrometry (RBS),
and previously reported [4].

XANES and EXAFS at the Ti K-edge of aTiO2 and refer-
ence anatase TiO2 films were collected in fluorescence mode
using a passivated implanted planar silicon (PIPS) detector, at
beamline I811 at MAX-lab synchrotron source, Lund, Swe-
den [30]. The beam was focused employing a Si[111] double-
crystal monochromator. Measured EXAFS spectra, k2χ (k),

were extracted by standard data reduction, absorption-edge en-
ergy calibration, and background subtraction, and then Fourier

transformed to FT|k2χ (k)| in the range �k = 2–10 Å
−1

, as
implemented in ATHENA [31]. Standard nonlinear least-squares
EXAFS fitting was implemented to previously calculate inter-
atomic distances, coordinations, and Debye-Waller factors σ 2.
To this end, atomic clusters of aTiO2 and anatase TiO2 [space
group I41/amdS; ICSD 9852], generated by ATOMS [31],

were fitted to the experimental k2χ (k) [in �k ≈ 2–10 Å
−1

],
and FT|k2χ (k)| [in �R ≈ 0–6 Å] spectra, using ARTEMIS [31].
Amplitudes and phase shifts for single- [Ti O ; Ti Ti ], and

multiple-scattering [Ti O O ; Ti Ti O ; Ti O Ti O ] paths
were self-consistently calculated using the ab initio real-space
FMS FEFF8.4 code [27]. Fittings were done by allowing
small fluctuations of interatomic bond distances and atomic
coordinations. The σ 2 factors and the threshold energy shift
�E0 were used as free parameters.

III. COMPUTATIONAL SIMULATIONS

A. Reverse Monte Carlo RMC-EXAFS simulations

To simulate the local-structural order of aTiO2, input
structures comprising Ti=72 and O=144 atoms randomly

distributed in cubic cells [V ≈ 2521 Å
3

and ρ ≈ 3.82 g/cm3]

were fitted to the experimental k2χ (k) [in �k ≈ 2–10 Å
−1

]
and FT|k2χ (k)| [in �R ≈ 0–6 Å] spectra by RMC-EXAFS
simulations as implemented in RMCProfile [32]. An amplitude
reduction factor S2

0 ≈ 0.94(2) was set from the overlapping
integral in self-consistent calculations of the cluster potential
by ab initio FMS in the muffin-tin approximation. The
complex exchange correlation Hedin-Lundqvist self-energy
potential and default values of the muffin-tin radii, as provided
from FEFF8.4 [27], were used. Self-consistent calculations
were implemented to have a more reliable determination of
Fermi level, for accurate comparison with ab initio calculation
of electronic structure. It also provides reliable EXAFS phase
shifts and S2

0 factors, considering the nonorthogonality of the
initial- and final-state atomic orbitals of the absorbing atom.
From preliminary EXAFS analysis by ARTEMIS, the threshold
energy shift was set to �E0 ≈ −4.87 eV. Amplitude and phase
shifts for single- and multiple-scattering paths were calculated
considering atoms up to R ≈ 7 Å, from the photoabsorbing
Ti atoms in the input atomic configurations. The following
scattering paths between the absorbing Ti and scatterering
Θ ;Φ O ;Ti atoms were used: (i) single scattering Ti Θ ;

(ii) triple scattering Ti Θ ; (iii) double and (iv) triple scattering
in nearly collinear atomic chains with the absorber at the end

of the chain Ti Θ Φ ; Ti Θ Φ [scattering angles =
0◦–30◦]; (v) double triangular scattering path with the absorber
at the middle Θ Ti Φ [scattering angles = 10◦–180◦];
(vi) double scattering in triangular path with scatterers at first
and second coordination shells around the absorber Ti Θ Θ

[scattering angles = 0◦–40◦]; and (vii) triple scattering
in collinear chain with scatterers at the first coordination
shell around the absorber, which by itself behaves as a
scatterer Θ

Ti
Φ [scattering angles = 10◦–180◦]. Note
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that although some single contributions arising from those
multiple-scattering processes could be lower than others,
their average contributions become important because there
are a large number of them, and they vary among different
amorphous structures of aTiO2. Thermal damping of RMC-
EXAFS signals associated to structural disorder σ 2 is given
by the statistical average of k2χ (k)Ave

RMC spectra, calculated by
summing over the ensemble of atomic configurations [17].
From preliminary EXAFS fitting by ARTEMIS, atoms were con-
strained to move into cutoff distances Ti–O ≈ 1.92–1.98 Å;
O–O ≈ 2.56–2.74 Å; Ti–Ti ≈ 3.0–3.6 Å. This avoids the
atoms getting too close and the breaking of Ti–O bonds.
Average coordination constraints were inserted, and their
weighting was gradually reduced at each RMC run. This
led to average coordination distributions NTi–O ≈ 4.0–7.0;
NTi-Ti ≈ 2.0–3.0, which were found to be the most suitable
steady-state conditions to decrease the residual and reach
spectral convergence. From a first RMC-EXAFS run,

the structurally averaged k2χ (k)RMC [�k ≈ 2–10 Å
−1

]
spectra were calculated from all photoabsorbing Ti
atoms in the input atomic configuration, and then
Fourier transformed to FT|k2χ (k)|RMC [�R ≈ 0–6 Å].
The input atomic configurations were then optimized by
allowing 3–5% of atoms to undergo displacements of ≈0.06 Å
at each RMC cycle. Total k2χ (k)RMC and FT|k2χ (k)|RMC

spectra equaling to the averaged single spectrum of each
photoabsorbing Ti atom were recalculated every RMC cycle.
Convergence to minimum residuals ∼1–5 × 10−3 was attained
by running ∼6–8 × 105 RMC cycles. Eighteen structures
of aTiO2 unveiling similar short-range order were properly
simulated and calculated structural correlation corresponds to
the averaging over those RMC-EXAFS simulated structures.

B. Molecular-dynamics MD-EXAFS simulations

In order to validate our RMC-EXAFS implementation, and
since RMC schemes lack a unique solution, ab initio MD simu-
lations, as implemented in VASP [29], were carried out to extract
“snapshots” of structural trajectories of aTiO2, and compare
them with those generated from RMC-EXAFS simulations. To
this end, a cubic cell comprising Ti = 72 and O = 144 atoms

[V ≈ 2521 Å
3
, ρ ≈ 3.82 g/cm3], resized from the crystal

symmetry of rutile TiO2 [space group P 42/mnm; ICSD
202241], was used as input structure. Amorphization was done
by heating up to 5000 K [TiO2 melting point ≈2116 K [19]].
MD was equilibrated in the liquid state for 2 ps, and then
allowed to evolve for 2 ps, using 1-fs time steps at constant
energy as a microcanonical ensemble. Then, thirty MD snap-
shots were selected and quenched down to 300 K, to simulate
aTiO2. Reaching of steady-state condition upon 104 ionic steps
ensures that MD was energetically and structurally relaxed.

To assess the reliability of the MD snapshots of aTiO2, MD-
EXAFS functions k2χ (k)MD were computed by ab initio FMS
and compared with measured k2χ (k) spectra. The complex
exchange-correlation Hedin-Lundqvist self-energy potential
was used. The scattering potentials were computed in the
muffin-tin approximation and muffin tins were overlapped to
1.15 to reduce effects due to potential discontinuities using
FEFF8.4 [27]. S2

0 ≈ 0.88(4) was estimated from the overlap-
ping integral by self-consistent calculations of the cluster po-

tential. Thermal damping of MD-EXAFS signals associated to
the structural disorder, σ 2, is given by the statistical average of
k2χ (k)MD spectra calculated by summing over the ensemble of
thirty MD trajectories. Single Ti K-edge k2χ (k)Sin

MD functions
were calculated for each absorbing Ti atom inside clusters of
radii R = 7 Å, then averaged to a total k2χ (k)MD and Fourier
transformed to a total FT|k2χ (k)|MD function.

C. Ab initio calculation of RMC- and MD-XANES

Ab initio calculations of the XANES spectra for both
RMC-EXAFS and MD simulated structures of aTiO2 were
done in order to (i) validate the atomic coordination of
photoabsorbing Ti atoms by reproduction of the pre-edge
structure of the experimental XANES spectra and (ii) assess
the electronic transitions [t2g; eg] related to the electronic
structure of unoccupied states in aTiO2. The Ti K-edge RMC-
and MD-XANES spectra were calculated self-consistently
by ab initio FDM, as implemented in FDMNES [28]. Since
FDM does not approximate the potential’s form, it provides
accurate descriptions on the structure of occupied/unoccupied
electronic states. The real energy-dependent exchange Hedin-
Lundqvist potential was used. The final excited state was
approximated by relaxed configurations with a core hole at
the [1s] level and an additional electron in the [4p] level
for configurations Ti ≡ [Ar]3d14s24p1 and O ≡ 1s22s22p4.
Single Ti K-edge RMC- and MD-XANES spectra were
calculated on a grid of 7 Å centered at each photoabsorbing Ti
atom and averaged to total FDM-RMC and FDM-MD XANES
spectra. FDM-XANES spectrum for anatase TiO2 [space
group I41/amdS; ICSD 9852], was calculated for comparison.

D. Hybrid density functional theory

Electronic properties of RMC-EXAFS simulated structures
of aTiO2 were studied by ab initio hybrid DFT [33], and
used to describe the 1s → 4p-3d dipole hybridized electronic
transitions associated to the pre-edge structure of the XANES
spectra of aTiO2. Structural relaxation was done using the
Perdew-Burke-Ernzerhof [PBE] functional [34], with the elec-
tron projector-augmented wave method [35], as implemented
in VASP. A maximal force criterion convergence of 0.01 eV/Å
was used, and an energy cutoff 400 eV was used to expand the
Kohn-Sham orbitals in the plane-wave basis set. A 1 × 1 × 1
Monkhorst-Pack mesh [36] at the � point was used for k

sampling, and the nonlocal range separated screened hybrid

functional HSE06 [20% HF; 80% PBE; ω = 0.2 Å
−1

] [37]
was used.

IV. RESULTS AND DISCUSSION

A. Short-range order of aTiO2 by RMC-EXAFS

Figure 1(a) shows spectral fitting from RMC-EXAFS
simulations k2χ (k)RMC to the experimental k2χ (k) spectrum
of aTiO2, along with the FMS-computed k2χ (k)MD function
from MD-structural trajectories of aTiO2. Just for the sake
of spectral-shape comparison, the k2χ (k) spectrum of anatase
TiO2 is also shown [Fig. 1(b); fitted by ARTEMIS]. When going
from crystalline to aTiO2, structural disorder around photoab-
sorbing Ti atoms reduces the oscillation amplitude in k2χ (k)
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FIG. 1. (a) Experimental k2χ (k) spectrum of aTiO2 (cir-
cles, phase uncorrected), fitting from RMC-EXAFS simulations
k2χ (k)RMC (line), and FMS-MD computed k2χ (k)MD function (dots).
(b) Experimental k2χ (k) spectrum of anatase TiO2 (circles), and
nonlinear least-squares fitting by single and multiple scattering by
ARTEMIS (line). (c) Background: WT of k2χ (k) for aTiO2. Top:
FT|k2χ (k)| [circles], RMC-EXAFS simulated FT|k2χ (k)|RMC [line],
and FMS-MD computed FT|k2χ (k)|MD function [black circles].
Bottom: Real and Im parts of FT|k2χ (k)|. (d) Background: WT of
k2χ (k) for anatase TiO2. Top: FT|k2χ (k)| [circles], and least-squares
fitting by single and multiple scattering by ARTEMIS [line]. Bottom:
Real and Im parts of FT|k2χ (k)| for anatase TiO2.

at high k values. The RMC-EXAFS simulated k2χ (k)RMC

spectrum is in good agreement with experimental data. After
convergence, a minimum residual of ∼1–5 × 10−3 is attained,
which shows that RMC-EXAFS simulations properly reflect
the disordered structure of aTiO2. The FMS-MD simulated
k2χ (k)MD function properly reproduces the phase, shape, and
damping of oscillations in the experimental k2χ (k) spectrum.
The corresponding wavelet transforms [WT] of k2χ (k) spectra
are displayed in Figs. 1(c) and 1(d) [two-dimensional contour
plots]. The WT of k2χ (k) for aTiO2 shows two intensities at

FIG. 2. (a) The RMC-EXAFS simulated structure of aTiO2.
(b) Distribution of local coordination at the Ti and O shells. (c) The
O–Ti–O and Ti–O–Ti bond-angle distributions.

R ≈ 1.45 Å [k ≈ 5.2 Å
−1

] and R ≈ 2.52 Å [k ≈ 5.8 Å
−1

],
associated to backscattering by neighboring O and Ti atoms at
the first and second coordination shells of the photoabsorbing
Ti atoms. Absence of higher coordination shells in aTiO2 when
comparing with anatase TiO2 [shells at R ≈ 1.45; R ≈ 2.48;
R ≈ 3.04 Å] is due to the loss of long-range order. The RMC-
EXAFS refinement, FT|k2χ (k)|RMC, of the experimental Ti–O
and Ti-Ti coordination shells in the Fourier transformed
FT|k2χ (k)| for aTiO2, is displayed on top of WT in Fig. 1(c)
[phase uncorrected]. FMS-MD computed FT|k2χ (k)|MD from
the k2χ (k)MD function is also displayed. For the sake of
spectral-shape comparisons, fitting of FT|k2χ (k)| of anatase
TiO2 is shown on top of WT in Fig. 1(d) [fitted by
ARTEMIS]. The RMC-EXAFS, FT|k2χ (k)|RMC, and FMS-MD,
FT|k2χ (k)|MD, simulated functions reproduce the real-space
position of the Ti–O and Ti-Ti coordination shells of the ex-
perimental spectrum. The close similarity between k2χ (k)RMC,
FT|k2χ (k)|RMC and k2χ (k)MD, and FT|k2χ (k)|MD functions
evidences that the atomic short-range order of aTiO2 can be
properly reproduced by RMC-EXAFS and FMS-MD-EXAFS
simulations based on ab initio approaches. The remaining
small differences between the experimental spectra and FMS-
MD computed k2χ (k)MD and FT|k2χ (k)|MD functions could
possibly be ascribed to the size of the simulation cell and
approximations on the muffin-tin radii for the potential of the
photoabsorbing Ti atoms [38].

To more quantitatively describe the atomic short-range
structural order in aTiO2 we analyze the local bonding and
coordination around Ti and O atoms. RMC-EXAFS simulated
structures of aTiO2 exhibit edge- and corner-sharing distorted
TiOx units [Fig. 2(a)]. Distribution at the Ti and O coordination
shells [see Fig. 2(b)] indicates that the Ti atoms hold mainly
undercoordinated TiO4 tetrahedra [NTi = 4; 17%], TiO6

octahedra [NTi = 6; 38%], and TiO5 pentahedra [NTi = 5;
44%]. Overcoordinated TiO7-octahedra [NTi = 7] unit blocks
also exist, but contribute merely 1%. Realization of TiO7

units was also observed in MD simulations, and they could
in principle compensate for the occurrence of a large amount
of undercoordinated TiO4 units [19]. The O atoms hold
mainly threefold coordination with Ti atoms [NO = 3; 64%];
undercoordinated twofold [NO = 2; 33%] and overcoordinated
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TABLE I. Main interatomic distances, coordinations, and 2σ 2 of
aTiO2 and anatase TiO2 obtained from k2χ (k); FT|k2χ (k)| spectral-
fitting by ARTEMIS, and parameters calculated from RMC-EXAFS
and ab initio FMS-MD simulations of aTiO2.

Least-squares fittinga Simulated aTiO2

TiO2 aTiO2 RMC-EXAFSb MDc

First shell First shell O-O 2.6(7) Å 2.6(9) Å
Ti–O 1.9(5) Å 1.9(6) Å Ti–O 1.9(6) Å 1.9(6) Å
NTi–O 6.0 5.4(2) NTi–O 5.2(4) 5.5(9)
2σ 2

Ti–O 0.011(8) 0.018(4) NO-Ti 2.6(8) 2.8(2)
Second shell Second shell NO-O 8.9(8) 9.6(3)

Ti-Ti 3.0(4) Å 3.1(2) Å Ti-Ti 3.1(8) Å 3.1(5) Å
NTi-Ti 4.0 2.7(4) 3.5(4) Å 3.5(2) Å
2σ 2

Ti-Ti 0.012(2) 0.026(2) NTi-Ti 2.6(8) 2.8(8)

aRefined by ARTEMIS: S2
0 ≈ 0.90(2); �E0 ≈ −4.87 eV.

bRMC-EXAFS simulations: S2
0 ≈ 0.94(2) eV.

cFMS calculated from MD simulations: S2
0 ≈ 0.88(4) eV.

fourfold [NO = 4; 3%] units also occur. O–Ti–O bond-angle
distribution exhibits two maxima at 	 = 94◦–104◦ associated
to the main bond angles between a Ti atom and two edge-
sharing O atoms. Ti–O–Ti bond-angle distribution displays
maxima at 	 = 102–125◦ due to the bond angles between O
and two corner-sharing Ti atoms [Fig. 2(c)]. We note that all
the RMC-EXAFS refined structures of aTiO2 display similar
atomic bonding, coordinations, and bond-angle distributions.
This is in part induced by the structural constraints applied
in simulations, which force the input structures to attain
analogous structural order, and thus similar contributions to
the EXAFS signal. In fact, as we will show in Sec. IV B,
distributions of TiO5;6 units consistently obtained for all RMC-
EXAFS refined structures of aTiO2 yield A2 pre-edge-XANES
spectra, the relative intensity, energy position, and weight of
which rightly reproduce the measured spectra. Some structures
do not hold TiO7 units, but instead they reach a major number
of TiO5;6 units. Structures having higher undercoordinated
TiO4 units exhibit an intense A1 pre-edge-XANES peak, and
thus they are unrealistic because of their inability to reproduce
simultaneously the EXAFS and XANES spectra. No inclusion
of bonding constraints results in structures having short Ti–O
bonds, which also induces high intensity pre-edge XANES
spectra. From those results it is concluded that RMC-EXAFS
simulated structures with proportional distribution of TiO5;6

units and main interatomic bond distance Ti–O ≈ 1.9(6) Å
dominate accurately the structural characteristics of the final
EXAFS and XANES spectra of our aTiO2 thin-film oxides.

Total and partial PDFs, g(r)’s, for RMC-EXAFS and MD-
simulated structures of aTiO2 are displayed in Figs. 3(a)–3(d).
For comparison, g(r)’s of anatase TiO2 are also shown.
The g(r)’s display sharp peaks between r ≈ 1.6 and 4.0
Å; beyond that range the g(r)’s are damped out due to
structural disorder. Local coordination is lower in RMC-
EXAFS than in MD-simulated structures of aTiO2, but both
are lower than that of anatase TiO2 [Figs. 3(e)–3(h)]. Data
in Table I show an excellent agreement between the main
interatomic distances and atomic coordinations obtained from

FIG. 3. (a)–(d) Total and partial g(r)’s of RMC-EXAFS and MD
simulated structures of aTiO2 [lines], and anatase TiO2 [peaks]. (e)–
(h) Coordination N for aTiO2 [circles] from RMC-EXAFS and MD
simulated structures of aTiO2, and anatase TiO2 [line]. Insets show a
zoom of the first coordination shells.

nonlinear least-squares fitting of the experimental k2χ (k) and
FT|k2χ (k)| spectra, and those calculated from RMC-EXAFS
and MD simulation of aTiO2. Debye-Waller factors σ 2 reflect
the attenuation of k2χ (k) due to the mean-square static disorder
in the distribution of interatomic bond distances and atomic
displacements [27]. Thus, increases in σ 2 factors give a mea-
sure of the degree of disorder in aTiO2, which is manifested in
lowering local coordinations and increasing the Ti–O, Ti–Ti,
and O–O interatomic distances in aTiO2. Results in Table I are
in agreement with EXAFS data reported for sputtered and ion-
beam deposited aTiO2 films [39,40]. Early studies of electron
and x-ray diffraction reported similar structural parameters,
and from RMC-PDF fitting it was stated that sputtered aTiO2

films resemble a brookite phase [13]. However, a similar
RMC-PDF scheme applied to aTiO2 nanoparticles prepared
by hydrolysis state that such systems hold a distorted shell
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FIG. 4. Density of states [DoS] displaying the O-p, and Ti-
[s,p,d] character of the VB and CB for RMC-EXAFS [top], and MD
[middle] simulated structures of aTiO2. Bottom: the IPR showing the
localization of the VB- and CB-tail states.

surrounding a crystalline anatase core [15]. Although results
differ among simulated systems, it should be noted that differ-
ent deposition conditions yield variations in the ratio of edge
to vertex linked octahedral building units, which influences
the short-range order in various aTiO2 systems [41]. Our ex-
perimental EXAFS data, RMC-EXAFS, and MD simulations
of aTiO2 do not suggest the existence of a single local order.
Instead, the wide distribution of interatomic distances and ratio
of edge- to corner-sharing distorted TiOx units suggest the
mixture of the symmetries and coordinations present in the
different polymorphs and Magnéli phases [M-P] of TiO2. In
fact, M-P consists of undercoordinated TiO4,5 units. TiO7 units
occur in monoclinic TiO2-baddeleyite-P 21/c, and orthorhom-
bic TiO2-Pbca polymorphs [42–44]. A large amount of TiO5,6

units would also explain why the amorphous phase transforms
into either anatase or rutile rather than to a brookite phase upon
heating [14]. This is also supported by neutron diffraction and
XAS studies, which suggest that aTiO2 systems involve the
mixture between crystalline domains with several TiO2 phases
and undercoordinated TiOx units [16]. Difficulties with RMC-
PDF schemes arise from the possibility for multiple atomic
configurations to have the same PDF. This is due to the inability
of RMC-PDF schemes to recover the right statistic of two-
and three-body correlations in the nearest atomic-coordination
shells [17]. Here, self-consistent calculations of the cluster po-
tential considering single and multiple scattering were applied
to obtain preconverged scattering amplitudes and phase shifts
for each photoabsorbing Ti atom which removes some of these
difficulties. The RMC-EXAFS simulations were implemented
while the structure was optimized after each atomic movement.
Thus, since structural parameters were calculated at each cycle,
we expect our RMC-EXAFS-based simulations to properly
resemble the disordered structure of aTiO2.

B. Electronic properties of aTiO2 by XANES-DFT

The projected density of states [DoS] of RMC-EXAFS and
MD-simulated structures of aTiO2 are displayed in Fig. 4. The
DoS shows that in aTiO2 the VB comprises mostly O-[2p]

states, while the CB consists mainly of Ti-[3d]-like states. For
RMC-EXAFS simulated structures of aTiO2 the DoS unveils
a band gap of ≈3.21 eV, without state defects yielding in-gap
states. MD-generated structures of aTiO2 exhibit similar DoS,
with a comparable energy band gap of ≈3.42 eV. High intensity
observed in the inverse participation ratio [IPR], at the VB
and CB edges, suggests electronic localization of the O-[2p]
VB- and Ti-[3d] CB-tail states [bottom Fig. 4]. The degree
of localization of the VB and CB tail states depends on the
charge-density contributions arising from the short-range order
of under and overcoordinated TiOx and TixO units. Using
our consistent scheme generating representative amorphous
structures from experimental data, our calculated energy band
gap is 0.48 eV lower than previous values obtained for aTiO2

using the HSE06 functional [19], and is in good agreement
with the experimental optical band gap �ωg ≈ 3.28 ± 0.07 eV,
previously reported for aTiO2 thin-film oxides by UV-vis-NIR
spectroscopy [4].

Figure 5(a) displays experimental and FDM-computed Ti
K-edge RMC-XANES and MD-XANES spectra of aTiO2.
Experimental spectra are in good agreement with data reported
for sputtered and ion-beam deposited aTiO2 films [39,40].
The FDM-RMC-XANES and FDM-MD-XANES functions
properly reproduce all features, including position and relative
intensity of the pre-edge structure [that is, peak A2] in the
measured XANES spectrum of aTiO2. This finding further
validates that the simulated RMC-EXAFS atomic short-range
order and especially atomic coordination around photoab-
sorbing Ti atoms properly reflects those in the disordered
structure of aTiO2. This is because relative position and
intensity of the pre-edge peak A2 are highly sensitive to
distributions of interatomic bond distances, bond angles, and
coordinations [26]. For the sake of comparison, note that all
characteristics and pre-edge structure [peaks A1; A2; A3] of
the measured XANES spectrum of anatase TiO2 are well
produced by its computed FDM-XANES function [Fig. 5(b)].
Interestingly, the pre-edge structure in the XANES spectra of
aTiO2 unveils an enhanced absorption peak at A2 ≈ 4970.8 eV
[Fig. 5(a)]. This differs from the triple-peak structure because
of the TiO6-octahedron crystal-field splitting found in anatase
TiO2 [peaks A1 ≈ 4968.7; A2 ≈ 4971.9; A3 ≈ 4974.2 eV in
Fig. 5(b)]. However, the strongly distorted TiOx units, with
out-of-center distortion of Ti atoms and deviation in O–Ti–O
and Ti–O–Ti bond lengths and bond angles in aTiO2, remove
degenerated states and reduce the magnitude of the crystal-
field splitting. Thus, the local disorder around photoabsorbing
Ti atoms at the first and second coordination shells induces
strong Ti4+-[p-d] orbital mixing yielding the intense pre-edge
structure A2 characteristic of the XANES spectra of aTiO2.

The CB states of the Ti projected DoS, which maps the Ti
K-edge XANES spectrum of aTiO2, show that the pre-edge
region [4964.1–4974.8 eV XANES → 2.8–10.0 eV DoS]
comprises mainly d states, with lower contributions from
p and s states [bottom and inset 1 in Fig. 5(a)]. However,
because of the sharp DoS of the Ti d states the quadrupole
Ti [1s → d] transitions are negligible compared to dipole
Ti [1s → p] transitions. The [Ti-s,p,d] orbitals are not
degenerated, exhibiting a dispersive character due to the local
disorder around Ti and O atoms; then their contributions to the
local DoS have the same character. Thus, the symmetry of the
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FIG. 5. (a) Experimental and FDM-computed Ti K-edge XANES
spectra of aTiO2 [half circles], which follow the distribution of Ti-
[s,p,d] DoS [at bottom]. Insets 1–3 zoom the pre-edge structure, and
Ti-[s,p,d] DoS giving rise to the pre-edge peak A2 of XANES spectra
in aTiO2. (b) Experimental and FDM-computed XANES spectra of
anatase TiO2, following the [Ti-p] DoS. Insets 1 and 2 show crystal-
field splitting of [Ti-p,d] states into [Ti-t2g; eg] bands giving rise to the
pre-edge peaks A2; A3 of XANES spectra in TiO2. XANES spectra are
displaced vertically for clarity. Note: For accurate description of the
whole XANES spectral range in terms of DoS, the [Ti-s,p[x,y,z],d]
l-DoS shown at bottom of Figs. 5(a) and 5(b) were calculated in
the all-electron full-potential linearized augmented plane-wave [FP-
LAPW] method given in Ref. [45].

[Ti-s,p,d] orbital mixing has a strong character [insets 2 and 3
in Fig. 5(a)]. This means that the electronic dipole hybridized
[Ti-t2g] [1s → 4p-3d] and [Ti-eg] [1s → 4p-3d] transitions
on the neighboring Ti atoms at the second coordination shell
become strongly allowed. Those [Ti-t2g] and [Ti-eg] electronic
transitions merge into a single intense absorption peak, which
comprises the pre-edge structure at A2 ≈ 4970.8 eV, in the Ti
K-edge XANES spectra of aTiO2. Beyond ≈4974.8 eV, p-d
orbital mixing is responsible for the absorption intensity in the
XANES spectra. The white line at B ≈ 4988.8 eV could be
ascribed to higher-lying p atomic orbitals. Note that all the
peaks in the experimental XANES and FDM-RMC-XANES
and FDM-MD-XANES spectra are well reproduced by the

calculations and can be assigned to main peaks in the projected
Ti-p DoS of the CB states.

Note that in anatase TiO2 the crystal field splits Ti-[3d]
states into t2g [dxy ; dxz; dyz] and eg [dx2−y2 ; dz2 ] orbitals, which
give rise to the pre-edge peaks A2 ≈ 4971.9 eV and A3 ≈
4974.2 eV [insets 1 and 2 in Fig. 5(b)]. The pre-edge peak A1 ≈
4968.7 eV due to quadrupole [Ti-t2g] [1s → 3d] transitions is
a band hybridization effect, which mixes p states into d bands
giving a dipole allowed transition [46].

Finally, in order to assess the influence of disorder in
the crystal-field splitting of aTiO2, the O K-edge XANES
spectrum of aTiO2 was computed by FDM simulations of its
RMC-EXAFS generated structure [see Fig. 6]. The spectrum
exhibits two peaks associated to the transitions from the O-[1s]
core level into the t2g and eg bands due to hybridization of
unoccupied O-[p] states with unoccupied [Ti-s,p,d] orbitals,
which are clearly resolved in the O-[s,p] projected DoS. A
broad feature between ∼535.5 and 556 eV due to O-[p]
states hybridized with [Ti-s,p] states is also well resolved.
The eg band exhibits lower intensity with respect to the t2g

band. This increase in the t2g/eg intensity ratio is because
of a weaker crystal-field interaction caused by the distorted
symmetry of undercoordinated Ti [NTi–O = 5.24] and O atoms
[NO-Ti = 2.68]. This fact is supported by previous experimental
results reported for thermally grown aTiO2−x layers, where
the eg band exhibits lower intensity when comparing with
anatase TiO2 [7]. From the relative energy position of the t2g

and eg bands in the O K-edge XANES spectrum, the crystal-
field splitting of aTiO2 is �d ≈ E(eg)-E(t2g) ≈ 2.4 ± 0.3 eV,
which is lower than in anatase TiO2 [�d ≈ 2.9 eV [47]].
Considering that [Ti-eg] orbitals point toward neighboring
O-[p] orbitals, then the low crystal-field splitting can be
ascribed to short-range disorder at the first and second
coordination shells around Ti and O atoms in aTiO2.

FIG. 6. O K-edge FDM-XANES spectrum of aTiO2 calculated
from its RMC-EXAFS simulated structure [top], and O-[s,p] DoS
[bottom] [crystal-field splitting �d ≈ 2.4 ± 0.3 eV].
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V. CONCLUSIONS

We have properly simulated the short-range structural order
of aTiO2 from modeling of the experimental XAS spectra by
RMC-EXAFS and FMS-MD simulations. The proper repro-
duction of the relative intensity and weight of the pre-edge
structure of the XANES spectra prove that the amount of un-
dercoordinated TiOx units closely resembles the coordination
of the experimental data. Electronic hybridization of the central
Ti-p orbitals with the Ti-d orbitals is strongly dependent on
the second Ti coordination shell. The character of ligands and
neighboring atoms around Ti sites affects the energy splitting
of the electronic levels at the Ti-[p-d] manifolds. The experi-
mental XAS spectra and in particular the pre-edge structure of
the XANES spectra of aTiO2 is consistent with the projected
DoS on the photoabsorbing Ti atoms. From structural analysis,
it was found that proper reproduction of the local-structural
order and XAS spectra requires us to take into account the
influence of atoms beyond the first coordination shell. Several
studies have simulated XAS spectra of amorphous systems
from structurally distorted small clusters [stretching and short-
ening of bond lengths or tilting and twisting of bond angles].
However, our calculations of XANES-pre-edge spectra sug-
gest that such approximations are not reliable because distorted
clusters do not hold the lowest energy state, and are structurally
unrealistic when comparing with experimental data. Our
approach provides a systematic method to extract the atomic

short-range structural order of amorphous systems, from which
electronic properties can be analyzed in terms of the projected
DoS and experimental XANES data. The approach presented
here provides a consistent route to experimentally/theoretically
analyze how local disorder affects the electronic properties in
aTiO2, and could be potentially applied to other disordered
systems. Further studies are being conducted in order to
describe how introduction of oxygen vacancies in aTiO2−x

induces Fermi-level rises, band-gap widening, d-orbital filling,
and optical absorption. Local-structural distortions are linked
to Ti3+ polaronic states in the lower part of the CB, arising from
transfer of electrons from oxygen vacancies, and hopping upon
photon absorption and thermal excitation will be reported in
future studies of aTiO2−x systems.
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J. G. Ángyán, J. Chem. Phys. 124, 154709 (2006).
[38] B. J. Palmer, D. M. Pfund, and J. L. Fulton, J. Phys. Chem. 100,

13393 (1996).
[39] A. Caballero, D. Leinen, A. Fernández, A. Justo, J. P. Espinós,
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