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Effect of polaronic charge transfer on band alignment at the Cu/TiO2 interface
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We present a first principles investigation into the electronic properties of an extended interface between rutile
TiO2 and Cu. We show that owing to the highly polarizable nature of TiO2, the interface is unstable to the
spontaneous formation of small electron polarons at the interface. The resulting dipole leads to an increase in the
conduction band offset by 0.4 eV and the presence of a band of occupied states related to Ti d states 1.4 eV below
the Fermi energy. This effect should be expected more generally at interfaces between highly polarizable oxides
and metals but is missed by standard first principles approaches. Given the ubiquitous nature of such interfaces,
this previously overlooked effect may have important implications for diverse applications across science and
technology.
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Small polarons (quasiparticles consisting of a localized
charge carrier and an associated polarization field [1,2])
have been shown to form in a broad range of metal oxides.
These include binary oxides such as TiO2, HfO2, ZrO2

ZnO, CeO2, Al2O3, Fe2O3, as well as many manganites and
titanates [3–14]. The formation and properties of polarons
in these materials underpin diverse areas of physics including
electron transport, photogenerated carrier dynamics, supercon-
ductivity, colossal magnetoresistance, and catalysis [15–20].
One usually considers the formation of small polarons re-
sulting from the trapping of charge carriers introduced into
a material either by intrinsic defects (such as vacancies or
interstitials) [5,21,22], donor or acceptor impurities [23,24],
or by photoexcitation [12,25,26]. The possibility of polaronic
electron transfer at extended metal/metal-oxide interfaces
is less commonly considered, but recent reports on highly
reducible oxides such as CeO2 and Fe3O4 suggest it does
occur [27–29]. Surprisingly, very little is known about the
role of such polaronic charge transfer on interfacial band
alignment, a key materials property that determines perfor-
mance for diverse applications in electronics, sensing, and
catalysis [15,16,30–32]. Indeed, while modern first principles
theoretical calculations are routinely employed to model band
offsets of such interfaces, the standard way of initializing
calculations precludes the identification of polaronic charge
transfer states even if they exist and are stable. Given
the ubiquity of extended metal/metal-oxide interfaces across
science and technology, understanding the extent of interfacial
polaronic charge transfer and the consequences for the band
alignment remain important but unexplored issues.

In this paper we investigate the electronic properties of an
extended interface between Cu and TiO2 using first principles
density functional theory (DFT). We show that this system
is thermodynamically unstable to the polaronic transfer of
electrons from Cu into TiO2, with electron polarons localizing
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on Ti sites close to the interface (forming Ti3+ species). The
most stable structure has 2.54 transferred electrons per nm2,
resulting in an increase in the conduction band offset (CBO)
by 0.4 eV with respect to an interface without polaronic
charge transfer. These interfacial polarons are associated with
electron states deep in the TiO2 gap (1.4 eV below the Fermi
energy). While similar polaronic states can also be introduced
by segregation of oxygen vacancies to the interface, they have a
much weaker affect on the CBO since there is no net transfer of
charge between the metal and the oxide. We stress that unless
a concerted effort is made to identify such polaronic charge
transfer interface configurations, they are missed by standard
theoretical approaches. While the Cu/TiO2 interface studied
here provides a useful model system, the nature of the effect
suggests similar behavior should be expected at interfaces
involving other metal-oxide materials that can support small
polarons.

The structural and electronic properties of extended
metal/metal-oxide interfaces are often the subject of first prin-
ciples investigations [30–37]. In general, such calculations are
challenging since one must construct a commensurate super-
cell containing both the metal and metal oxide which usually
requires imposing some degree of artificial strain. Correctly
describing the polaronic transfer of charge at metal/metal-
oxide interfaces brings additional challenges associated with
the need for correct treatment of the self-interaction (SI)
error inherent to most DFT approaches. Electron trapping
in TiO2 in particular has been extremely well studied both
experimentally and theoretically [6,10–12,24,38–43]. These
results suggest that a range of theoretical approaches (includ-
ing DFT+U and hybrid exchange-correlation functionals) are
able to describe electron polarons correctly, providing any
parameters controlling the degree of SI correction are chosen
appropriately [44,45].

The calculations presented in this paper are performed using
spin polarized DFT, the projector augmented wave method,
and the Perdew-Burke-Ernzerhof (PBE) exchange-correlation
functional as implemented in the Vienna ab initio simulation
package [46–48]. To correct for SI error on Ti 3d states
we employ the rotationally invariant DFT+U method [49]
with U = 4.2 eV, which was shown previously to give
good agreement with the spectroscopic properties of oxygen
vacancies at the (110) surface and employed to model electron
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FIG. 1. The (3 × 3)TiO2(001)|(4 × 4)Cu(001) supercell used to
model the TiO2|Cu interface. Green, red, and gold spheres represent
Ti, O, and Cu atoms, respectively. Atomic layers in TiO2 near the
Cu interface are labeled L1–L3. A spin density isosurface associated
with a polaron localized in layer 2 is shown along with the associated
nearest-neighbor oxygen ion displacements. The figure produced
using the VESTA software package [51].

polarons at TiO2 surfaces and a grain boundary [38,40,41,50].
The 4s and 3d electrons of Ti and Cu, and the 2s and 2p

electrons of O are treated as valence electrons and expanded
in a plane wave basis. The bulk lattice constants of Cu
(a = 3.64 Å) and TiO2 (a = 4.67 Å and c = 3.03 Å) are
computed using a plane wave cutoff energy of 500 eV and
a well-converged Monkhorst-Pack grid (11 × 11 × 11 for Cu
and 5 × 5 × 5 for TiO2) and are in very good agreement
with experiment (within 3%). A planar interface between
TiO2(001) and Cu(001) is constructed by adjoining 3 × 3 unit
cells of TiO2(001) and 4 × 4 unit cells of Cu(001), allowing
a commensurate interface to be formed with less than 3.5%
strain (applied to the Cu layer). Six atomic layers of both Cu
and TiO2 are included (354 atoms in total) with a vacuum gap
of 10 Å, as shown in Fig. 1.

First, we calculate the structure and electronic properties
of this interface in the standard way starting from a more-
or-less homogeneous charge density (random wave functions)
and self-consistently solving the Kohn-Sham equations. As
expected, this results in a structure with no evidence of
polaronic charge transfer into TiO2. There is of course still
some local charge transfer near the interface resulting from
equilibration of the Fermi energies in both materials [52].
Quantification of the amount of charge transferred depends
on the method employed. For example, employing Bader
analysis, we find approximately 1.2 electrons per unit cell (0.61
electrons per nm2) are transferred from Cu into TiO2 [53].
To explore the possibility of polaronic charge transfer, we
also perform a series of calculations where oxygen ions in
the initial structure are dilated by 0.08 Å around prospective
polaron sites, creating a precursor for electron localization.
We also employ an occupation matrix control methodology in
order to guide the self-consistent field minimization towards
different polaronic charge transfer states [54]. In this way we
obtain 27 different metastable configurations corresponding to
the polaronic transfer of one electron to each Ti site within the
first three layers of the interface (noting there are nine Ti ions in
each layer). For all sites the polaronic charge transfer structures
have a lower total energy by up to 0.30 eV. Figure 1 shows a
spin density isosurface for the most stable configuration along

FIG. 2. Dependence of total energy on the number of electron
polarons in TiO2 formed by charge transfer from Cu (ne). �E is
the total energy relative to the energy of the ideal interface without
electron polarons in TiO2. The inset shows the structure and electron
spin density isosurfaces for the most stable ne = 5 case.

with the characteristic polaronic distortion which involves an
outward displacement of neighboring oxygen ions by ∼0.1 Å.
We find that electron polarons in layer 2 are the most stable
with energies �E2 = −0.24 ± 0.08 eV relative to the interface
without polaronic charge transfer. The relative energies for
polarons in layer 1 are �E1 = −0.16 ± 0.01 eV and in layer
3 are �E3 = −0.07 ± 0.02 eV. The seven most stable polaron
sites all reside within layer 2. The high stability of polarons
in layer 2 is natural since these sites benefit from a full
coordination shell of oxygen ions needed for the polaronic
distortion while also being close to the metal layer where the
stabilizing effect of the image interaction will be more strongly
felt.

We next explore the stability of the interface with respect to
increasing the concentration of transferred electrons. Figure 2
shows how the total energy varies as the number of electron
polarons in TiO2 (ne) is increased from 0 to 6. The almost
linear decrease of total energy for ne < 5 is a reflection of
relatively weak polaron-polaron interactions, consistent with
the high dielectric constant of TiO2. For ne > 5 the total energy
begins to increase, suggesting polaron-polaron interactions
are becoming significant at these densities (>2.5 polarons
per nm2). We find the total energy is minimized for ne = 5,
which is more stable than the ne = 0 case by 1.09 eV. Bader
analysis indicates the total charge transferred into TiO2 is
increased from 1.2 (ne = 0) to 3.2 electrons (ne = 5) per unit
cell. Associated with the electron transfer and localization
is also a magnetic moment of 4.9μB (2.5μB/nm2). We have
explored alternative magnetic configurations, however, these
were found either not to converge or to be less stable than the
ferromagnetic solution.

We assess the effect of polaronic charge transfer on the
electronic structure of the interface by calculating the density
of states (DOS) for the ne = 0 and ne = 5 structures obtained
above, shown in Fig. 3. First, we note there is little effect
of charge transfer on the Cu DOS, indicating that the Cu
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FIG. 3. Electronic density of states (spin up) projected onto
Cu and TiO2 regions for the ne = 0 and ne = 5 structures of the
TiO2(001)|Cu(001) interface. The inset shows a zoomed-in view
of the spin-up electronic states highlighting the occupied polaron
states around 1.4 eV below the Fermi energy. The density of states
for both spin eigenstates is included in the Supplemental Material
(Fig. S1) [55].

layer represents such a sufficiently large electron reservoir that
the position of the Fermi energy is not significantly affected
by the removal of electrons. However, the TiO2 conduction
band offset is seen to clearly increase from 0.15 to 0.55 eV
following electron transfer. For the ne = 0 case the presence
of metal induced gap states responsible for the equilibration
of Fermi energies can be seen in the inset of Fig. 3. For
ne = 5 there is an additional band of states at about 1.4 eV
below the Fermi energy which is associated with the interfacial
polarons. It is the additional dipole associated with these filled
states that gives rise to the increase in CBO. One can also
introduce Ti3+ species at the interface by the introduction of
oxygen vacancies. For example, a single vacancy introduced
near the interface creates two electron polarons. As the
concentration of vacancies in increased further, additional
polarons are introduced. For six oxygen vacancies near the
interface, five localized electron polarons are created. The
remaining seven electrons are found to be delocalized over
Cu and Ti ions at the interface. However, the CBO in this
situation is barely changed from the ne = 0 case, confirming
the key role played by the polaronic charge transfer and
associated dipole (see Fig. S2, Supplemental Material [55]).
The electronic properties of these interfaces have also been
calculated using the Heyd, Scuseria, and Ernzerhof (HSE)
hybrid functional which includes nonlocal exchange in order
to correct for the SI error (without geometry optimization due
to the high computational expense of these calculations) [56].
The results are qualitatively unchanged, i.e., an increase in
CBO from 0.10 to 0.45 eV, but with an increased band gap
closer to the experimental value (see Fig. S3, Supplemental
Material [55]).

In order to summarize these findings, we present a
schematic in Fig. 4 to illustrate the effect of polaronic charge

FIG. 4. Schematic illustrating the effect of polaronic charge
transfer on the conduction band offset of a Cu/TiO2 interface. (a) The
ionization potential (IP) of an isolated slab of TiO2 is significantly
higher than that of Cu. (b) When the two slabs are brought together
to form an interface, the Fermi level in the two materials becomes
equilibrated as a result of structural relaxation at the interface and
partial charge transfer from Cu to TiO2, resulting in a conduction band
offset �. (c) If one considers the more stable electronic configuration
involving polaronic electron transfer from Cu creating Ti3+ species
at the interface, the additional dipole results in an increase in the
conduction band offset �pol.

transfer on the CBO at the Cu/TiO2 interface. If we first
consider the Cu and TiO2 slabs in isolation [Fig. 4(a)], there
is a difference in the ionization potential (IP) of the two
materials. Performing a calculation of the IP for the isolated
slabs from Fig. 1, we obtain IPCu = 4.7 eV and IPTiO2 = 6.1 eV
(using the PBE exchange correlation functional), a difference
of 1.4 eV. The value for Cu is in excellent agreement with
experiment [57]. Experimental determination of the work
function for ideal undoped rutile TiO2 is less straightforward
with reported values ranging from 7 to 8 eV [58,59]. When
they are brought into contact [Fig. 4(b)], there is a modification
of the local structure near the interface and a self-consistent
redistribution of charge such that the Fermi energies in the
two materials are equilibrated. If one does not consider
the possibility of polaronic electron transfer, the resulting
CBO (�) is 0.15 eV. However, the more stable polaronic
configuration corresponding to the transfer of five electrons
into layer 2 has a CBO (�pol) of 0.55 eV, an increase of 0.4 eV.

At this point we would like to discuss some of the factors
which may affect the accuracy of the results presented above.
One of the most challenging issues is the elimination of SI
error, which is important for an accurate description of electron
trapping energies. Here, we have employed the DFT+U

approach with a parametrization that has been applied in a
number of previous studies of electron trapping in TiO2 and
tested in comparison to experiment [38,40,41,50]. While this
approach does lead to a slight underestimation of the TiO2

band gap, our comparison with the more computationally
demanding nonlocal HSE exchange-correlation functional
suggests this does not adversely affect the calculated CBO.
Importantly, the PBE functional employed in the DFT+U

approach ensures a very accurate description of the structure
and electronic properties of Cu, a weakness with many
nonlocal functionals. While different exchange-correlation
functionals and approaches may predict slightly different
CBOs, the qualitative result should be unaffected, namely,
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that an interface between a low work functional metal and a
highly polarizable metal oxide will likely lead to the formation
of interfacial electron polarons and an increased CBO.

Direct experimental evidence for the formation of polarons
at metal/metal-oxide interfaces is scarce and in general it is
difficult to distinguish polarons arising from charge transfer
from those due to oxygen vacancies. A recent work employing
electron energy loss spectroscopy detected the presence of
Ce3+ at the Pt/CeO2 interface which was attributed to electron
transfer from the metal [29]. Earlier work also suggested
Pt nanoparticles could induce the formation of Ce3+ when
deposited on a CeO2 support [27]. Conversely, the cationic
charging of Au atoms on reduced TiO2 thin films has been
observed [60]. We are not aware of similar experimental
observations for Cu/TiO2 interfaces, but our first principles
calculations suggest that interfacial polarons are likely to
be present. In principle, the unpaired spin associated with
interfacial polarons could be detected directly by electron spin
resonance spectroscopy. It has been demonstrated that this
method can be applied to thin metal supported oxide films
to characterize relatively low concentrations of paramagnetic
species [61,62]. Another signature of the interfacial polarons
is the band of deep occupied states predicted at around
1.4 eV below the Fermi energy which could be detected
spectroscopically.

In summary, using first principles theoretical calculations,
we have shown that the TiO2(001)/Cu(001) interface is unsta-
ble to the spontaneous formation of significant concentrations
of small electron polarons (Ti3+) due to electron transfer
from Cu. The resulting dipole at the interface increases the
conduction band offset by 0.4 eV. This effect would be
missed using standard first principles approaches and suggests

extra care must be taken when modeling such interfaces.
In particular, it may be necessary to initialize the interface
calculation with a locally distorted structure in order to obtain
the most stable electronic configuration, e.g., as shown in
Ref. [29] for the Pt/CeO2 interface. One should expect a
similar effect whenever a low work function metal is brought
into contact with a highly polarizable metal oxide capable
of supporting small polarons (e.g., TiO2, HfO2, ZrO2, and
SrTiO3). This places an intrinsic restriction of the conduction
band offset one can achieve between metals and highly
polarizable oxides with important practical consequences for
the design of a range of technological devices, e.g., metal
contacts in dynamic random access memory devices and
supercapacitors for energy storage. Electron polarons induced
by charge transfer from the metal are bound to the interface
by at least 0.1 eV, but at elevated temperatures or under bias
could diffuse and play a role in transport or electrochemical
processes. The interfacial polaron formation we describe adds
to the rich physics of polarons in metal oxides with both
fundamental and practical significance.
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