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Anomalous transport near the Lifshitz transition at the LaAlO3/SrTiO3 interface
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The two-dimensional electron liquid, at the (001) interface between band insulators LaAlO3 and SrTiO3,
undergoes Lifshitz transition as the interface is doped with carriers. At a critical carrier density, two additional
orbitals populate at the Fermi level, with a concomitant change in the Fermi surface topology. Using dynamical
mean-field theory, formulated within a realistic three-orbital model, we study the influence of the Lifshitz
transition and local electron correlations on the transport properties. We look at the thermal conductivity, optical
conductivity, Seebeck coefficient, and angle-resolved photoemission spectra and find that at a critical density, both
the thermal and dc conductivities rise sharply to higher values while the Seebeck coefficient shows a cusp. The
interorbital electron-electron interaction transfers spectral weight near the � point towards lower energy, thereby
reducing the critical density. In the presence of external magnetic field, the critical density further reduces due to
exchange splitting. Beyond a sufficiently large field, multiple cusps appear in the Seebeck coefficient revealing
multiple Lifshitz transitions.
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I. INTRODUCTION

The metallic interface between perovskite band insulators
LaAlO3 (LAO) and SrTiO3 (STO) is a prototypical STO-based
heterointerface [1–3] having a wide variety of intriguing prop-
erties such as superconductivity (below 200 mK) [4–7], fer-
romagnetism (below 200 K) [8–10], ferroelectricity [11], and
strong spin-orbit coupling (SOC) [12,13]. The good tunability
of these properties [14–18], with respect to external fields,
makes this interface a potential candidate for novel device ap-
plications [19–21]. The electrons in the quasi-two-dimensional
electron liquid (q2DEL) at the interface are supplied by an
intrinsic electronic transfer process, known as the “polar
catastrophe mechanism” [1,19,22], and also by the oxygen
vacancies near the interface [23–25]. The superconductivity
is mediated by interface phonons and is conventional in
nature [26]. There are two possible sources of ferromagnetism:
(i) as suggested previously [27,28], the electrons occupying
the dxy orbital of Ti ions at the TiO2-terminated interface
are localized due to the repulsive electron-electron interaction
forming a quarter-filled charge-ordered insulating state and the
ferromagnetism is a result of an exchange coupling between
the localized moments and the conduction electrons residing
below the interface layer; or (ii) density function theory (DFT)
indicates that the oxygen vacancies near the interface lead to
a spin splitting of the electrons in the occupied t2g orbitals
at the Fermi level giving rise to ferromagnetic order [29–33].
The ferromagnetism, which is tunable [29,34] and is of dxy

character [35], coexists with superconductivity [8,9,36–38] in
spatially phase segregated regions due to the inhomogeneity
at the interface [39–41]. The coexistence of these competing
orders gives rise to unconventional phenomenon such as the
field-induced transient superconductivity [42] and topolog-
ical superconductivity due to the presence of the Rashba
SOC [43,44]. Transport measurements reveal that another
type of carrier, of higher mobility, appears as an additional
conducting channel as the gate voltage is increased [10,45].

These carriers originate from the dyz, dzx orbitals, which
are separated from the dxy orbital due to confinement at
the interface [46,47], and are believed to be responsible for
participating in superconductivity [45,48–50]. The emergence
of the high mobility carriers, with increasing the Fermi level,
triggers a Lifshitz transition [51], in which the topology of the
Fermi surface changes, and results in large off-diagonal Hall
conductivity [52,53]. However, there are very few experiments
so far that actually track the Lifshitz transition precisely. The
impact of the Lifshitz transition on the transport properties,
especially when the interaction between the electrons is not
negligible, is not much explored either. Furthermore, the role
of the electron correlation in the Lifshitz transition is an
interesting aspect unaddressed so far.

In this paper we adopt a model Hamiltonian with six
spin-orbit coupled t2g orbitals, developed using DFT analy-
sis [46], and employ dynamical mean-field theory (DMFT)
with iterative perturbation theory (IPT) as the impurity solver
to investigate the transport properties in the presence of in-
terorbital electron-electron interaction. The change in topology
in the interacting Fermi surface is investigated. We calculate
the thermal conductivity, optical conductivity, and Seebeck
coefficient (thermopower) which reveal anomalous behavior
at a critical carrier density. As the carrier density is tuned, the
thermal and optical conductivities sharply rise to higher values
while the Seebeck coefficient exhibits a cusp. We compute the
intensity of the angle-resolved photoemission spectroscopy
(ARPES) which shows that the spectral weight, near the
� point, is transferred towards lower energy. The electron-
electron interaction, therefore, slowly decreases the cri-
tical density for the Lifshitz transition. We also study the
situation in the presence of external magnetic field and find
that the critical density further reduces with increasing field
strength. However, beyond a large critical field, the spin
degeneracy is removed in all the orbitals and multiple cusps
appear in the Seebeck coefficient indicating multiple Lifshitz
transitions. Unlike the low-field case, the critical densities for
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the other two Lifshitz transitions increase with increasing field
strength. We compare our findings with existing experimental
data and discuss the possibility to observe these anomalous
phenomena in future experiments.

The rest of the paper is organized as follows. In Sec. II
we introduce the effective Hamiltonian for the interface
q2DEL and briefly describe the formulation of the multiorbital
DMFT, employed to solve the interorbital electron-electron
interaction. In Sec. III we discuss our numerical results
establishing the anomalous features observed in the transport
properties and the multiple Lifshitz transitions in the presence
of external magnetic field. We also make comparisons of our
results with existing experimental data. Finally, in Sec. IV we
discuss the experimental aspects of the phenomena observed
in our study and summarize our results.

II. MODEL AND METHOD

Electrons in q2DEL predominantly occupy the three t2g

orbitals of Ti ions at the terminating TiO2 layer. These orbitals
have parabolic dispersion near the � point with the dxy orbital
lying lower in energy than the dxz, dyz orbitals by 0.4 eV
due to tetragonal distortion and quantum confinement at the
interface [46,47]. A small Rashba-like splitting is observed
near the � point while an atomic SOC splits the degenerate
states near the crossing points of the orbitals resulting in an
interorbital level mixing, as described in Fig. 2(a). Here we
study the normal state transport properties in the presence of
electron correlation and ignore, for simplicity, the competing
ferromagnetic and superconducting orders. We also ignore the
real-space inhomogeneity at the interface because the effect of
nonmagnetic disorder is rather uninteresting in the context of
the current study.

The noninteracting Hamiltonian, describing the interface
electrons in the normal state, written in the basis of the three
t2g orbitals, is given by [46]

H = H0 + HASO + HRSO, (1)

where H0 = ∑
k,α,σ (εkα − μ)c†kασ ckασ describes the band

dispersion of the electrons in the three t2g orbitals
with εka = −2t1(cos kx + cos ky) − t2 − 4t3 cos kx cos ky ,
εkb = −t1(1 + 2 cos ky) − 2t2 cos kx − 2t3 cos ky , and
εkc = −t1(1 + 2 cos kx) − 2t2 cos ky − 2t3 cos kx , μ is
the chemical potential and t1 = 0.277 eV, t2 = 0.031 eV, and
t3 = 0.076 eV are the tight-binding parameters.

The second term of the Hamiltonian is due to the atomic
SOC HASO = �so�l · �s which appears because of the crystal
field splitting of the atomic orbitals. In terms of t2g orbital
basis (cka↑,ckb↑,ckc↑,cka↓,ckb↓,ckc↓) where (a = dxy , b = dyz,
c = dzx), HASO can be written as

HASO = �so

2

∑
k
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kc↑ c

†
ka↓ c
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FIG. 1. 3D band dispersion of the q2DEL at the interface obtained
by diagonalizing the noninteracting part of the Hamiltonian.

where the strength of the atomic SOC is �so = 19.3 meV.
The third term of the Hamiltonian is due to the Rashba SOC,
appearing because of the broken inversion symmetry at the
interface, and is expressed as

HRSO = γ
∑
k,σ

(c†kaσ c
†
kbσ c

†
kcσ

)

×
⎛
⎝ 0 −2i sin kx −2i sin ky

2i sin kx 0 0
2i sin ky 0 0

⎞
⎠

⎛
⎝ckaσ

ckbσ

ckcσ

⎞
⎠,

(3)

where γ = 20 meV is the strength of the Rashba SOC. The
3D dispersion of all six bands of the q2DEL at the interface
in the presence of the Rashba and atomic SOCs are shown in
Fig. 1. To treat the electron correlation in the q2DEL, we use a
multiorbital DMFT(IPT) method in which the information of
the noninteracting orbital is fed through the density of states
of each individual orbital. A proper treatment of SOC within
QMC-based techniques is very much a live problem. When it
comes to the solver for the DMFT there is no renormalization
of the bare SOC strength but we have a Weiss field in the
spin-orbital basis which is N × N (where N = 6 the number
of orbitals here). A proper treatment of SOC within the DMFT
should however be able to self-consistently renormalize the
bare SOC scale and the implementation of the same within
different solvers has not been accomplished here. The merits
and shortcomings of the particular IPT solver in use has already
been documented [54], particularly in a multiorbital system
at and away from half-filling. The results were benchmarked
against the CTQMC solver. Our main focus here is the Lifshitz
transition at a critical density which has to do with the
reconstruction of a multiband Fermi surface. The qualitative
features of this should not change, though the critical densities
could change slightly with different choices of the solver.

In the noninteracting three-orbital Hamiltonian in Eq. (1),
the spin and orbital degrees of freedom are entangled due to the
presence of the SOCs resulting in an effective six orbital system
where electron spin is no longer a good quantum number.
Therefore, we describe the electron-electron interaction using

155103-2



ANOMALOUS TRANSPORT NEAR THE LIFSHITZ . . . PHYSICAL REVIEW B 94, 155103 (2016)

a six-orbital Hubbard Hamiltonian given by

HU =
∑
α,α′

Uαα′nαnα′ +
∑
α,β

Uαβnαnβ, (4)

where Uαα′ is the repulsive interaction energies between
electrons in the pairs of nearly degenerate orbitals with orbital
indices {α = 1,3,5, α′ = α + 1} while Uαβ is the interaction
energies between electrons in the widely separated orbitals,
i.e., {α = 1,2, β = 3,4} and {α = 3,4, β = 5,6}. Since the
interaction between electrons in the nearly degenerate orbitals
is stronger than that between electrons in the widely separated
orbitals, we take Uαβ = Uαα′

5 . For notational convenience we
shall therefore use U = Uαα′ in the rest of the paper. The total
occupation number is computed using n = ∑6

α=1〈c†αcα〉. We
solve the effective Hamiltonian Heff = H + HU for different
values of U ranging from 0 to 0.7 eV and for different carrier
concentration across the Lifshitz transition.

There are, however, few reports of the values of these
correlations U and Uαβ . There is so far no indication of strong
correlation in this system from experimental observations [55].
Whereas a DFT calculation [56] puts the interface electrons
in the strong coupling limit U � 3.6 eV and Uαβ = U/1.3,
others report a much lower value U < 1 eV [55]. In view
of such disparities, it is useful to check the results at both
intermediate and strong coupling limits which we report in the
foregoing. We show that the qualitative features remain quite
similar in both limits, while the critical electron density for
Lifshitz transition changes with changing correlations. Since
the electron density is very low here, the effect of correlation

is not expected to be dramatic as in a prototypical correlated
electronic system. We work in the weak to intermediate
interaction regime, with maximum U value up to 0.7 eV, where
the typical bandwidth here is about 2 eV. As mentioned above,
we also compare the results in the prescribed strong coupling
limit of the DFT calculation [56].

III. RESULTS

A. Correlated Fermi surface

The Lifshitz transition refers to the change in topology
of the Fermi surface (e.g., formation or disappearance of a
pocket or an arc) by tuning of some parameter [51] which, in
the present case, is the chemical potential or the carrier density.
In the experimental setup, usually the gate voltage is varied to
tune carrier density. From our data, it is quite easy to invert
the carrier densities to the corresponding gate voltages [48].
The noninteracting band structure and the Fermi surfaces at
three different carrier densities are shown in Figs. 2(a)–2(d).
At low carrier densities the two lower orbitals are occupied
resulting in a pair of elliptical Fermi surfaces. As the chemical
potential is tuned up, additional electronlike pockets appear at a
critical value μc = −1.067 eV (corresponding carrier density
nc = 0.1809 el./u.c.), where the third and fourth orbitals start
getting occupied. The orbitals first and second, third and fourth,
fifth and sixth are pairwise nearly degenerate at the � point and
there exists another critical density at which the fifth and sixth
orbitals will appear at the Fermi level and additional pockets
will form. The difference between these two critical densities is
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FIG. 2. (a) The resultant band structure of the q2DEL along X̄-�-X (in units of π ) direction at the interface showing the t2g orbitals
in presence of the Rashba and atomic SOCs. (d), (c), and (b) The noninteracting (U = 0) Fermi surfaces below (n = 0.0945 el./u.c.), near
(n = 0.1809 el./u.c.), and above (n = 0.8030 el./u.c.) the Lifshitz transition point (μc = −1.067 eV) at which the third and fourth bands begin
to get occupied. The dashed horizontal lines in (a), at the corresponding three chosen chemical potentials μ = −1.20 eV, μ = −1.05 eV, and
μ = −0.90 eV, respectively, are guide to the eyes. (e)–(p) Interacting Fermi surfaces at 60 K at the interface. Columns (e) to (g), (h) to (j), (k)
to (m), and (n) to (p) show the evolution of the Fermi surface topology due to electron-electron interaction of strengths U = 0.3 eV, U = 0.5
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quite small in the present case to distinguish the first Lifshitz
transition from the second. However, if such an interface is
available where the atomic SOC is large this difference would
be considerable and clearly delineable [57].

To get an impression of the effect of electron-electron
interaction on the Fermi surface and hence on the Lifshitz
transition, we calculate the correlated Fermi surfaces and
compare with the noninteracting case. In the presence of
electron correlations, the renormalized dispersion Ekα for
orbital α is given by

Ekα = E0
kα − μ + Re
α(k,Ekα),

where E0
kα is the noninteracting dispersion, obtained by

diagonalizing the Hamiltonian (1) at each momentum point k,
and 
α(k,Ekα) is the self-energy. Figures 2(e)–2(p) show the
correlated Fermi surfaces for various interaction strengths and
carrier densities across the Lifshitz transition. With increasing
U , the spectral weight near the � point is transferred towards
lower energy and the nearly degenerate pairs of orbitals
tend to split up. As shown in Fig. 2(l), at larger correlation
strength, U = 0.7 eV, the fifth and sixth orbitals also appear as
additional electronlike pockets in the Fermi surface, indicating
the second Lifshitz transition driven by electron correlations.
Similar progression of Fermi surface topology happens when
the chemical potential is suitably tuned in the strong correlation
limit [U = 3 eV, Figs. 2(n)–2(p)]. This essentially means
that the critical densities for the transitions are reduced when
interaction increases. If we look away from the critical point,
we see that while there is no noticeable change due to
increasing interaction in Figs. 2(g), 2(j), 2(m), and 2(p) for
the lower two orbitals, Figs. 2(e), 2(h), 2(k), and 2(n) for the
upper four orbitals show prominent changes.

B. Transport properties

To study the influence of the Lifshitz transition on the
transport, various transport quantities are calculated. The
transport coefficients that govern the electrical and thermal
responses of the system are given in terms of current-current
correlation functions which reduce to averages over the
spectral density ρ(ε,ω) in DMFT. The expressions for optical
conductivity [σ (ω)], Seebeck coefficient (S), and thermal
conductivity (K) are [58]

σ = e2

T
A0, S = −kB

e

A1

A0
, K = k2

B

(
A2 − A2

1

A0

)
,

where

An = π

�V

∑
k,σ

∫
dωρσ (k,ω)2

(
∂εk

∂kx

)2(
−T

∂f (ω)

∂ω

)
(βω)n.

Here V is the volume and f (ω) is Fermi-Dirac distribution
function. Figures 3(a) and 3(b) show the optical conductivity
σ (ω) for different values of the electron-electron interaction
strength U and the carrier concentration n, respectively, below
and above the critical concentration nc. At n < nc, σ (ω)
follows a hyperbolic dependence with energy ω showing
insignificant effects of the interaction. On the other hand, at
n > nc, σ (ω) reveals, at lower U , a shoulderlike feature which
transforms into a peak near ωc � 1.0 eV with increasing U .
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FIG. 3. The optical conductivity as a function of energy at 60 K
for several values of interaction strength U with carrier concentration
(a) n below Lifshitz transition (inset, for U = 3 eV) and (b) above
Lifshitz transition [right inset, U = 3 eV; the corresponding DOS (in
arb. units) in the left inset]. The (c) dc conductivity and (d) thermal
conductivity as a function of the carrier concentration with U (in eV)
same as in (a) and (b), showing the rapid rise beyond critical carrier
concentration, marked by dashed line, nc (U = 0).

Since the effective noninteracting bandwidth for the system is
about 2 eV, a Hubbard correlation strength of 3 eV transfers
the spectral weight to higher energies and an upper Hubbard
band starts forming, as shown in the left inset of Fig. 3(b). The
signature of the same appears in the optical conductivity where
a strong subpeak at energies ∼1.8–2.2 eV forms [right inset of
Fig. 3(b)], suppressing the secondary small peak structures
observed for the lower U values. The Drude peak gets
suppressed significantly as well, consistent with the increment
in resistivity (decrease in dc conductivity) at U = 3.0 eV. The
increasing peak height of σ (ωc) with increasing U indicates
transfer of spectral weight toward higher energies. A closer
look into σ (ω) reveals a two satellite structure of optical
conductivity with satellites around 0.5 and 1.0 eV, respectively.
This is again consistent with the features of correlated spectral
weight transfer in the net density of states (DOS) for the
system as shown in Fig. 4. The edge singularities of the
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FIG. 4. Total density of states as a function of energy at 60 K for
several values of U with carrier concentration (a) n = 0.0945 el./u.c.
(below the Lifshitz transition) and (b) n = 1.4030 el./u.c. (above
Lifshitz transition). The curves from U = 0.1 eV to U = 0.7 eV
are progressively offset vertically by 0.4 for clarity of viewing, i.e.,
U = 0.1 eV is shifted up by 0.4 and U = 0.7 eV by 0.24.
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FIG. 5. (a) The Seebeck coefficient S as a function of the electron
concentration n at a temperature T = 60 K for various strengths U (in
eV unit) of the electron-electron interaction showing the cusp at the
critical carrier concentration nc (inset, U = 3 eV). Variation of S with
respect to temperature T below critical carrier concentration (red) and
above critical carrier concentration (blue) for (b) U = 0.3 eV and (c)
U = 0.7 eV, respectively (inset, U = 3 eV). The inset in (b) shows S

with temperature across the critical carrier density.

DOS arise from the nearly nondispersive segments of the
band structure. When correlation is cranked up, finite spectral
weight transfers from the edge singularities lead to satellite
features at ω ∼ 0.5 and 1.0 eV, respectively. As described
in Figs. 3(c) and 3(d), the dc conductivity [σdc = σ (ω = 0)]
and the thermal conductivity K rise rapidly to higher values
with increasing carrier concentration n. This sharp change
arises because a large number of accessible states appear at the
Fermi level from the newly occupied orbitals and due to the
nearly flat nature of the two lower orbitals above nc. Evidently,
at higher n, both the conductivities reduce with increasing
U as a consequence of the piling up of the spectral weight
at ωc as discussed before in Fig. 3(b). The strong-coupling
limit (inset, Fig. 3) is quite featureless, a considerable spectral
weight is now transferred to the high energy region with a peak
corresponding to the strong interaction. The thermopower or
the Seebeck coefficient S, as depicted in Fig. 5(a), reveals a
cusp at the critical carrier concentration nc for the Lifshitz
transition. With the enhancement in U , the cusp shifts largely
towards lower n values, referred to above from the plots of the
correlated Fermi surfaces; the depth of the cusp also increases.
Figures 5(b) and 5(c) show the variation of S with respect to
temperature T at carrier densities above and below the critical
carrier density for U = 0.3 eV and U = 0.7 eV, respectively.
The same variation is also observed for strong coupling case
(inset, Fig. 5). The Seebeck coefficient varies almost linearly
with temperature at n > nc However, at n < nc, S decreases
with temperature below 100 K and then becomes nearly flat.
With increasing U , S can increase or decrease depending on
the exact value of n as noticed in Fig. 5(a). Very similar
temperature dependence of the Seebeck coefficient has been
reported in the experiment [59].

As mentioned earlier, the Lifshitz transition here is induced
by density (or chemical potential), not temperature. The
Lifshitz transition does not connect two different thermody-
namic phases on either side in the present case; it is purely
topological in nature with no visible qualitative change across
it, adding to the difficulties of its experimental determination.
As shown below, it is possible to plot Seebeck coefficient
with temperature while straddling the carrier density across
the critical value. This would give a critical temperature
for the Lifshitz transition. However, unlike in the cases where
the Lifshitz transition is tuned by temperature, the critical
temperature will depend on the gate voltage in use. The plot
shown in the inset of Fig. 5(b) shows Seebeck coefficient for
a range of the carrier densities from just below to above the
critical carrier density as temperature varies from 12 to 760 K.
A critical temperature of 244 K can be gleaned from this
figure (for a chemical potential −1.10 eV at 8 K). This again
underlines the need for a good diagnostic tool for locating the
Lifshitz transition in the oxide interfaces.

C. Theoretical ARPES

To get more insight into the spectral weight transfer
occurring in the presence of finite electron correlations, we
study the ARPES intensity spectrum. The spectral intensity
can be expressed as [60], where 
(ω) is the momentum-
independent self-energy from DMFT,

I (k,ω) ∝ Im
(ω)f (ω)

[ω − εk − Re
(ω)]2 + [Im
(ω)]2
,

where f (ω) is the Fermi-Dirac distribution function. Fig-
ures 6(a)–6(c) show and compare the ARPES spectra at finite
interaction strength U with that of the noninteracting case. The
ARPES has the highest intensity and spectral weight around
the high symmetry � point at the noninteracting level. In
case of orbitals with predominantly dxz and dyz characters,
the intense segments in the ARPES are due to the nearly
nondispersive sections of the orbitals with heavy mass. At the
noninteracting level, this heavy mass is a direct consequence of
finite atomic spin-orbit coupling. With correlation the weight
transfers over a finite energy window. For the dxy orbital the
spectral weight gets transferred over an energy range of ∼0.15
and ∼0.3 eV for U = 0.3 and 0.5 eV, respectively, around the
� point. Around the same point for dxz and dyz orbitals the
spectral weights get transferred over an energy scale of ∼0.2
and ∼0.4 eV for U = 0.3 and 0.5 eV, respectively. As the
spectral weight transfers with finite correlation, the ARPES
intensity profile around the � point becomes significantly
weaker; for some orbitals intensity drops by a factor of 10 with
U = W

4 (where W is the effective bandwidth of the dispersive
bands). The spectral weight at the region near the � point is
transferred towards lower energies while that at the regions
away from the � point is transferred towards higher energies,
thereby increasing the bandwidth of each orbital. Higher the
U , the larger is the spectral weight transfer. The plots in
Figs. 6(d)–6(l) describe the ARPES intensity along high-
symmetry directions in the Brillouin zone. The interorbital
finite interaction term at the local site within DMFT, pulls
the bands of predominantly dxy and dxz,yz characters towards
each other (pulling the dxy bands toward smaller energies and
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FIG. 6. The ARPES intensity spectra along X̄-�-X direction (in units of π ) for (a) U = 0, (b) U = 0.3 eV, and (c) U = 0.5 eV, respectively
at a carrier concentration n = 1.4030 el./u.c. and at a fixed temperature T = 60 K. (d)–(l) The momentum-resolved ARPES intensity along
�-X, X-M , and M-� directions in the Brillouin zone (rows) and for U = 0, U = 0.3 eV, and (c) U = 0.5 eV (columns) at a fixed temperature
T = 60 K.

driving the dxz,yz bands toward higher energies) allowing them
to overlap and admix substantially.

D. Influence of magnetic field

Having explored the basic features of the Lifshitz transition
and the role of the electron correlations in it, we study the
effects with an external magnetic field. Figures 7(a)–7(c)
show the band structure with an exchange field applied along
the x direction in the absence of any electron correlations.
With a finite field, the degeneracy is lifted at all momenta,
except at the � point, creating a gap. However, the exchange
split orbitals undergo band inversion at all the band crossing
points due to the presence of the SOCs. Figures 7(d)–7(f)
describe the corresponding Seebeck coefficients as a function
of the carrier concentration. In addition to the cusp in the
zero-field case, other cusps appear at larger fields indicating
multiple Lifshitz transitions. The appearance of the multiple
Lifshitz transition can be reconciled from the band structures
directly. With the tuning of the Fermi level up from the two
lower orbitals, additional electronlike pockets appear at all the
carrier concentrations for which the Fermi level encounters
additional orbital contribution at the � point. The degeneracy
at the � point is maintained even at higher fields. For multiple
transitions, the Seebeck coefficient at the higher (at larger n)
cusps are larger in magnitude. For a quantitative description,

the variation of the critical carrier densities for these Lifshitz
transitions, given by the locations of the cusps in the Seebeck
coefficient, with respect to the field strength hx , is shown in
Fig. 8. There are two clear regimes of field strength: the low
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FIG. 7. The noninteracting band structure X̄-�-X direction (in
units of π ) with in-plane magnetic field of strength (a) hx = 0, (b)
hx = 0.2 eV, and (c) hx = 0.4 eV. (d)–(f) The corresponding plots of
the Seebeck coefficients as a function of the carrier concentration at
temperature T = 60 K.
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FIG. 8. The critical density for the first (nc1), second (nc2), and
third (nc3) Lifshitz transitions as a function of the strength hx of the
in-plane magnetic field. Left y-axis label is for nc1 and right y-axis
label is for nc2 and nc3. The numbers in both the y axes are in the unit
of el./u.c.

field regime (hx < 0.2 eV) has only one Lifshitz transition,
whereas multiple transitions appear in higher fields (hx ≥ 0.2
eV). The critical density nc1 for the first transition decreases
with increasing hx , as observed in the experiment [52], and
then becomes nearly constant with further increase in hx in the
second field regime. On the other hand, the second and third
critical concentrations nc2 and nc3, respectively, increase with
increasing hx . With the limited resolution, the data suggest
that nc2 and nc3 originally coincide with nc1 at lower fields
and get separated with increasing hx due to the removed
degeneracy at the � point. The third Lifshitz transition occurs
at lower fields than the second transition, as evident from
Fig. 7. The decrease/increase in the critical density/densities
in the low/high field regime is a manifestation of the fact that
the Zeeman field splits and pushes the bands away from each
other. We also study the case with field applied perpendicular
to the interface, and find similar qualitative features of the
multiple Lifshitz transitions.

IV. DISCUSSION AND SUMMARY

An experimentally testable scenario involving the Lifshitz
transition in the LAO/STO interface has been worked out.
The transport properties of the q2DEL provide important
signatures of the Lifshitz transition. The cusp in the Seebeck

coefficient is a robust response of the change in the Fermi
surface topology and can be used to examine Lifshitz transition
in metallic systems. The electron-electron interaction may
result in a Pomeranchuk instability in similar multiorbital
materials. External magnetic field can lead to multiple Lifshitz
transitions which shows up as multiple cusps in the Seebeck
coefficient. However, detecting the multiple transitions in the
experiment will require scanning over large exchange energies.
Also, the carrier density in the LAO/STO heterointerface is
small compared to other metallic interfaces and, therefore,
difficult to tune to large values using the external gate voltage.
Nevertheless, the phenomena of multiple Lifshitz transitions
is possible in other similar multiorbital metallic systems and
requires intensive effort to realize in the experiment.

To summarize, we have studied the Lifshitz transition in the
LAO/STO interface and its influence on the transport prop-
erties using multiorbital DMFT, formulated within realistic
bands at the interface. Though it is still not established if the
q2DEL belongs in the intermediate or strong correlation class,
the effects of correlation are visible in the dynamical spectral
features of the electron density even in the intermediate
regime. In particular, the location of the Lifshitz transition
and therefore the transport bear signatures of it. The Lifshitz
transition occurs when carriers from the dyz and dzx orbitals
populate the Fermi level and additional electronlike pockets
appear at the Fermi surface. The change in the Fermi surface
topology appears as a sharp rise in the dc and thermal
conductivities and as a cusp in the Seebeck coefficient.
The repulsive electron-electron interaction transfers some of
the spectral weights towards lower energies and effectively
reduces the critical carrier concentration for the transition. The
pronounced cusp features in the Seebeck coefficient can be a
very handy tool for the identification of the Lifshitz transition,
otherwise located by tracking the carrier concentration, not
always very reliable in the oxide interfaces. In the presence
of external magnetic field, the critical carrier concentration
further reduces with increasing field strength and multiple
transitions appear at sufficiently large fields.
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