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Electron-phonon scattering effects on electronic and optical properties of orthorhombic GeS
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Group-VI monochalcogenides are attracting a great deal of attention due to their peculiar anisotropic properties.
Very recently, it has been suggested that GeS could act as a promissory absorbing material with high input-output
ratios, which are relevant features for designing prospective optoelectronic devices. In this work, we use the ab
initio many-body perturbation theory to study the role of electron-phonon coupling on orthorhombic GeS. We
identify the vibrational modes that efficiently couple with the electronic states responsible for giving rise to the
first and second excitonic state. We also study finite-temperature optical absorption, and we show that even at
T → 0 K, the role of the electron-phonon interaction is crucial to properly describe the position and width of the
main experimental excitation peaks. Our results suggest that the electron-phonon coupling is essential to properly
describe the optical properties of the monochalcogenides family.
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I. INTRODUCTION

Layered materials have become prospective platforms for
the next generation of technological devices due to their widely
tunable physical properties [1,2]. Their potential applications
include optoelectronic [3], photovoltaic [4,5], and thermoelec-
tric [6,7] properties. Besides the well-characterized hexagonal
layered crystals such as graphite [8], boron nitride [9,10],
and transition-metal dichalcogenides [11,12], recently black
phosphorus (BP) [13,14] and group-VI monochalcogenides
(GeS, GeSe, SnSe, and SnS) [15,16] have gained renewed
attention, fundamentally, as a direct consequence of their
unique anisotropic properties. These layered materials possess
an orthorhombic crystalline structure (Pnma space group) with
a puckered atomic arrangement. This peculiarity gives rise to
well-defined zigzag and armchair directions that are crucial in
determining a number of interesting phenomena [6,17–21].

Orthorhombic GeS exhibits an optical gap of ∼1.65 eV
[22] that, together with its low toxicity [23] and stability
under normal conditions—superior to the one observed in
BP [24,25]—represents an appealing candidate for optoelec-
tronic applications. In fact, a recent report indicates that
GeS-based photodetectors could provide high ratios of external
quantum efficiency and detectivity that are comparable with
the ones found in current commercial photodetectors [26].
In addition, it has been suggested that GeS could also
have thermoelectric potential due to low values of ther-
mal conductivity [7]. These potential applications, which
are highly temperature-dependent, exhort to a comprehen-
sive understanding of the finite-temperature properties of
GeS.

While extensive experimental characterization of GeS,
including optical measurements, has been carried out
[22,27–30], ab initio calculations of its fundamental properties
are still scarce. Despite the accurate prediction of GeS vibra-
tional properties [28], the prediction of its optical spectrum
still presents some discrepancies [15,31–33]. For instance,
Makinistian and Albansi [31] studied the optical properties
of GeS using different light polarizations and pressures.
Nonetheless, the authors used advanced methodologies based

on the Bethe-Salpeter equation (BSE) combined with many-
body perturbation theory (MBPT), but their calculations failed
to predict the relative exciton intensities and peak positions.
This is likely a consequence of comparing their results with
finite-temperature measurements. As a common feature, other
state-of-the-art optical studies on GeS [15,32,33] consider
atoms frozen in their equilibrium positions, thus neglecting
the role of the electron-phonon (EP) interaction. Without
including the EP interaction, temperature effects cannot be
described. Even at T → 0 K, the electronic states can be
strongly renormalized by the quantum nature of atoms; this
is the quantum zero-point motion (ZPM) effect [34,35].

From the discrepancies between experiments and current
levels of theory, one can conclude that the electron-phonon
(EP) coupling plays a nontrivial role in GeS. In addition, the EP
coupling could also play an important role in the entire family
of monochalcogenide crystals. This is supported by recent
theoretical works addressing the finite-temperature effects of
semiconductors through the inclusion of EP coupling [36–40].

In fact, it is well known that lattice vibrations can affect the
optical properties of semiconductors leading to changes in the
exciton peak position, linewidth, and selection rules [41–43].
Therefore, it is important to include temperature effects on
the state-of-the-art simulations to better describe the optical
properties and to elucidate the dynamics of the EP scattering
mechanisms.

In this work, we provide a theoretical description of
the effect of the EP coupling on the electronic and optical
properties of orthorhombic GeS. We clearly identify the
most important phonon modes that efficiently couple with
the electronic states responsible for giving rise to the first
and second excitonic states. Our results show that, at the
band edge, the infrared longitudinal B2u mode is the main
scattering source for the electronic states. This mode also
couples efficiently with the first excitonic state. In contrast,
the electronic states giving rise to the second excitonic state
couple mostly with modes A1

g and B2
3g . We also calculate the

finite-temperature optical absorption, and we show that even at
T → 0 K, the role of EP coupling is crucial to better describe
the absorption linewidth and exciton peak positions.
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FIG. 1. (a) Schematic representation of the crystal structure and
Brillouin zone of orthorhombic GeS showing the main crystallo-
graphic directions. (b) Representative atomic vibrations of GeS. The
Mulliken notation for the vibrational modes is chosen because they
resemble black phosphorus vibrational modes.

II. THEORY AND METHODOLOGY

We consider a pristine GeS crystal as shown in Fig. 1(a).
It consists of a layered puckered structure containing eight
atoms in the orthorhombic unit cell for which each Ge atom
is bonded to three S atoms. The obtained fully relaxed lattice
parameters (a = 4.30 Å, b = 3.67 Å, and c = 10.63 Å) are in
good agreement with experimental ones [28].

Our study is conducted in three steps. First, plane-wave
density functional theory is used to obtain the electronic
ground state. The Perdue-Burke-Ernzerhof (PBE) exchange-
correlation potential including van der Waals corrections
within the semiempirical dispersion scheme (PBE-D) is
used. We employed norm-conserving pseudopotentials, a
60 Ry kinetic energy cutoff, and a k-sampling grid in the
Monkhorst-Pack scheme of 8 × 8 × 4 as implemented in the
QUANTUM ESPRESSO code [44]. The structures were fully
optimized to their equilibrium position with forces smaller
than 0.002 eV/Å.

Next, we use density functional perturbation theory
(DFPT) [45] to compute the vibrational frequencies ωqλ and
the derivatives of the self-consistent Kohn-Sham potential with
respect to the atomic displacements needed to evaluate the
electron-phonon coupling matrix elements.

Many-body perturbation theory (MBPT) [46] is used to de-
scribe the temperature dependent electronic states. There, the
electron-phonon interaction is treated perturbatively [47,48]
by considering the first- and second-order Taylor expansion
in the nuclear displacement, commonly known as the Fan and
Debye-Waller (DB) terms, respectively. The corresponding

interacting Green’s function, whose poles define the quasipar-
ticle excitations, can be written as

Gnk(ω,T ) = [
ω − εnk − �Fan

nk (ω,T ) − �DW
nk (T )

]−1
, (1)

where εnk is the Kohn-Sham ground-state eigenenergies for
frozen atoms. �Fan is the Fan contribution

�Fan
nk (iω,T ) =

∑
n′qλ

∣∣gqλ

nn′k

∣∣2

N

[
Nqλ(T ) + 1 − fn′k−q

iω − εn′k−q − ωqλ

+ Nqλ(T ) + fn′k−q

iω − εn′k−q + ωqλ

]
, (2)

and �DW is the Debye-Waller term,

�DW
nk (T ) = −1

2

∑
n′qλ

�
qλ

nn′k

N

[
2Nqλ(T ) + 1

εnk − εn′k

]
. (3)

Here Nqλ and fn′k−q represent the Bose-Einstein and Fermi-
Dirac distribution functions, while N is the number of q points
in the Brillouin zone. This last q-mesh is taken randomly to
better map out the phonon transferred momentum [49]. We
include 200 electronic bands and 60 random q-points for the
phonon momentum to evaluate Eqs. (2) and (3).

The electron-phonon coupling matrix elements g
qλ

nn′k, which
represent the probability amplitude for an electron to be
scattered due to emission or absorption of phonons, is given
by

g
qλ

nn′k =
∑
sα

[2Msωqλ]−1/2eiq·τs ξα(qλ|s)

×〈n′k − q|∂Vscf(r)

∂Rsα

|nk〉, (4)

where Ms is the atomic mass of the sth atom, τs is the position
of the atomic displacement in the unit cell, ξα(qλ|s) are the
components of the phonon polarization vectors, and Vscf(r)
is the self-consistent DFT ionic potential. The second-order
electron-phonon matrix elements are given by

�
qλ,q′λ′
nn′k = 1

2

∑
s

∑
αβ

ξ ∗
α (qλ|s)ξα(q′λ′|s)

2Ms[ωqλωq′λ′]1/2

×〈n′k − q − q′| ∂2Vscf(r)

∂Rsα∂Rsβ

|nk〉. (5)

Equation (5) is rewritten, using translational invariance, in
terms of the first-order gradients only (see Refs. [47] and [48]).

The EP quasiparticle corrections to the Kohn-Sham
eigenenergies are calculated within the quasiparticle approx-
imation (QPA). It consists in expanding, to first order, the
self-energy frequency dependence around the bare energies.
In this way, one can write the temperature-dependent EP
electronic states as [50]

Enk(T ) ≈ εnk + Znk(T )
[
�Fan

nk (εnk,T ) + �DW
nk (T )

]
, (6)

where Znk(T ) = [1 − ∂ Re�Fan
nk (ω)

∂ω
|ω=εn

]−1 is the renormaliza-
tion factor. Given that the Fan self-energy term is a complex
function, it provides both the energy renormalization shift and
the intrinsic quasiparticle lifetime.
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The renormalization factor can be interpreted as the
quasiparticle charge, and it constitutes a useful tool to assess
the validity of the QPA; the closer Znk is to 1, the more
appropriate is the QPA. In fact, by assuming the validity of
the QPA, one is able to rewrite Eq. (1) as

Gnk = Znk

ω − Enk(T )
, (7)

whose spectral function (SF), Ank = π−1Im[Gnk], should
resemble a Lorentzian function centered at Enk. As the lattice
vibrations become stronger, the SF gets wider and extends
over large energy windows. Note, however, that one should be
aware of the breakdown of the QPA that can be recognized
by asymmetries and the appearance of new peaks in the
SF [38,51,52].

Finally, the temperature-dependent excitonic effects are
included on top of the frozen-atom Bethe-Salpeter equation
(BSE),

LK1K2 (ω) = L0
K1K2

(ω) + L0
K1K3

(ω)K3K4LK4K2 (ω), (8)

by considering the temperature-dependent noninteracting
electron-hole Green’s function [37],

L0
K1K2

(ω,T ) =
[

fc1k1 − fv1k1

ω − Ec1k1 (T ) − Ev1k1 (T ) + 0+

]
δK1K2 . (9)

Here K = (c,v,k) comprises the electronic band index and
 = i(W − V ) represents the BSE kernel composed by the
difference between the static screened and bare Coulomb
potential. We adopt a static BSE kernel to describe excitonic
effects following Refs. [53] and [54] that have shown its
accuracy in predicting optical properties in solids. By solving
Eq. (8) with the temperature-dependent propagator, the frozen
atom BSE Hamiltonian becomes non-Hermitian due to the
presence of imaginary QP energies Enk. This is crucial
for computing the optical absorption since it provides an
intrinsic exciton-phonon linewidth, which removes the need
to include an artificial broadening. Note that the electron-
electron induced linewidths are disregarded in the present
case since, as previously shown [55,56], their contributions
in semiconductors are zero for energy windows 2Eg close to
the CBM and VBM. The BSE is calculated by considering 720
bands and a 22 Ry energy cutoff in the screened electron-hole
potential. The optical absorption is computed with the YAMBO

code [50] using a fine grid with 24 000 random k-points with
seven valence and seven conduction bands in the e-h kernel.
The parameter 0+ in Eq. (9) is set to 5 meV for numerical
reasons.

III. RESULTS

We begin our study by describing the electronic structure
shown in Fig. 2(a) using PBE. There, we observe an indirect
band gap of ∼1.16 eV, whose valence-band maximum (VBM)
is located at around three-fifths of the �X path, while the
conduction-band minimum (CBM) is at �. In Fig. 2(b)
we show the k-resolved density of states projected on Ge
and S atoms. Overall, the valence (conduction) states are
dominated by S (Ge) atoms mostly with p-type contributions.
These results are consistent with previous theoretical predic-
tions [33,57].
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FIG. 2. (a) Electronic band structure of GeS showing the indirect
band gap. Blue dots represent the wave vector at which the excitonic
state E1 takes place while V� and CBM are the ones associated with
the exciton state E0. (b) k-resolved projected density of states for Ge
and S atom contributions. White arrows indicates the wave vector of
the most probable transitions for light polarized in the x direction. (c)
Quasiparticle energy corrections as a function of Kohn-Sham energy
states showing the renormalization trend. Red lines represent a linear
fit of the data.

Note that the direct gap at � is only 50 meV larger than
the indirect gap. The oscillator strength reveals that the first
excitonic state E0 is located at �, whereas the wave-vector
number of the second excitonic state E1 occurs from points
v to c depicted in Fig. 2(a). Due to the importance of these
optical transitions, our EP coupling study will be conducted at
these wave-vector numbers. A schematic representation of the
relevant optical transitions in GeS is shown in Fig. 2(b).

To properly describe the excitonic effects on the optical
properties, one requires a good description of the electronic
band gap. Thus, we calculate the quasiparticle (QP) corrections
within the G0W0 approach and plot them as a function of the
GGA eigenenergies in Fig. 2(c). We obtained a QP correction
of 0.58 eV at �, which results in a QP gap of ≈1.79 eV.
This is consistent with previous GW calculations [57]. We
also note that the QP corrections are slightly dispersive with
respect to the GGA eigenenergies. In fact, by fitting the QP
corrections data to a linear curve, we found that the conduction
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and valence bands are, on average, slightly stretched by 6%
and 7%, respectively. These findings are important since the
QP correction at � and the average stretching of the bands are
taken into account in the form of a scissor operator to formally
solve Eq. (8). Notice that 720 bands and an energy cutoff of
18 Ry for the response function are included for evaluating the
G0W0 corrections.

We proceed with the study of the EP scattering mechanisms.
Toward that end, we compute the generalized Eliashberg
function

g2Fnk(ω) = 1

N

∑
n

′ qλ

[ ∣∣gqλ

nn′k

∣∣2

εnk − εn′k−q
− 1

2

�
qλ

nn′k

εnk − εn′k

]
δ(ω−ωqλ),

(10)

which enables us to visualize the EP coupling strength for a
given state |nk〉. We defined the band-edge Eliashberg function
as FBE = Fci

− Fvi
, where the subindex ci (vi) refers to a

given conduction (valence) state. This function provides useful
information regarding the vibrational modes that eventually
couple with an excitonic state rising at the same wave-vector
numbers.

In Fig. 3(a), we show the Eliashberg function at � for the
highest valence state (V�) and CBM, the wave vectors associ-
ated with the exciton state E0. At high frequencies, FBE present
two dominant peaks spanning from 285 to 320 cm−1 that result
mainly from scattering events at V� . For frequencies below
the phonon dispersion gap, the most important contributions
cover the range from 50 to 140 cm−1. In Figs. 3(d) and 3(e)
we project FBE on each mode. For simplicity, only the most
representative modes are shown. Some of these modes are
schematically represented in Fig. 1(b).

For frequencies below 90 cm−1, the electronic states couple
mostly with the acoustic modes (AM) and with less intensity
to the shear modes (SM). Notice that, in contrast to black
phosphorus [21], FBE present non-negligible negative con-
tributions for frequencies below 50 cm−1, which guarantees
the reduction of the band gap as the temperature increases, a
feature observed in experiments [27]. Given that

�Eg(T ) ∝
∫

dω g2FBE(ω)[Nqλ(T ) + 1/2], (11)

the Bose-Einstein distribution will always weigh more heavily
on the low-frequency region where FBE is negative, thus
causing the monotonic decreases of the band gap with the
temperature.

At higher frequencies, the dominant EP peaks are mostly
attributed to modes B2u and B2

3g , with B2u providing the most
intense contribution, as shown in Fig. 3(e). Based on this
information, one should expect that the first excitonic state E0

couples efficiently with the infrared longitudinal mode B2u.
Moreover, in Fig. 3(c) we show the EP coupling at (v) and

(c) states, whose wave-vector numbers give rise to the exciton
state E1. In contrast to the previous case, we note a significant
enhancement of the EP strength around 250 cm−1, which
results from the EP scattering events at the c state. In Fig. 3(f)
we show the projection of FBE onto the high-frequency optical
modes. It clearly shows that the electrons interact more
strongly with mode B2

3g . Moreover, the coupling of electrons

-8 0 8
g2 F(ω)

0

100

200

300

ω
 (c

m
-1

) FV

FCBM
FBE

Z Γ X S Y

0 100

ω (cm-1)

-2

-1

0

1

2

3

4

g2  F
B

E(ω
)

AM
SM
B1g

B1u

B1
3g

200 300

ω (cm-1)

-10

-5 B2g

A1
g

A2
g

B2u

B2
3g

-10 0 10
g2 F(ω)

FV
FC
FBE

200 300

ω (cm-1)

-10

-5

(a) (b) (c)

(d) (e)

B2
3g

B2u

(f)

FIG. 3. (a) Generalized electron-phonon Eliashberg function for
V� (blue dotted line), CBM (red dot-dashed line), and band edge
(black solid line). (b) GeS phonon dispersion along selected symmetry
points. (c) Eliashberg function at wave vectors c and v, which give
rise to the excitonic state E1. The band-edge Eliashberg function,
related to V� and CBM, projected on phonon modes with frequencies
(d) below 200 cm−1 and (e) above 200 cm−1. (f) Projected band-edge
Eliashberg function, related to v and c wave-vector numbers. Only the
most representative phonon modes are considered for simplicity. The
curves for acoustic and shear mode curves comprise the contribution
of three modes.

with mode A1
g is considerably enhanced with respect to the

excitonic state E0. Therefore, the exciton state E1 should
couple with the vibrational modes A1

g , B2
3g , and B2u, which

in turn will be responsible for the subsequent reduction of the
peak intensity and linewidth increase of the optical absorption.

From Eq. (6) in the limit T → 0, we estimate the ZPM gap
renormalization of ≈ − 43 ± 3 meV at �, which is more than
twice the value found in bulk black phosphorus [21]. It should
be mentioned that despite the similar orthorhombic crystal
structure between BP and GeS, the dominant EP scattering
processes at the band edge of BP are the acoustical, A2

g , and
B2u modes [21,58].

As previously stated, the MBPT approach allows us to take
into account dynamical effects. Contrary to the single-particle
description in which the states hold infinite lifetimes, the QP
picture provides finite lifetimes in the form of the width of a
Lorentzian curve centered at Enk(T ).
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FIG. 4. Quasiparticle spectral function, Ank = π−1Im[Gnk], for (a) V� and (b) CBM states. The SF for (c) valence state v and (d) conduction
state c, responsible for the excitonic state E1. The insets in (a) and (d) show the SF for wave vectors VBM and b, respectively, which are
indicated in Fig. 1(c). In particular, the wave vector k = b presents signatures associated with the quasiparticle breakdown.

In Figs. 4(a) and 4(b), we show the SFs related to the
V� and CBM states for different temperatures. The dashed
blue lines depict the single-particle (Kohn-Sham) energy with
an associated infinite lifetime. At T = 0 K, the SFs present
a Lorentzian shape which is particularly sharp at the CBM,
reflecting the long QP lifetimes. As the temperature increases,
the linewidth gets broader and the SF peaks are redshifted
(blueshifted) for CBM (V�). This shift is a signature of the
shrinking of the energy gap as the temperature increases. For
completeness, the inset in Fig. 4(a) shows the SF at VBM,
which follows similar trends to V� .

Analogously, in Figs. 4(c) and 4(d) we show the SF of the
states responsible for the exciton state E1. We observe similar
features as in the previous case regarding the temperature de-
pendence. Note that the SFs keep their symmetric Lorentzian
shape, which is a signature of the validity of the QP picture.
To further discuss this, in the inset of Fig. 4(d) we show the SF
of an arbitrary point in the conduction band [labeled as b in
Fig. 2(a)]. At T = 0 K, we observe a broad Lorentzian curve
that, as the temperature increases, becomes highly asymmetric.
For T = 600 K, one can clearly see the formation of a second
peak (a new state). The new state cannot be interpreted as a
new electron-phonon state. In fact, it has been suggested that
the appearances of new states are virtual transitions arising due
to energy conservation, and they constitute a clear signature of
the quasiparticle breakdown [34,51].

Finally, we explore the role of the EP interaction on the
optical absorption and the relation between our calculations
and experimental results. In Figs. 5(a) and 5(d), we present the
imaginary part of the dielectric function at T = 0 K for light
polarized in the x and y direction, respectively. The purple
(blue) lines show the spectra with (without) EP contribution.

Note that even at T = 0 K, the region close to the band edge
of the absorption naturally gains a width. Also, the positions
of the peaks including EP corrections are slightly redshifted as
a consequence of the ZPM renormalization. In addition, even
with the choice of a dense k-grid, the absorption without EP
contribution shows spiky features over the entire energy range.
This result clearly highlights the crucial role of including EP
interactions for describing the optical properties of GeS, even
at T = 0 K.

In Figs. 5(b) and 5(c), we show the finite-temperature
absorption for x-polarized light. We clearly observe the
natural smoothness of the theoretical curves that describe
nicely the position of the peaks and their corresponding
linewidths without using any external parameter. For instance,
experimental results by Logothetidis et al. [27] estimated the
position of the E1 peak at 2.127 and 2.087 eV for T = 84 and
215 K, respectively. Our theoretical calculations locate the
same peak at 2.128 and 2.096 eV, in excellent agreement. We
summarized the energy position of the relevant transitions in
Table I. Notice that as the temperature increases, the linewidths
of our results deviate from the experimental ones, especially
for the case of light polarized in the y direction. We argue
that the reason for such deviation might be related to the
accurate description of electronic states entering in Eq. (9).
Indeed, by inspecting Eqs. (2) and (3), we realized that the
energy dispersion curvature can affect considerably the results,
especially the broadening. Thus, a considerable improvement
of the EP lifetimes could be achieved by computing the EP
coupling on top of G0W0 electronic structure [60]. However,
this procedure is at this point computationally demanding,
and thus it is not performed in this work. Despite this
drawback, overall our GGA results predict fairly well the
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FIG. 5. Imaginary part of the dielectric function for different light polarizations. Purple and blue lines represent the theoretical
prediction with and without EP corrections, respectively. Red dots are experimental results for different temperatures extracted from
Ref. [27].

optical properties of GeS, especially for x-polarized light.
Given the resemblance of the selection rules, band structures,
and optical absorption curves [22,31] among the group-VI
monochalcogenides, one can expect that, indeed, the EP
coupling could play an important role for the description of
the optical properties of this entire family.

Finally, we would like to mention that in few-layer and
single-layer GeS forms, one would also expect a monotonic
reduction of the band gap with the temperature. This can
be ascribed to the resemblance of our phonon dispersion
results for lower frequencies—the ones responsible for the
gap temperature dependence slope—to recent vibrational
studies in monolayer GeS [61]. Moreover, due to the re-
duced screening in the few-layer forms, the EP and exciton-

TABLE I. Representative optical interband transitions energies in
GeS at different temperatures for light polarized in the x direction. The
values are expressed in eV. The experimental values for temperatures
below 215 K are taken from Ref. [27], while those for 300 K are from
Ref. [59].

T = 0 K T = 84 K T = 215 K T = 300 K

Theory Expt. Theory Expt. Theory Expt. Theory Expt.

E0 1.702 1.69 1.68 1.66 1.65 [22]
E1 2.143 2.144 2.128 2.127 2.096 2.087 2.06 2.037
E4 3.64 3.70 3.65 3.695 3.62 3.657 3.58 3.628
E5 4.225 4.193 4.224 4.162 4.18 4.089 4.09 4.031

phonon coupling might be enhanced, especially for optical
modes.

IV. CONCLUSIONS

We provided a theoretical description of the electron-
phonon coupling effects on the electronic and optical prop-
erties of orthorhombic GeS based on ab initio many-body
perturbation theory. Our results show that, at the band edge, the
longitudinal mode B2u couples efficiently with the electronic
states. In addition, the electronic states that give rise to the
exciton E1 couple mostly with the vibrational modes A1

g and
B2

3g . Our results for the optical absorption show that even
at T → 0 K, the role of EP coupling is crucial to properly
describe the absorption linewidths and peak positions. Our
findings suggest that in order to properly describe group-VI
monochalcogenides, one should include the electron-phonon
interaction effects.
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[47] S. Poncé, G. Antonius, Y. Gillet, P. Boulanger, J. Laflamme
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[48] A. Marini, S. Poncé, and X. Gonze, Phys. Rev. B 91, 224310
(2015).
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