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Multiple-band electronic structure and proximity to antiferromagnetic (AF) instability are the key properties
of iron-based superconductors. We explore the influence of scattering by the AF spin fluctuations on transport of
multiple-band metals above the magnetic transition. A salient feature of scattering on the AF fluctuations is that
it is strongly enhanced at the Fermi surface locations where the nesting is perfect (“hot spots” or “hot lines”).
We review derivation of the collision integral for the Boltzmann equation due to AF-fluctuations scattering. In
the paramagnetic state, the enhanced scattering rate near the hot lines leads to anomalous behavior of electronic
transport in magnetic field. We explore this behavior by analytically solving the Boltzmann transport equation
with approximate transition rates. This approach accounts for return scattering events and is more accurate than
the relaxation-time approximation. The magnetic-field dependences are characterized by two very different field
scales: the lower scale is set by the hot-spot width and the higher scale is set by the total scattering amplitude.
A conventional magnetotransport behavior is limited to magnetic fields below the lower scale. In the wide range
in-between these two scales, the longitudinal conductivity has linear dependence on the magnetic field and the
Hall conductivity has quadratic dependence. The linear dependence of the diagonal component reflects growth
of the Fermi-surface area affected by the hot spots proportional to the magnetic field. We discuss applicability
of this theoretical framework for describing of anomalous magnetotransport properties in different iron pnictides

and chalcogenides in the paramagnetic state.
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I. INTRODUCTION

Rich normal-state properties of iron-based high-
temperature superconductors are caused by proximity to
antiferromagnetic (AF) transition and multiple-band electronic
structure [1-4]. AF fluctuations play an important role in
these materials and it is likely that superconductivity is
mediated by these fluctuations. One can expect also that the
spin fluctuations scatter quasiparticles in normal state and
therefore influence transport properties. In particular, linear
temperature dependence of resistivity near optimal doping
[5,6] has been attributed to AF fluctuations near the quantum
critical point. Such spin-fluctuations scattering is the strongest
when momentum transfers are close to the AF instability vector
Q. As a consequence, scattering rate is strongly enhanced near
so-called “hot lines” (or “hot spots” in quasi-two-dimensional
case), corresponding to ideal-nesting conditions for the vector
Q (see Fig. 1). The concept of hot spots has been introduced for
cuprate high-temperature superconductors and their role in the
transport properties has been considered in several theoretical
papers [7-10]. For iron pnictides, the effects due to hot-spot
scattering also has been discussed [11-13]. In particular, the
resistivity anisotropy induced by the orthorhombic deforma-
tion has been considered in Refs. [11,13]. It was demonstrated
that the hot-spot scattering mechanism provides a consistent
description of the experimental anisotropy dependences on
temperature and doping [14]. In the related work [15], the
effects caused by interband scattering by AF fluctuations in
metals with multiple isotropic bands have been investigated.
Even though the hot lines are absent in this situation, it was
demonstrated, nevertheless, that strong and anisotropic inter-
band scattering leads to anomalous transport properties which
are not described by the simple relaxation-time approximation.

The narrow hot lines do not strongly change conductivity
which is determined by the average scattering time and
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therefore regular “cold” regions with weak scattering dominate
[7]. However, the hot lines give the anomalous behavior of the
conductivity in magnetic field [16] including possible extended
range of linear decrease with field. Such anomalies appear
because the regions on the Fermi surface influenced by the hot
lines grow with magnetic field. Similar mechanism also leads
to unusual magnetic-field dependence of the Hall conductivity.

Electronic transport in the magnetic field has been in-
vestigated in detail practically for all families of iron-based
superconductors spanning wide ranges of dopings [17-26].
The high-field magnetotransport in the paramagnetic state
does exhibit several anomalous features such as linear mag-
netoresistance in Fe;,TeosSep4 [23], nonquadratic magne-
toresistance in optimally doped Ba[As;_, P, >Fe, [25,27], and
FeSe [28], as well as the strongly nonlinear Hall resistance
in FeTepsSeps [19], BapsKosAs,Fe, [24], FeSe [28], and
Ba[As;_,P,]rFe, [27]. These effects are likely to be caused
by the hot-spot scattering due to the AF fluctuations. However,
strong anisotropy of the spin-fluctuation scattering is fre-
quently ignored and transport properties of the iron pnictides
are interpreted using more conventional multiple-band Fermi-
liquid theory [17,18,20,21,28] assuming that all scattering
channels can be fully characterized by the band-dependent
scattering rates.

Motivated by a clear relevance of the hot-spot mechanism
for the iron pnictides and chalcogenides, we investigate in
this paper transport properties of nearly antiferromagnetic
multiple-band metals. We consider in detail derivation of the
collision integral for the Boltzmann equation and quasiparticle
lifetime due to scattering by spin fluctuations. This allows us
to relate the shape and strength of the hot-spot scattering rate
with the microscopic parameters of the system. We proceed
with analytical solution of the Boltzmann transport equation
in the magnetic field using approximate transition rates which
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FIG. 1. Schematic Fermi surface typical for iron pnictides show-
ing only one hole band and two electron bands. Intersection between
the hole Fermi surface displaced by the AF ordering wave vector Q
and the electron Fermi surface marks the hot lines. Scattering by the
AF fluctuations is enhanced at these lines.

reproduce correctly physics of the hot-spot scattering. Our
approach fully accounts for the return scattering events and
therefore it is more accurate than the widely used relaxation-
time approximation. Based on the derived distribution func-
tions, we compute the magnetic-field dependences of the
longitudinal and Hall conductivities. These dependences are
characterized by the two very different magnetic-field scales:
the lower scale is set by the width of the hot spots and the higher
scale is set by the total scattering amplitude. A conventional
magnetotransport behavior is limited to the magnetic fields
below the lower scale. In the wide field range in-between these
two scales, the longitudinal conductivity has linear dependence
on the magnetic field and the Hall conductivity has quadratic
dependence. The linear dependence of the diagonal component
reflects growth of the Fermi-surface area affected by hot spots
proportional to the magnetic field. In the intermediate range,
the conductivity components are almost independent of the
hot-spot parameters.

A somewhat similar behavior of magnetotransport is also
realized in the antiferromagnetic state due to the Fermi-surface
reconstruction near the nesting points caused by opening
of the antiferromagnetic gap [29-31]. The reconstructed
Fermi surface acquires turning points at which the Fermi
velocity changes abruptly. As a consequence, the longitudinal
conductivity has linear dependence on the magnetic field
[29,31] and the Hall component has quadratic dependence
[30] above the field scale set by the antiferromagnetic gap
and scattering rate. In contrast to the hot-spot mechanism, for
isolated turning points there is no higher magnetic field scale
limiting this behavior from above.

This paper is organized as follows. In Sec. II, we introduce
the microscopic model describing two bands interacting with
AF fluctuations. Based on this model, we present derivation of
the collision integral in the Boltzmann equation in Sec. III. We
analytically solve the Boltzmann equation using approximate
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scattering rates in Sec. IV. In Sec. V, we compute conduc-
tivity in zero magnetic field. The conductivity components
in magnetic field are considered in Sec. VI (longitudinal
conductivity in Sec. VI A and Hall conductivity in Sec. VIB).
In Sec. VII, we illustrate typical magnetic-field dependences
of the conductivity components for a simple four-band model
with two electron bands and two identical hole bands.

II. MICROSCOPIC MODEL

For electronic band structure of iron pnictides, the fluctu-
ating AF magnetization mixes two bands, electron and hole.
This means that for the treatment of an isolated hot line, it is
sufficient to consider only a pair of interacting bands described
by the following Hamiltonian:

H = Ho + Har, (D

where the free-electron part is composed of the electron and
hole contributions

Ho =Y _(1.pChsCpo + E2pd), dpo). )
p.o

A particular shape of spectrum is not important for further
consideration. In the electron part &, the momentum p is
measured with respect to the lattice wave vector Q at which
the AF ordering takes place. The Fermi surfaces are determined
by &.p = 1, where  is the chemical potential. The hole Fermi
surface and displaced electron Fermi surface cross along the
hot lines, i.e., where & , = &, ;.

The antiferromagnetic part of the Hamiltonian is given by

8 / A
Har = ) Z (M.q0uschady s + M —q03,dy5Cpa).
p.p.Jj.a.p
3)

where M; 4 are the magnetization components, j = (x,y,z),
q = p — p’ is the shift of the wave vector with respect to the
AF-ordering vector Q, and ao{ﬂ are the Pauli matrices.

In paramagnetic state My = Mq(t) is the fluctuating mag-
netization which, in particular, scatters the carriers between
the bands. According to the fluctuation-dissipation theorem,
the amplitude of fluctuating magnetization (|M j(q,w)|2) is
connected with the magnetic susceptibility x ;(q,w) as

. ) 2T
(IMj(q,w)") = - Im[x;(q,w)] 4)
for T > w (classical limit).! The commonly used form of the
susceptibility
1

; (5)
—iyo+a;+ g}

xj(q.w) =
is valid for weak Gaussian magnetic fluctuations. In this case,
2yT
5
y2w? + (a; + mig?)

The parameters «; with j = x,y,z characterize proximity to
the magnetic transition temperature 7. For continuous phase

(6)

(IM(q,0)) =

'"We use system of units with kz = 1 and i = 1 throughout the
paper.
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transition at least one of these parameters vanishes at Ts. We
mention that for continuous phase transitions the simple shape
of the susceptibility (5) is not valid in the vicinity of the
transition point, in the regime of strong critical fluctuations.

III. COLLISION INTEGRAL IN BOLTZMANN EQUATION
AND QUASIPARTICLE LIFETIME

Scattering of carriers are fully characterized by the collision
integral in the Boltzmann equation [32,33]. The collision
integral for scattering on the AF antiferromagnetic fluctuations
was derived in Refs. [7,16] for the two- and three-dimensional
cases correspondingly. In this section, for completeness, we
repeat its derivation for a three-dimensional multiband metal
having in mind application to iron pnictides.

For the Hamiltonian (3), the collision integral due to
scattering by the spin fluctuations is related to the dynamic
spin susceptibility x;(q,w) as [7]

2 d / (o]
I,(p) = g (JP/CM

x Z Im x;(q.0)8(Es p — &s.p + )
x{— fs p(1 = frp)ln(@) + 1]
+ frp (I = frpn(@)}, )

where f;, is the distribution function for the fermions
in band s, § =2(1) for s = 1(2), q=p’ —p, and n(w) =
[exp(w/T) — 177" is the Bose-Einstein distribution function.
For small deviations from equilibrium, using the standard
presentation

0
o _ s

0 1— 0
fs,P= s,p fS« ( fSwP)

S.P 0
Py,
P~ f T

@y p,
0; p b

we obtain

T.(p) = 2T/(2n)3/ deImx,(q,wfsp( — )

x [n(w) + 1(P5,p — d%,p)c?(és,p —&p—w), 8
where fs(?p =
tion function.

The collision integral can be simplified using the standard
transformation [ dp’ — f o fdé; > Where [dSL..
the integral over the Fermi surface of § band and v} is the
Fermi velocity for this band. Assuming that ®;, changes
weakly on the scale &  ~ T, one can perform the energy
integration independently, which allows us to reduce Z;(p) to
the following form:

lexp(&s,p/T) + 177" is the Fermi-Dirac distribu-

. means

82 afs(,)p
2(27)3 3, p

ds!
/| ’|(Cb”’

I(p) = —

D) Y Ki(@Ep)
J
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with
cosh ( ﬁ)

2 cos h(’%)smh[ f’)]’

K (q.6) = f de' Tm x;(q.8 — &)

where we used the following relations:

[1— £O&)]cosh (&)
2 cosh (%) sinh [@]

and df°/d§ = — f°(1 — f)/T.

We consider a quasiparticle at the Fermi level, & , = 0. In
this case, with the shape of susceptibility given by Eq. (5),
the energy integration reduces to calculation of the reduced
integral

[1— fOENnE — &)+ 1] =

()_/o"d u 1
¢la)= _ ua2+u251nhu

We can approximate this integral by the interpolation formula
b4
a(l +2a/m)’

which correctly reproduces its asymptotics. In this case,
K ;(q,0) takes the form

{(a) ~

5T
(j + 2 mia?) ETy + o+ Y mig?)’

and we obtain a useful intermediate result for the collision
integral

ds;
IS(p)”_z(znP asy Z/ 0]

« %sz(q)f,p’ - (bs,p)
() + X ma?) 5Ty +o; +Ximiq?)’

which contains two-dimensional integration over the Fermi
surface. Further simplification can be done observing that
&; p strongly depends on the distance between p’ and the
hot line but varies smoothly along this line. Therefore, one can
perform integration over the component p’ along the hot line
neglecting the dependence of ®;p on this component [16].
This integration in general case, however, is somewhat com-
plicated by the anisotropy of the susceptibility characterized
by the parameters 7;. To proceed, we introduce the unit vector
along the hot line n, and the unit vectors along the electron and
hole Fermi surfaces ny; with s = 1,2 satisfying the conditions
Zi nin; ing; = 0, which replace the orthogonality conditions
in the isotropic case. Geometry around the hot line is illustrated
in Fig. 2(a). We can now decompose the momenta p and p’
as p = pu + 0, ps, P’ = P + 0y p; + 05 ps, where py is the
hot-line momentum closest to p and p, is the component
of p’ along the hot line. The momentum components p;
measure distance to the hot line [see Fig. 2(b)]. With such
a decomposition, the sum ) niqiz takes the form

Z niq; = Z ni(pi — p})’
i i

= mp? + nyp? + nsp?

K;(q,0) ~

()]

— 205 Ds Ds
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FIG. 2. (a)Fermi-surface geometry near the hot line. Projection of
the electron Fermi-surface section displaced by the AF wave vector Q
intersects the hole section along the hot line. For scattering event, the
initial momentum p is located at the displaced electron Fermi surface
and final momentum p’ is located at the hole Fermi surface. The
momentum py; marks the location on the hot line closest to p. (b) Cross
sections of the hole and electron Fermi surfaces intersecting at the
hot spot. The momenta p, with s = 1,2 measure distances from the
hot spot along the corresponding Fermi surfaces. (c) Representative
contour plot of the transition rate g¢(py, ps) [Eq. (11)]. We assumed
that all «; are identical and used the following parameters: n; = 1,
N2 = 0.25n,, (m/2)Ty = 0.25a. p, and g, are measured in units of
Vo/n and (3g°T) /(167 /), respectively.

with
ne=Y mingi. ny=y mng. andngs =Y mingng.
i i i

As the distribution function ®;p only weakly depends on
the parallel momentum p;, we can neglect this dependence
&5 — Ds(ps) and perform integration over p, in Zy(p)
which leads us to the following final presentation of the
collision integral:

A
Is(ps) ~ _as : | |gf(Ps7ps)[q> (ps) qu(Ps)] (10)
s,p Vs
with
gr(ps,ps) =

(]
167tﬁj Vo +u(ps,ps)

1
- , (11)
ViTy +a;+ u(ps,ps))

u(ps,ps) = Ny P; + NP7 — 215 PsPs.

The transition rate g¢(p;, ps) increases as both the initial and
final momenta approach the hot line, p;,ps — 0. Its shape
is determined by the parameters of dynamic susceptibility
aj, ni, and y [see Eq. (5)]. The first term in parentheses
in Eq. (11) describes elastic scattering by static “snapshots”
of the fluctuating magnetization, while the second term
gives dynamic inelastic contribution. The typical behavior
of g¢(ps,ps) is illustrated by the contour plot in Fig. 2(c).
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FIG. 3. Behavior of the quasiparticle lifetime [Eq. (12)] near the
hot line.

Equations (10) and (11) give the simplest accurate presentation
for the collision integral which can be used for precise
numerical calculations of transport properties.

The intensity of scattering near the hot line can be
characterized by the quasiparticle lifetime t™(p,),

1 dps
i (ps) = 8t(Ps, ps)
Ty vs]

2 b4
—t  N'm(1+—22") a2
167 /s ] ; o+

with

5 o Mol né_
ns

Behavior of the quasiparticle lifetime near the hot line is
illustrated in Fig. 3. One can see that there are two regimes
of scattering, depending on the temperature and proximity
to the hot line. For yT < 7, p?, the scattering rate behaves
as 1/t oc T2/ p2. For y T > 7, p?, the scattering rate grows
logarithmically 1/t™ o T/1In(C/|ps|) and saturates at | ps| =
Ja;/ns. In the latter regime, the frequency dependence of
the susceptibility is not essential, meaning that this regime
corresponds to scattering on static “frozen” AF fluctuations.
In general, the n parameters depend on local orientation of
the hot line. For common particular case of hot line oriented
along the z axis and no in-plane anisotropy, 7, = n,, we
have simple relations n; = n,, Ny = N5 = Ny, Nss = Nx COS Ueh,
and 7, = 1, sin® aen, Where aen is the angle between the
electron and hole Fermi surfaces. In this case, u(p;s,ps) in
Eq. (11) is just proportional to the momentum change squared
u(py.ps) = nx(psny — psnz)>.

IV. SOLUTION OF BOLTZMANN EQUATION
USING APPROXIMATE TRANSITION RATES

To obtain conductivity in magnetic field, one has to solve
the Boltzmann kinetic equation for the distribution function
[32,33]. We assume that the electric field E is applied in the xy
plane and the magnetic field H applied along the z axis. Using
the simplified collision integral [Eqgs. (10) and (11)], the two-
band Boltzmann equation takes the following approximate
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form:
e ddg
—eEyv5 4 — —Hu; ks
c dps

q)s,a dps
= - +/ gf(PmP&)[q)s,a(Pi) - q>s,a(p.v)]’ (13)
T |vs ]

where 7, are the background scattering times, which we
assume to be isotropic. We remind that in our notations
s = 1 corresponds to the electron band v; > 0, and s =2
corresponds to the hole band v, < 0. Equation (13) repre-
sents a system of coupled one-dimensional integrodifferential
equations for the distribution functions depending on distances
from the hot spot p, [see Fig. 2(b)]. These equations do
not have exact analytical solution. Therefore, one can either
solve them numerically or rely on some approximations. The
most common approach is the relaxation-time approximation
within which the return scattering events described by the
term f ‘livp I g(ps, ps)Ps.o(ps) are completely neglected. Even
though in most cases this approximation gives physically
reasonable predictions, for strongly anisotropic scattering, it is
not quantitatively accurate [10,12]. Alternatively, the precise
solution of the kinetic equation can be obtained numerically.
We propose a different approximate scheme, which also allows
for exact analytical solution and preserves several realistic
properties of the system which are lost in the relaxation-time
model. We will replace the exact transition rates (11) with the
approximate factorizable form

gi(p1.p2) = vas¥V1(PDY2(P2), (14)

where the functions ,(py) are normalized as

dp,
/ L y(p) =1

oo [Vs]

and their shapes are chosen to reproduce the hot-line relaxation
time (12):
——— = s ¥s(Ps)- 15
iy = ) (15)

Therefore, the total amplitude characterizing the strength of

hot-spot scattering is given by
dpl dp2
—gt (p1,p2)-

d dps 1
vyl T(py)
The relative strength of the hot spot with respect to background
scattering can be conveniently characterized by the reduced
parameter yhs|vg|ts/pr.s. We will assume that this parameter
is small.
Introducing notations

Yhs =

q)s,a(ps) =eE Ar at(ps) (16a)

As,a = ws(ps)As Dz(ps)

|s|

(16b)

we obtain from Eq. (13) the following equation for the “vector
mean-free path” [34] A o(ps):

dAg
dpsy
= Vs« + Vhs%(Ps)/_\s,a- (17)

1 e
|:_ + Vhsws(ps)i|As,a — —Hu;
7 c
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The conductivity tensor is related to A o(p;) as

2¢?

Oup = ) dp.Sap,

[

© 2 | it

sl
The physical parameters v; and y4s entering Eq. (17) depend
on z axis momentum p, as an external parameter. Therefore,
this equation deals with fixed-p, cross section of the Fermi
surface which intersects hot lines at the hot spots. The
total conductivity is obtained by integration over p,. In the
following, we will skip an implicit dependence on p, in all

parameters. The hot-line contribution to the conductivity ao%
is given by

(18a)

(18b)

O = o )g/dpzzszz, (19)

where S™ is the contribution to S, from one hot spot and the
sum is taken over all hot spots in the given p, cross section.
In the following sections, we solve Eq. (17) and compute
components of conductivity.

V. CONDUCTIVITY IN ZERO MAGNETIC FIELD

For completeness, we consider first the conductivity at zero
magnetic field (see also Ref. [8]). Rewriting Eq. (17) as

Avy = Vs.a n YosWs(Ps) Al

T V() A ¥s(py)

we obtain a 2 x 2 linear system for A, , defined by Eq. (16b):

(20a)
(20b)

Mg — (A =r)hyy = rlflvlfi,,,

—(1 =)Ao+ Aoy = szzv}fa,

where v, are Fermi-velocity components at the hot spot and
the dlmensmnless parameters r, are defined as

dps/|vs|

T, + thl(py) @1

s =

Ys(ps)dps/Ivs| L/
1+ toyns¥s(ps) Yhs

The solution of these equations is

i s Ts v?sa +r;(1 — rs)tgv?fa 22)
o ri+r—rir ’

In the case of narrow hot spot r; < 1, we obtain the following
approximate result for the vector mean-free path:

hs
rlv]*atl +r2v2at2 1

Asa s) ™~
alps) ri+n

X (vx,a Ty —

1+ Ts/fshl(ps)

rlvlffa T + rzvlz‘fa T (23)
r+nr
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Here, the first term approximately gives the vector mean-free
path in the hot-spot region. Due to strong equilibration, it
is identical for two bands.? This result can also be rewritten
approximately as®

hs hs
Ts (vs"farf - vs,safs)rg‘

AS.C( S ~ US aTS +
) ¥ s Ty + Thl(py)

24
r +nr 24)

We can see that far away from the hot spot where tM(p;) > 7,
the conventional result A o (py) & v o Ty 1S restored. The tran-
sition to this asymptotic takes place at the typical momentum
p-s where the hot-spot scattering rate drops down to the
background tM(p, ;) = 7, (see Fig. 3). Note that this typical
momentum is mostly determined by the tail region in the
scattering rate 1/tM(p,) and changes only weakly when the
temperature approaches the transition point.

Substituting the result from Eq. (24) into Eq. (18b), we obtain

Sea = S + Sh

oo’

(25a)

with the background and hot-spot contributions given by

dpy
SO =3 / V2,1, | f - (25b)
h (Ugsa‘fz - U}llsaz":1)2
Sou = —Vhs— ’ (25¢)

1/ri+1/r

Remind that S,, directly determines the conductivity gy
by Eq. (18a). Alternatively, the hot-spot contribution can be
expressed via the relaxation rates rshl( Ds),

dps/vs|

—-1)~—
. 2
See = — (V8,1 — V1%, 1) {X:: [f rs+r—}‘1(ps)} }

and can be estimated as

hs hs 2
(V3,7 — v, 71)
Tilvi] n2lva|
Pr1 + P2

hs ~
SO[(XN_

Typically, the cold regions dominate in transport and the hot
spots give only small corrections [8]. Moreover, these correc-
tions are not singular at the transition point. As the carriers
within the range ~ p, from the hot line are almost eliminated
from transport, the relative reduction of conductivity is of
the order of o /o9 ~ p./pr. Note, however, that, contrary
to the relaxation-time approximation, in the case rlv'ffa T +
rgvgfa 7, # 0, the distribution functions do not vanish in the
hot-spot regions and therefore these regions actually give finite
contributions to the current and conductivity.

“Note that, in contrast to the relaxation-time approximation, the
distribution function does not vanish in the hot-spot region.

3As the second term vanishes away from the hot spot, in its
derivation we neglected p, dependence of v, , and replaced v, , —
vhs

s,
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VI. CONDUCTIVITY IN MAGNETIC FIELD

In the magnetic field, the formal solution of Eq. (17) can be
written as

8500 v\ \\ A
’ dps vs o + Vh wS(py)AE,a
As,ot(ps) :/ : - EH,s(p;vps)’

) H
(26a)
P+ Yhs¥s(Bs) d p,
Lit(pl.ps) = exp [— / ERLacL Sl (26b)
Ps ZH Us
with §; = sgn(evy) = —sgn(v;). This presentation is similar to

so-called Shockley “tube integral” [35] (see also Ref. [36] for
the recent use of this approach). The exponent in Eq. (26b)
is the probability of reaching point p; from point p, with-
out scattering during orbital motion of quasiparticle in the
magnetic field. The term with A;, in Eq. (26a) describes the
contribution from the return-scattering events. Without this
term, Eq. (26a) would give the relaxation-time-approximation
result. Using the identity

800 dp! L + Yhs¥s( \)
/ vl;srsygh—Hps‘CH,s(p;vps) = 11

we can also transform this presentation to the following form:

_ A 00 \TSU;,a B ]\3‘»01 \
As,a(ps) _ Af,a + dpyf»cH,s(psaps)-
P SHugtg

27
From this result, we derive the linear system for the parameters
Ax,(x s

[\s,a - (1 - Rs)[\§,a = Vv,(xfm (28)

where the parameters R; and V; , are defined by the double
integrals

R, =

MH,.f(p;’ps)

1 (>dp, (» dp,
fﬂ Py (292)

\ e
Ts Vhs 00 |Us| —3500 ZHTSUS

1 oo dp\ n dpv
Vig = U\ s K Moy \’ v
T /;00 Myl g0 £HTVS Hs (P Ps)
(29b)

with

P dp
My (P, ps) = exp (—/ 2P )
p cHT U

Yhs 2 N
1 - - N 5 M
><|: exp( o ), ¢(P)ﬁs )]
(29¢)
The solution of Eq. (28) is
- Vg V§ 5 1 — RY
As’a — s, rS + S .OK.EY( S ) . (30)

Ri+R,— RiR

This result determines the vector mean-free path by Eq. (27),
which, in turn, determines the conductivity components by
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Egs. (18a) and (18b). In the following sections, we proceed
with the derivation of the longitudinal and Hall conductivities.

A. Longitudinal conductivity

For calculation of the longitudinal conductivity, in the
integral for V,, [Eq. (29b)] one can replace v, , by its
value at the hot line vY > giving Vg, & v * Rs. To proceed
further, we need to obtain a tractable cxprcss10n for the
field-dependent parameter R,(H) [Egs. (29a) and (29¢)].
The essential magnetic-field scale in this dependence, B, ,
is set by the typical width of the hot-spot scattering rate
w; ~ /o /7, [the width of the functions y;(p;)] as

C [T YhsWs 31)

w,s |€| |U?S|‘L'S .
While behavior at very small magnetic fields H < By s
is sensitive to exact shape of ,(p;), at higher fields the
internal structure of ¥(p;) is not important and it can be
treated as & functions, ¥(ps) — |vs|8(ps). This allows us to
derive relatively simple analytical results for this magnetic-
field regime. In this case, we obtain that the parameters R;
[Eq. (29a)] are identical for both bands and given by

R~ 2| <ﬁ> (32)
()

with the field scale

= (33)

le]

set by the total scattering amplitude. The exponential factor
in this result represents probability for a quasiparticle to pass
through the hot spot without scattering. For H <« B,, this
probability is negligibly small. Substituting result (32) into
Eq. (30), we obtain

o ol ell = [ —exp (- F)])
2— gl —exp (-]
and from Eq. (27) the vector mean-free path
(B, 7y — v, 75)0(—8, py)
1 —exp (——V)

31 —exp (=)
(34)

As,a ~

As.a(ps) ~ vs,afs -
X exp( Ps )
CHubt, Jo

where 6(x) is the step function. We can see that the hot
spot affects the distribution function only on one side, in
the range Ay ps = fH |v_£‘5|rx, meaning that the affected area
of the Fermi surface grows proportionally to the magnetic
field. This result also means that the hot spots influence
conductivity independently until Ay ps < pr. Substituting
derived A ,(py) into Eq. (18b), we obtain the magnetic-field-
dependent part of S (H), §S™ (H) = S (H) — S(0),

cH[1—exp (= 7)]

2— [t —exp (-F)]
(35)

’

SSQZ(H) (vlfsarl — vgsarz)

El
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meaning that the reduction of conductivity due hot-line
scattering increases linearly with the magnetic field within
B,s <H < B,:

1
88t ~ =5 (v T - v';arz)ng. (36)

In this linear regime, the penetration of a carrier through the
hot spot without scattering is negligible and the conductivity
is not sensitive to the hot-spot parameters at all. At higher field
H > B,, the hot-spot contribution saturates at a finite value

881 A e (V1,71 — 0B, 10)". (37)

This result is valid assuming that the hot spots still act indepen-
dently at H ~ B,, which is correct if B, < (c/e)pr,s/|vs|7s
corresponding to the condition for the hot-spot strength ;s <
pF,x/|vs|Ts~

For quantitative description of the behavior in the full field
range including B ~ B, ;, we assume a simple Lorentzian
shape of y,(p,) valid for T < o /y [see Eq. (12)], and close
a; forall j,

o |w /7

¥s(ps) = (38)

piFwi

Comparing with microscopic result [Eq. (12)], we can express
the strength and width of the hot spot via the microscopic
3nglyT?

parameters as
Yhs = Wy = ‘l 7 . (39
32 vsllvsly/me (msm5 — n35) et

In this case, for wy; < YhsTs| vl‘s| /7, the parameter r, [Eq. (21)]

can be evaluated as
T Wy
re A —h: . 40)
Vhs | Ug |Ts

Note that this parameter also determines the ratio of the
typical fields B, and B,, B, =r:B,. The typical mo-
mentum scale p; defined in the previous section by the

condition tM(p, ) = 7, becomes p.; = /yhs VS|t w, /7 =
wy /1. With such ¥, (py) the function My ((p}, ps) [Eq. (29¢)]
can be evaluated analytically as

My s(py.ps)

A exp _p; — Ds
SHu,ty

Vhs Py Ps
x4l —exp|— T H arctan w—b — arctan w_j .

41)
This allows us to transform the parameters R, [Eq. (29a)] to
the following form:

Ry =y +fa(hvrs)v (42)

where h = H/B, is the reduced magnetic field. The dimen-
sionless function F, (h,r;) is defined by the following double
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integral:

S22 oo 00 Z r?
Folhr) = ;f_oo d"/o dZeXp(_Z){eXp [_1 J/ruz}

arctan (v + zhe) _ arctan u
— exp [— ( ;h) “ (43)

and has the following asymptotics:

]:(h ) ’;SLZZ};_Z( _%i’_i) for h<<r’
o ’r ~
h[1 —exp(—3)]+r for h>r

For the most typical case r < 1, this function can be trans-
formed to the form with a single integration (see Appendix A)

r 1
]:G(h,r) = ;|:1 — exXp (-Z)]

o whx
x/ dxexp(—x)G| — | —r,
0 4r

G(a)=4 l—i—azE(

a? 2 % a?
1+ a2 J1+a? 1+a2)
44)

where E(m) and K(m) are the full elliptic integrals.
Figure 4 shows dependence of F, (h,r) on the reduced field i
for different values of r. The inset shows crossover between
the quadratic and linear regimes at 4 ~ r.

Calculation of the conductivity is based on the distribution
functions A; . (ps) defined by Eq. (27). Figure 5 illustrates
how these functions evolve with increasing magnetic field. We
can see that at zero field the functions have symmetric dips
with width p, ;, within which they approach almost identical
values at the hot spot, as described in Sec. V. We also note that
the hole distribution function changes sign near the hot spot,
meaning that the partial current due to the quasiparticles in this
region flows in the direction opposite to the average transport

10 T T T

0.8

FIG. 4. The dependence of the function F,(h,r) defined by
Egs. (43) and (44) on the reduced field & for different values of r
specified in the legend. The inset shows the scaling plot of F,/r
vs h/r describing the crossover between the quadratic and linear
regimes at small fields. The dashed and dotted-dashed lines show the
low-field quadratic and linear asymptotics.
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1.0 T T T T T T T

0.0F-e e Tl : ...................................

FIG. 5. The distribution functions A, ,(p;) [Eq. (27)] normalized
to vﬁ‘fa 7; near the hot spot for different magnetic fields and repre-
sentative parameters shown in the 7 = 0.1 plot. For not too large
fields & < 1, due to strong equilibration near hot spot, A, for two
bands are very close at p;, = 0. At zero magnetic field, the distribution
functions have symmetric dips with width ~p, ;. Atfields & > r,, the
hot spot strongly disturbs the distribution function within the range
Ay ps < H on one side (p; > 0 for the electron band and p, < 0
for the hole band). As a consequence, the dependences A; ,(p,) have
steps at p;, = 0. The height of this step reduces with increasing field
forh > 1.

current. This corresponds to the effect of negative transport
times caused by strong interband scattering, as pointed out in
Ref. [15]. At fields i > r, the distribution functions become
strongly asymmetric. They are strongly suppressed at the side
from which the hot spot can be reached during the orbital
motion in the magnetic field, i.e., at p; > 0 (p, < 0) for
the electron (hole) band [see Eq. (34)]. The range of this
suppression A g p, grows proportionally to the magnetic field.
Due to such one-side suppression, the distribution functions
acquire a steplike features at the hot spot. This sharp drop
reflects small probability of quasiparticle penetration through
the hot spot without scattering. This probability increases
with increasing magnetic field and this corresponds to the
step-height decrease.

Using the distribution functions from Eq. (27), we derive
from Eq. (18b) the magnetic-field-dependent part of S,,(H)
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as

8Sh (H) = Z oS (S 7
In Eq. (18b), we again replaced v, by its value at the hot
spot v?fa. Substituting A; , from Eq. (30), we obtain the field-
dependent part of S, in the closed form

5S22(H) = —yhg(v}llsarl - vgsarz)
ol W TR Fo Ulfaszlfa,z
Ri+ R, — RiR;

where we used the abbreviation F, ; = F,(h,r). This equa-
tion determines the field-dependent part of longitudinal con-
ductivity and represents the main result of this section. At high
fields H > B, s (h > r,), this general formula reproduces
Eq. (35). In the linear regime for B, ; < H < B,, we can
derive a somewhat more accurate result, which takes into
account a finite offset,

As uz)fsyhs]: (h,rs).

, (45)

1 e
5SS (H) ~ —z(flvl,a - Tzvz,a)zzH + Soft

with  Sot = B2 (11010 — T202.a)(T1V1,71 — T2V2472). Note
that this offset has the same order as the zero-field correction
[see Eq. (25¢)]. At small fields H <« B,, 5, we obtain

37.[3/2 hS T — 1)1213(11'2
32 hs
vy, a|v itl /wl

v2a|v |‘52/U)2( )
X .
\/|v |rg/w2+\/|v |r1/w1 ¢

For comparison, the conventional background contribution
[32,33] is given by

88 (H) ~ —

2

55O, (H) ~ -2 / (W, ) vsdps <§H> (46)
with v;’a = dv; o/dps. We can see that, in contrast to the zero-
field conductivity, the small-field H 2 correction is dominated
by the hot-spot contribution. It exceeds the background
correction by the factor ~pr /p:.s.

Equations (42), (44), and (45) determine the hot-line con-
tribution to the magnetoconductivity [Eq. (18a)] for arbitrary
values of band Fermi velocities, background scattering rates,
and strength of hot-spot scattering. The qualitative behavior,
however, is always the same: quadratic dependence at very
small fields, linear magnetoconductivity in the intermediate
field range, and approaching a constant value at very high
fields. Such behavior was first predicted by Rosch [16] for
a single-band three-dimensional metal near the antiferromag-
netic quantum critical point.

B. Hall conductivity

A finite contribution to the Hall conductivity appears due to
the curvature of the Fermi surface at the hot spot. This means
that the dependence of v; ., on p; in Egs. (27) and (29b) can not
be neglected. It is sufﬁciént to keep only the linear-expansion
term v, o (ps) ~ vs w Vg o Ps With vy, = dv o /dp; at p;=0.
In this approximation, the parameter V; , [Eq. (29b)] can be
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represented as

Via = V%R, + 0, By (47
with
1 [~ .dp\ (> dp,
B, = / 4P, P (hpe). (@)
TsVhs J— |U5| —38,00 ¢ TsUs

where My ((p},ps) is defined by Eq. (29¢c). The field
dependence of this function determines behavior of the Hall
conductivity which also has three regimes defined by the field
scales B, s [Eq. 31)] and B, [Eq. (33)]. For H > B, ; we
can again approximate ¥;(p;) by é function and this yields the
following result:

1 —exp(—B,/H 2
B, ~ M(f}]) ™, (49)
Yhs c

meaning that B;(H) increases quadratically with magnetic
field in the range B, s < H < B, and continues to grow
linearly for H > B,. For smaller fields H < B, s, the de-
pendence B;(H) is sensitive to exact shape of ¥;(p,), which
we again assume to be Lorentzian [Eq. (38)]. In this case, using
Eqg. (41), we can derive the following scaling presentation for
Bs(H):

BS = SS'LUS]:H(H/B}/’rs)a (50)

where the reduced function Fpy(h,r) is defined by the
following double integral:

}’2 [e'e] [e'e]
—[ duu/ dzexp(—z)
T Jo 0

{ |: arctan(u + whz/r*) — arctan u:|
x Jexp | — 5
T

f[-](/’l,}") =

|: arctan u — arctan(u — rrhz/rz)] }
—exp|— ,

wh
(5D
and has the asymptotics
Splh(1 4 20 for h<r,
fH(hsr) ~ n2 1
[l —exp(—5)] for h>r

In particular, the last asymptotics reproduces Eq. (49). In the
case r < 1 we also derive in Appendix B a useful presentation
containing only one integration:

h [ whx

—/ dx x exp (—x)GH(—)

r Jo 4r

+ e 1-— — ! 52

2
Gula)=2va2 +1E[ -2
" a’+1

fH(h,r) =

with

1 K ( a? ) 5
— —2a.
Va2 +1 \a*+1
Plots of the function Fy(h,r) for different r are shown in
Fig. 6(a). For clearer illustration of the crossover between
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2000

1500

N

1000

FIG. 6. (a) Plots of the function Fy(h,r) defined by Egs. (51)
and (52) versus the reduced field /4 for different values of r specified
in the legend. The inset shows the plot of Fy vs h/r describing the
crossover between the linear and quadratic regimes at small fields.
(b) Double-logarithmic plots of » F (h,r)/ h for the same parameters.
The vertical bars mark the values & = r at each plot. These plots
clearly illustrate two crossovers in Fy(h,r)ath ~rand h ~ 1.

linear and quadratic regimes at small fields, the inset shows
plot of Fy versus h/r for h < 3r. To demonstrate both
crossovers at & ~r and h ~ 1, we show in Fig. 6(b) the
double-logarithmic plot of r Fg(h,r)/ h.

We now proceed with derivation of the Hall conductivity.
With corrections to V;, given by Egs. (47) and (50), the
solution for A 4 [Eq. (30)] becomes

Ago = Z(Us,zvl,afz + Wi wivy o T) (53)
I=s,5
with
Rs R§(1 - RS)
Us,s s — Us,.?‘ e ———
Ri+R,— RiR Ri+R,— RiR,
W, = Fhs W= Frus(1—Ry) ’
Ri+ R, — RR Ri+ R, — RR;

where we introduced abbreviations Fy ¢ = Fu(H/B, ,ry).
From Egs. (18b) and (27) we find that the Hall conductivity is
determined by Sy, = )" S; «, with

dps

Ss,xy ~ st,x

_ 8500 T, Az,
x (As,y +/ dp‘gj)—\”liy,s(p},ps))
Ps ZH s Ts
(54)

PHYSICAL REVIEW B 94, 125154 (2016)

where Ly (p),ps) is defined by Eq. (26b) and for the
Lorentzian hot spot can be estimated as

\
Ps — Ps
L \ ~exp|—=2
H,s(ps Ds P |: fHUSTS
\
— eyhs (arctan P _ arctan &)i| (55)
ET[H Wy Wy

First, we separate from S;,, a conventional background
contribution

dp; oo dpy vy s — Ds
s, = [P, [ e[|
} |vs| Ds U ZH ;Hvsts
e
- _55;1113 / dp,vs s} . (56)
Subtracting this term, we obtain the hot-spot contribution
S8y = Ssxy — SO, as
dp 4o gpy
hs ~ s s o \
S.xy o / —EHv}fs (Asy — 750y )
X M s(pg,ps), (57)

where My (p}, ps) is defined by Eq. (41) Substituting Ay 4
from Eq. (53) and expanding vy, and v; , near the hot spot,
after some algebraic transformations, we ﬁnally find the total
hot-spot Hall term

hs __ Vhs
= R TR o RIRZZME"R Ks.
Ky = ([ vl x v ], + vl x v*] ), (58)

which determines the Hall conductivity via Eq. (18a). We can
see that, in general, SL‘; contains both intraband and interband
contributions.

As follows from Eq. (58), the hot-spot Hall conductivity has
three asymptotic regimes: (i) small-field linear regime & < ry,

e
hs V

SP ~ — E Sswy —IC,
Y 4 r1+l"2 Y Y

= T Sk (59)
\/|U?5|‘El/w1+\/|v25}‘[2/w2 N

(i1) intermediate quadratic regime r; < h < 1

hs o, T 2 85wy
SxyN_Ethh Z rsz ICs

/e \° .
= —5<;H> > vtk (60)
and (iii) large-field linear regime & > 1,

85 e
Shg%—m/hshz o

?

HZU‘“R .. 61)

The latter two asymptotics correspond to Eq. (49). Note that
in all three asymptotics S is proportional to Y vz, K;
even though the general result [Eq. (58)] does not have this
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property. Comparing S)}Cl; [Eq. (58)] and its asymptotics with
the conventional contribution Sff;) [Eq. (56)], we can make
several observations. The signs of the hot-spot correction terms
are opposite to the corresponding conventional contributions.
The correction to the linear Hall conductivity at H < By, ¢
is typically small. The relative correction is of the order of
p./Ppr, similar to the zero-field conductivity. However, the
hot-spot correction leads to crossover to quadratic regime at
relatively small magnetic fields H ~ B, ;, and this quadratic
field dependence persists within a wide range of the magnetic
fields. In combination with the linear decrease of the longitu-
dinal conductivity, this behavior provides clear signatures of
the hot-spot scattering. Comparing Eqgs. (56) and (61), we can
see that the overall relative change of slope of the partial Hall
conductivity for bands s, 0y, s, from very small to very large
field, is determined by the hot-spot strength as

’
AO-)cy,s -~ Vhs|vs|7:s

/
o'xv s PF,s
w1th o!

vy = 00xys/0H and Ao XH = ;N(H > B,)) —
(H — 0).

xys

VII. REPRESENTATIVE MAGNETIC-FIELD
DEPENDENCES FOR A SIMPLE FOUR-BAND MODEL

In this section, we illustrate general trends in the magnetic-
field dependences of the conductivity components for different
parameters. The iron pnictides and chalcogenides typically
have at least two hole bands in the Brillouin zone center and
two electron bands at the zone edge. This makes fully realistic
analysis rather complicated and requires knowledge of many
band-structure and scattering parameters. For illustration, we
consider a minimum model of compensated metal with two
identical hole and two electron Fermi surfaces. We assume
circular and elliptical cross sections for the hole and electron
Fermi surfaces, respectively,
po P P’
2my + Zmy’ S2p = €20 — 4 2my’

which are characterized by the Fermi momenta pp, =
w/2]’!12{;‘1:,2 and PF.a = \/Zma&‘[{] with o = x,y, EF1 =MW —
€1.0, EF2 = &2,0 — M. In the further analysis, we will assume
that the inequality pr. > pr2 > pr,y holds. The second
electron band is 90° rotated with respect to the first one. Each
electron band has four hot spots and each hole band has eight
hot spots. Introducing the ratios uy, = prg2/pro Withu, < 1
and u, > 1, we find the cosine and sine of the hot-spot angle
9h5 as

Slp=¢10— M+

2 2
us — . 1—u
o8’ Ops = zy > sin? Oy = > 2 (62)
uy — uy y T Ux

For the compensated case, u,u, = 1.

In the previous sections we focused on a single p, cross
section of the Fermi surface. Calculation of the conductivity
in Eq. (18a) includes the integration over p., which means
averaging over all cross sections. For estimate, we will use
the result for a single representative cross section. As the
conductivity unit, we take the partial conductivity of the hole
bands at zero magnetic field o9 = 07 ,,(0) S(O) L(0). We
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also introduce notations for the in-plane mass anisotropy of
the electron band €; = m,/m,, the average mobility ratio
Ly = mat /T, with i = My, and the reduced hot-spot
strength

hs = Vaslv2|T2/pro K 1.

In these notations, the ratios of the mobility components are
TVF [/ T2lva| = §u/uy, TIVF,y /T2l V2| = §p/ux.

Using the reduced parameters, we obtain the following
presentations for the background zero-field conductivity

0 (0) = a1+ ¢ +u,7) /2],
magnetoconductivity
300(h) = —opih*[1 + (uy* +

and Hall conductivity

2
;y) = osh| 1 — uxl;y .

Note that the parameter 7, appears in these presentations only
because we use the field scale B, which is proportional to ;.

The contributions from the four hot spots are determined by
the ratios of the local mobilities at these points Which can be
evaluated as 1’11) /1'2|v2x| = {.4/€1 and ‘L’1v /12|v2y|
Su/ /€1 We also obtain relation between the parameters Ty
[Eq. (40)], r3 = ri %26, ~u* +uy® — 1, and assume that
w; = w,. The hot-spot contributions to the zero-field con-
ductivity [Eq. (25¢)] and longitudinal magnetoconductivity
[Eq. (45)] can now be presented as

u, )5 /2],

w0 = R /Zziyhls/rz
x [€08% Ons(1 + ¢n/€1)* + sin® Ong(1 + ¢,/ /1))
(63)
and
5 ;j(H):—i 020Vhs

T R+ R — RiR,

x |:COSZ Ons(Cun/€1+1)(Cun/€1 RoFo 1+ R Fo2)

+ sin? 6h5<5”_ + 1)(5’1_1?2}}1 + R Fs, 2)]

(64)
respectively. For the derivation of the Hall term (58), we obtain
the relations

7 [VlfS X v’l]z T [V’2 X V}l‘s]z

_ _ TF1 _ Cu
n[v) x vgs]z

rz[vgs X v’z]z N

b
'(281:’2 Mxl/ly

which allow us to present this term as

8 L ritiFuiRy—r3FuaR, ¢
i (H) = o7~ 2 14+ =),
R+ R, — RiR,

Ucly
(65)

We utilize the derived presentations for illustration of the
possible shapes of o,5(H) dependences.
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FIG. 7. Representative magnetic-field dependences of the conductivity components for two values of hot-spot strength 7, 0.05 (left
column) and 0.2 (right column), and two values of “sharpness” parameter r1, 0.02 and 0.2 (solid and dotted lines). For reference, we also show
background conductivity without hot-spot scattering (dashed lines). The inset in the lower right plot shows the derivative do,, /d H at low fields

to emphasize the difference between two values of r;.

The overall behavior of the conductivity components
mostly depends on the two reduced parameters s and ;.
The first parameter determines the magnitude of the hot-
spot correction with respect to background while the second
parameter determines the behavior at small magnetic fields.
Figure 7 shows the representative magnetic-field dependences
of the conductivity components for two values of i, 0.05
and 0.2, and two values of r{, 0.02 and 0.2. As a reference, we
also show the background longitudinal and Hall conductivities
without hot-spot scattering.

We can see that for the weak hot spot 75 = 0.05 the
corrections are small, while for 7 = 0.2 they become
comparable with the background. In particular, the slope
of the Hall conductivity |do,,/dH| drops more than twice
with increasing magnetic field. The role of the “sharpness”
parameter r; is more obvious for the longitudinal conductivity.
For the broad hot spot r; = 0.2, we can see the region of
quadratic magnetoconductivy for 2 < 0.2. For the narrow hot
spot r; = 0.02, this region is practically invisible in the plots
and the conductivity has linear magnetic-field dependence in
the extended field range. In contrast, for r; = 0.2 this linear
regime is not pronounced and looks more like an inflection
point. The parameter r; only weakly influences the shape of
oyy(H) because it mostly determines the small correction to
the low-field linear slope. This small correction can be more
clearly seen in the field dependence of the derivative doy, /d H
at small fields (see the inset in the lower right plot of Fig. 7).
Also, the inset plots clearly demonstrate that the hot-spot
correction to oy, has quadratic magnetic-field dependence in
the intermediate field range.

VIII. SUMMARY AND DISCUSSION

In summary, we analyzed in detail magnetotransport due to
the hot-spot scattering on the AF fluctuations in multiple-band
metals. The key qualitative features are extended ranges of the
linear magnetic-field dependence of longitudinal conductivity
and, simultaneously, the quadratic dependence of the Hall
component.

This mechanism is very likely responsible for anomalous
magnetotransport properties found in some iron pnictides
and chalcogenides in paramagnetic state. For example, the
linear magnetoresistance and strongly nonlinear Hall resistiv-
ity have been found in Fe;,TegeSegs [23]. This behavior
becomes pronounced after annealing which strongly reduces
background scattering. Such behavior roughly corresponds to
illustration in Fig. 7 for strong and narrow hot spot s =
0.2 and r; =0.02 for H < B,. The absence of saturation
at high magnetic fields simply means that the field scale
B, for this compound is very high, more than 30 T. In
other compound, Ba[As;_,P,],Fe,, longitudinal resistance
has small but clear deviations from quadratic magnetic-field
dependence [25,27] while the Hall resistance has weakly
nonlinear field dependence [27]. Such behavior resembles
illustration in Fig. 7 for weak and broad hot spot s = 0.05
and r; = 0.2. The corresponding typical magnetic fields seem
to be rather large, B, ~ 35T and B, ~ 65 T. Anomalous
properties are seen in the optimally doped compound and
they disappear in overdoped compounds. This is consistent
with the interpretation based on the spin-fluctuation scattering.
In principle, detailed analysis of magnetotransport allows to
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extract the hot-spot parameters which would give us a valuable
microscopic information about properties of spin fluctuations.

It is instructive to compare behavior of magnetotransport
in the paramagnetic state due to hot-spot scattering and in the
antiferromagnetic state due to Fermi-surface reconstruction
[29-31]. In both cases, the anomalous behavior is caused by
the interruption of smooth orbital motion of quasiparticles
along the Fermi surface in the magnetic field. In the first
case, the interruption is caused by the sharp enhancement of
scattering and in the second case by the abrupt change of the
Fermi velocity. In both cases, there is a low-field crossover at
which the field dependence of the longitudinal conductivity
changes from quadratic to linear while the dependence of
the Hall conductivity changes from linear to quadratic. For
the hot-spot mechanism, the crossover field is determined
by the scattering strength and width of the hot spots and
for the reconstruction mechanism it is determined by the
antiferromagnetic gap. Above the crossover, both the hot
spots and turning points can be treated as sharp regions and
the conductivity components are not sensitive to their internal

J
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structure. We can note that for identical background scattering
times t; = 7, in the linear regime the longitudinal conductivity
due to the hot spots is two times smaller than one due to
the reconstruction mechanism. For the hot-spot mechanism,
the linear (quadratic) growth of the longitudinal (Hall)
conductivity is limited from above by the second magnetic
field scale determined by the total scattering strength. Such
limit is absent for the reconstruction mechanism.
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APPENDIX A: FUNCTION %, (h,r) FOR r < 1

In the case r < 1, the two crossovers in the behavior of the function F, (h,r) [Eq. (43)] are well separated. This allows us to
derive a useful presentation for this function containing only single integration. In the region & < 1 the ratio F, (h,r)/r depends
on the single parameter & /r. Therefore, for the analysis of this region, it is convenient to introduce a new function F,(b,r)

defined by the relation

Fo(h,r) = (r/m)Fy(th/r,r).

This new function is defined as

o0 o0 Z
F,(b,r) = d d - —
(b,r) /_oo v/o zexp(—z) exp|: R

(AD

rb

} e [_arctan[(v +%5)/r] —arctan [(v — %)/r]”, (A2)

where b = mh/r is the redefined reduced field. For r <« 1,7/b, using asympotics arctanx ~ +m /2 F 1 /x for x — 00, we can

approximate

v+ % v — %
arctan — arctan %
r r

bz
o uF for |v|—F >,

2 b
= e for F—|v[ >
_w?

We can conclude that the region |v| < % gives very small contribution to the second-term integration in Eq. (A2) because it
contains exponentially small factor exp(—m/rb). Therefore, we can rewrite F,(b,r) as

F, (D) =/ dzexp(—z) / dvexp <——2> —/ dvexp| ——— ] |.
0 [v]>0 v Jv|>% v2 — —(bi)

We can see that this function does not depend explicitly on the parameter r. It describes the crossover between the quadratic and
linear regimes for b < 7 /r. Performing variable change v — v + bz/2 in the second term, we obtain

Vo z Vo z
/ dv exp (——2> —/ dv eEXpl\—f——= | =
0 v bz V2 — (bi)

2

Vo z UU—% z
/o dvexp <_ﬁ> —/0 dvexp <_—v2~|—bzv>

v z z bz
:/(; dv|:exp <_¥) — exp (_—v2+bzv):|+?’
where vy > 1 is an arbitrary upper cutoff which can be sent to infinity in the last formula. After these transformations, F; (b)
F(,(b)=2f0 dz/o dvexp(—z)[exp (_ﬁ) — exp <—m>] +b
[e¥] UZ (o] z
22/0 dv|:v2+1—/(; dZCXp(—Z-m)}-{-b
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To eliminate a complicated expression in the exponent, we make the variable change

z

r=ct v2 + bzv
_ (v +1 —xbv) (W2 4+ 1 — xbv)? N xv
B 2vb 4v2p? b’

which allows us to present F, (b) as
& bx
F,(b) = / dxexp(—x)G 7)) b4 (A3)
0

with

*© v2 — 1 +4av
G(a) = dv|1— + 4q
0 V@ =1+ 4av)? + 402
Introducing a new variable ¢ defined by 2¢ = v — 1/v + 2a with the inverse relation v = (¢ — a) + /(¢ — a)* + 1, we obtain
the presentation

0o 22— a
Gay=2| d¢l1- _ AL
@ fo g( V@2 +a2+ 1)2—4a2§2> (A4)

This integral can be transformed to the elliptic form by the substitution
. 2Va+1
@+ D/

In this case, the integration in Eq. (A4) splits into two segments: (i) the interval of ¢ between 0 and ¢y = +/a? + 1 corresponds to
variation of s from 0 to 1 with { = %\/ a? + 1(1 — +/1 — s2) and (ii) the interval of ¢ between ¢ and oo corresponds to variation
of s from 1 to 0 with ¢ = %«/az + 1(1 + +/1 — 52). The substitution transforms G(a) to the following form:

ds ) 1 —mg+8(1+my)V/1 —s?

G(a) =2va* + / <l + )(1 -

521 V1 —s2 21 — mys?

( \/l—mas2+ 1 —my, >
V1 —s2 52 V1—mgs?
with m, = % The first term in the parentheses can be reduced to the full elliptic integrals
N1 —mt* t2
K(m) = f and  E(m) = / m ar,

«/l—tzx/l—mtz 1—t2

—NT/

using integration by parts

11—\/1—m52 V1
_ 1—-—+1-— d ———1— K E .
/0 s / ( ms?) T (I —m)K(m) + E(m)

This gives us the final result

6@ =1t aE( < 2 (-~ (A3)
a) = a — .
1+ a? J1+a2 \1+a?

This result together with Eq. (A3) describes behavior of F,(b,r) for b < m/r. Namely, it describes a crossover between the
low-field quadratic regime F(b) ~ 3w/ 32)b* for b « 1 and the linear regime F(b) ~b —m for 1 K b K m/r. To obtain
presentation valid in the whole field range, one can simply add factor 1 — exp(—s/rb) to the integral term in Eq. (A3):

Fo(b.r) = /oodx exp(—x)G(b—x)[l —exp (—ﬂﬂ — 7 (A6)
0 4 rb

Transformation back to the function F, (h,r) using Eq. (A1) gives Eq. (44) of the main text.

125154-14



MAGNETOTRANSPORT OF MULTIPLE-BAND NEARLY ... PHYSICAL REVIEW B 94, 125154 (2016)

APPENDIX B: FUNCTION Fy(h,r) AT r < 1

In this appendix, we obtain a useful presentation of the function Fy(h,r) defined by Eq. (51) for r < 1 following the route
similar to one in the Appendix A. First, we introduce the new reduced field b = wh/r and make variable change u = v/r giving
the following presentation:

Fulb,r) = %/ dz exp (—Z)/ dv v{exp |:_ arctan [(v + bZ)i;] — arctan (v/r)]
0 0

rb

In the case r <« 1,m/b we can use the asymptotics arctanx &~ /2 F 1/x for x — £o0o in the most part of the integration
domain. We note that the region 0 < v < bz gives negligible contribution to the second-term integration because it contains
exponentially small factor exp(—/rb). Therefore, we can approximate Fy(b,r) as

1 [ o0 * _
7”(’”)“;/0 dZeXp(_Z)[/o ”d”eXp<_v(vibz))_/bz vdUeXP<_v(vibz))]‘

We see that the dependence on r dropped out in this presentation. Shifting the integration in the second term v — bz + v, we

derive the presentation
b () oo z b2
Fulb) ~ — dv|1— dzzexp| —z— ——— ) |+ —.
n®) 7T/é |: /og p( U(v+bz)>:| T

To remove complicated expression in the exponent, we make the variable change

|: arctan (v/r) — arctan [(v — bZ)/’”]i| }
—exp|— )

CopZ _xvb— 02— 14 /(02 — 1+ xbv)? + 402
T T T 2vb ’
which leads to the presentation
b o b b2
Fu(b) = —/ dx x CXp(—x)GH<—x> +— (B1)
T Jo 4 b4
with
1 [ 2-1+4 2 1 24144
GH<a>=-/ dv|:1— W -l+day) +_<1_ (@ + 1 + 4av) )}
2 Jo V@2 —1+4av? + 402 /02 —1+4av)? +42 4av VW =1+ 4dav)? + 42

To transform this function, we first introduce new variable ¢ as

2A=v—1/v+2a v=©C—-a)+VC—a)l+1,

leading to

[ee] €-2 _ a2 1
GH(a):/ d{(l— + )—Za
0 V@ +a?+ )2 —4c2a2  2\/(2+ a2+ 1) — 4¢%a?
This integral reduces to the elliptic form with substitution

24/a? + 1 Jar+1
s = —a2+1 s ; = —(] + vV 1-— Sz).
¢+ = §

The ¢ integrations split into two domains

1
O0<i<f—>¢=—-Va?+1(1—-+v1—-s%), 0<s<1

s

1
lo<l<oo—>¢=-vVa*+1(1++vV1—s%), 1>s5>0

s

with ¢y = +/a? + 1 and integral for G y(a) becomes

Uds 8 1—m, B+ my)V1 — 52
GH(a):\/az—f-l/ t 5(1+ )(1— —5 )—Za
o s2 B:Xi:l V1 —s2 4/1 — m,s? 4/1 — m,s?

Vds 41 —mgs? — 1 +m, — 3+ my)(1 — 52)
:2\/a2+1/ ey 3 > —2a
(I 41T =521 — mys
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with m, = a? / (@* + 1). This integral can be expressed via the full elliptic integrals E(m) and K (m) as

1— a
Gula) =2va® + 1|:E(ma) - TmK(ma)] —2a. (B2)
Using asymptotics
In (4 1
GH(a)%—n(za)-’_ for a>1,
a

we obtain more accurate high-field asymptotics of Fy(b)
2

b 2
Fub) ~ P + ;(lnb—)/E +1) for b> 1.

Finally, to extend the presentation (B1) to the whole range of fields including b > 7 /r, it is sufficient to add the factor

1 —exp(—1/h) =1 — exp(—m/br) to the last term, i.e.,

b [*® bx b? T
Frub) ~ ;/0 dx x exp (_x)GH(T) + ;[1 — exp <—E>i| (B3)

Returning back to & = rb/m, we obtain Eq. (52) of the main text.
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