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We calculate the strength of the frequency-dependent on-site electronic interactions in the iron pnictides
LaFeAsO, BaFe2As2, BaRu2As2, and LiFeAs and the chalcogenide FeSe from first principles within the
constrained random phase approximation. We discuss the accuracy of an atomiclike parametrization of the
two-index density-density interaction matrices based on the calculation of an optimal set of three independent
Slater integrals, assuming that the angular part of the Fe d localized orbitals can be described within spherical
harmonics as for isolated Fe atoms. We show that its quality depends on the ligand-metal bonding character
rather than on the dimensionality of the lattice: it is excellent for ionic-like Fe-Se (FeSe) chalcogenides and a
more severe approximation for more covalent Fe-As (LaFeAsO, BaFe2As2) pnictides. We furthermore analyze
the relative importance of different screening channels, with similar conclusions for the different pnictides but a
somewhat different picture for the benchmark oxide SrVO3: the ligand channel does not appear to be dominant
in the pnictides, while oxygen screening is the most important process in the oxide. Finally, we analyze the
frequency dependence of the interaction. In contrast to simple oxides, in iron pnictides its functional form cannot
be simply modeled by a single plasmon, and the actual density of modes enters the construction of an effective
Hamiltonian determining the low-energy properties.
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I. INTRODUCTION

The discovery of unconventional superconductivity with
critical temperatures up to 55 K in iron-based pnictides and
chalcogenides has raised tremendous interest in the electronic
properties of the various classes of these materials (for
recent reviews, see Refs. [1–3]). The first prototypes were
LaFeAsO [4–8], representing the “1111” family, and the
“122” compound BaFe2As2 [9–11]. Soon, however, also the
“111” stoichiometry (such as in LiFeAs [12–14]) and the “11”
chalcogenides FeSe and FeTe [15–17]) got into the spotlight.

While an obvious difference to the high-temperature su-
perconducting cuprates is the metallic nature of the undoped
iron-pnictides, this observation does not a priori justify a
weak-coupling approach, and several recent works [18,19]
suggest a possibly much closer connection to the cuprates than
anticipated. Quite generically, most iron pnictide compounds
exhibit magnetically ordered phases in close proximity to the
superconducting ones, and the relation between the former and
the latter remains an open question. Early models based on a
strong coupling picture have met some success in describing
the nature of magnetic ordering, when invoking a biquadratic
exchange term [20].

On the other hand, early on, a puzzle concerning the value
of the measured magnetic moments was pointed out, namely
a magnetic moment much smaller than the one expected from
a high spin configuration for the Fe 3d shell, or from density
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functional theory (DFT) calculations [21,22]. Within a purely
local picture, the large Hund’s coupling, dominating over
crystal and ligand field splittings, would be expected to induce
a high-spin configuration. LaFeAsO, for example, exhibits an
antiferromagnetic local moment between 0.3 − 0.6μB below
T ∼ 130 K [23,24], much smaller than the magnetic moment
calculated within DFT (2μB). This anomaly was interpreted
as a solvation effect due to the extremely large polarisability
of the arsenic ligands [25], which leads to a strong reduction
of the Hubbard interaction on the Fe d manifold. In “122” and
in “11” families, on the other hand, larger magnetic moments
were determined: around 0.9μB for BaFe2As2 [26] and 2.2μB

for FeTe [27]. Recent calculations of two-particle correlation
functions within local density approximation (LDA) com-
bined with dynamical mean-field theory (DMFT) have rather
suggested dynamic quantum fluctuations to be the origin of
these puzzles, inducing a “dichotomy” between large local but
small ordered magnetic moments as measured within neutron
experiments [28,29]. Yet another example where the time scale
of the experimental probe is decisive for the outcome of a
measurement was recently also analyzed in Ref. [30].

Determining the strength of electronic Coulomb correla-
tions appears therefore an important issue not only for under-
standing their role for electronic, magnetic and transport prop-
erties but even for establishing the framework and language
in which those are best described. An additional difficulty
arises from a particularity of the iron pnictides, which—due
to their closeness to a filling of six electrons in five orbitals
and substantial Hund’s rule coupling—exhibit an extreme
sensitivity with respect to small changes in parameters, and
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compounds with moderate electronic correlations can be tuned
into rather strongly correlated ones by modest changes in
interaction strength, in particular Hund’s coupling, doping,
or composition.

To address such questions, it is mandatory to construct
realistic Hamiltonians to which many-body tools can be
applied. The discovery of the iron pnictides has thus opened an
important new testbed for ab initio techniques for correlated
materials. Even when restricting to dynamical mean-field
theory-based calculations [31–34], the early literature is
abundant [35–43]. Many of the early works were based on one-
particle Hamiltonians derived from density functional theory,
supplemented by many-body interaction terms which were
taken as adjustable parameters. It became soon clear, however,
that this is an insufficient strategy for a truly materials-specific
description of iron pnictides. The determination—from first
principles—of the effective local Coulomb interactions is
therefore an important intermediate goal for quantitative
theories of iron pnictides.

A most promising route is the constrained random phase
approximation (cRPA) [44]—an approach for deriving from
first-principles the interacting Hamiltonian within a target sub-
space that is appropriate for describing the low-energy many-
body properties (“downfolding”). References [38,42,45–55]
demonstrated the usefulness of the cRPA for iron pnictides.
For LaFeAsO, Ref. [38] considered a Hubbard Hamiltonian
(dubbed “d-dp”) that incorporated both, Fe 3d and ligand As
and O p states as degrees of freedom, but with a Coulomb
energy cost on Fe 3d orbitals only. The effective interactions
for this specific low-energy model were calculated within the
cRPA [44], and the many-body Hamiltonian was solved within
LDA+DMFT. Within this scheme, LaFeAsO was described as
a metal with moderate strength of the electronic correlations
[38], whereas the largest effects were found for α-FeSe
[42], in agreement with recent photoemission experiments
[56,57]. In addition, Hund’s rule coupling, J , appeared to
play a fundamental role in the description of the low-energy
properties of FeSe, as also noted by Haule and co-workers
[40] for characterizing the coherence-incoherence crossover
temperature in LaFeAsO.

Beyond giving first-principles estimates for the effective
Hubbard and Hund’s interactions for specific materials calcu-
lations, the cRPA enables systematic studies of trends along
the series. In this way, the larger values of U and J in the
chalcogenides as compared to the pnictides were rationalized
[46], based on their electronic structure.

The interpretation of the effective local Hubbard interaction
as partially screened interaction that underlies the cRPA strat-
egy has an interesting further consequence: since screening
is a dynamical process, the partially screened interactions
U and J are also dynamical, that is, frequency-dependent
quantities [58]. The impact of this energy-dependence on the
low-energy properties and the coupling between electronic
and plasmonic excitations in many-body calculations has been
studied recently in prototypical models and the benchmark
oxide SrVO3 [59–61] as well as in several transition metal
pnictides [51,52,55]. The inclusion of energy-dependent Hub-
bard interactions within an extended version of LDA+DMFT
[55,59] leads to a reduction of the quasiparticle weight at the
Fermi energy, compared to standard many-body techniques,

e.g., LDA+DMFT. The spectral weight is shifted to additional
satellites at larger energies, in good agreement with photoe-
mission experiments. A systematic procedure for constructing
low-energy Hamiltonians that incorporate both, an interacting
Hamiltonian downfolded into a low-energy subspace, and the
renormalization of the one-particle part of the Hamiltonian due
to electron-plasmon excitations, was introduced in Ref. [47].
It consists in estimating from U (ω) a plasmon coefficient that
reduces the kinetic energy. The values of such coefficient are
between 0.59 and 0.63 for LaFeAsO, FeSe and BaFe2As2 [47].

In this paper, the strength of the frequency-dependent
on-site electronic interactions in the iron-based pnictide
(LaFeAsO, BaFe2As2 and BaRu2As2, LiFeAs) and chalco-
genide (FeSe) families is calculated from first-principles
within the cRPA [44]. We use the recent implementation of
Ref. [62], based on the electronic structure code Wien2k [63].
Both Fe d and ligand As (and O in oxypnictides) p degrees
of freedom are considered in the construction of the resulting
parameter-free low-energy dp-dp Hamiltonian. An effective
d-dp Hamiltonian where only the occupation on Fe d orbitals
is affected by the Coulomb repulsion can then be constructed
via the recently proposed “shell-folding” procedure [64] that
we extend here to the frequency-dependent case. The results
of this scheme for the static value of the interaction parameter
are similar to calculations in a d-dp model in which only the
transitions from and to the bands with a majority of d-orbital
character are cut within constrained-RPA and Udp is neglected
[49]. On the other hand, the infinite frequency value is reduced
by about 30%. In agreement with the literature, we find in
Sec. III that the effective Coulomb interactions for Fe 3d shells
are larger in “11” chalcogenides than in “122” and “1111”
pnictides, while the “111” are an intermediate case.

The accuracy of an atomiclike parametrization of the two-
index density-density interaction matrices within the dp-dp
low-energy Hamiltonian is discussed in Sec. III. It is based
on the calculation of an optimal set of three independent
Slater integrals, assuming that the angular part of the Fe d

localized orbitals can be described within spherical harmonics
as for isolated Fe atoms (see Sec. II for an introduction).
We find that the accuracy of this parametrization depends
on the ligand-metal bonding character rather than on the
dimensionality of the lattice: it is excellent for ionic-like Fe-Se
(FeSe) chalcogenides and less appropriate for more covalent
Fe-As (LaFeAsO, BaFe2As2) pnictides. This illustrates the
differences in the sphericity of the Fe 3d Wannier orbitals and
in the anisotropy of the screening.

In Sec. IV, we investigate the relative importance of
screening channels which reduce the on-site bare interaction
to the fully screened one. We show that the screening channels
are analogously structured in the pnictide and chalcogenide
families, while this structure is very different in a benchmark
oxide, namely SrVO3. The ligand channel does not appear to
be responsible for the dominant screening mechanism in iron
pnictides.

Finally, we analyze the frequency dependence of the
interaction and its relation with the values of the free-electron
plasmon frequencies in Sec. V. In contrast to simple oxides,
in iron pnictides its functional form cannot be simply modeled
with a single plasmon, and the actual density of modes enters
the construction of the effective Hamiltonian determining
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the low-energy properties, through a renormalization of the
quasiparticle dispersions.

II. METHOD

A. General framework

The cRPA [44] is a first-principles tool to construct low-
energy Hamiltonians with specific “target” degrees of freedom.
The main idea consists in identifying Hubbard and Hund’s
interactions with matrix elements of a partially screened
interaction Wr within a set of localized Wannier(-like) orbitals
{|φm〉}, with m an orbital quantum number. The partially
screened interaction Wr corresponds to the bare Coulomb
interaction within the target low-energy subspace for which
explicit many-body calculations are carried out. Within the full
Hilbert space Wr is a partially screened interaction, screened
by higher energy degrees of freedom not included in the target
space. The most straightforward option is to choose as the
target space the space spanned by the functions {|φm〉} but
other options are possible and will be exploited below.

The partially screened interaction Wr is calculated by
constraining the polarization such that the screening pro-
cesses involving the target states included in the low-energy
Hamiltonian are not double counted in a further many-body
calculation. The random phase approximation gives an explicit
expression for the polarization, P , in terms of transitions
between occupied and empty states. Within this assumption,
it is possible to calculate the constrained polarization P r =
P − P sub, where P sub is the polarization within the target
low-energy subspace only [62]. It is energy-dependent since
screening is a dynamical process. Wr is defined as the
interaction screened by P r :

Wr = (1 − vPr )−1v. (1)

The additional screening taking place in the low-energy
subspace then allows us to recover the fully screened interac-
tion W :

W = (1 − vP )−1v = (1 − vP r − vP sub)v

= v/(1 − vP r )

1 − [v/(1 − P rv)]P sub

= (1 − WrP sub)−1Wr. (2)

B. Interaction matrices

The value of the partially screened interaction Wr between
local orbitals is expressed in terms of the four-index interaction
matrix U (S)

m1m2m3m4
:

U (S)
m1m2m3m4

(ω) ≡ 〈φm1φm2 |Wr (ω)|φm3φm4〉

=
∫∫

d3rd3r ′φ∗
m1

(r)φm3 (r)Wr

× (r,r ′; ω)φ∗
m2

(r ′)φm4 (r ′), (3)

where the superscript S is added for specifying the angular
symmetry of the localized orbitals considered.

Most matrix elements are of the order of 0.1 eV or less,
except for two-index reduced interaction matrices, Uσσ

mm′ |cRPA,
Uσσ̄

mm′ |cRPA, and J cubic
mm′ , which can be extracted from the

calculation. Cubic angular harmonics are considered in our
case as an approximation to the crystal field in the iron-based
pnictides and chalcogenides:

Uσσ̄
mm′ |cRPA ≡ U cubic

mm′mm′ = 〈φmφm′ |Wr (0)|φmφm′ 〉, (4)

Uσσ
mm′ |cRPA ≡ U cubic

mm′mm′ − U cubic
mm′m′m, (5)

where m runs over the d orbital subspace and σ refers to the
spin degree of freedom.

As two atoms of Fe are found in the conventional unit cell of
the iron-based pnictides and chalcogenides, one has access to
the nearest-neighbor interaction between Fe 3d orbitals within
Eq. (3) (see Ref. [62] for a more general expression of the
nonlocal interactions). One can also calculate the interaction
between Fe 3d and As 4p orbitals in the same way.

C. Slater parametrization

Replacing the four-index interaction matrix Um1m2m3m4

by a small subset of fitting parameters is usually done in
the literature of many-body calculations, e.g., LDA+U or
LDA+DMFT, in order to avoid double-counting issues. How-
ever, the errors induced by considering such an approximated
interacting Hamiltonian in many-body calculations have not
been investigated yet.1 For isolated atoms, the development
into a finite number of Legendre polynomials of the matrix
elements of the Coulomb potential with spherical harmonics is
exact [65–67]. It involves only three radial integrals—or Slater
integrals—for d states, whereas the angular part is determined
with well defined Racah-Wigner coefficients, αk:

αk(m1,m2,m3,m4)

= 4π

2k + 1

k∑
q=−k

〈Ylm1 |YkqYlm3〉〈Ylm2Ykq |Ylm4〉, (6)

where Ylm are spherical harmonics and 〈Yl1m1 |Yl2m2Yl3m3〉 refer
to the Gaunt coefficients. It is the sphericity of the isolated
atom—and of the spherical harmonics used—that sets the finite
number of the Slater integrals to l + 1, where l is the orbital
quantum number.

Assuming that (i) the localized Wannier orbitals,
{|φm,−2�m�2〉}, to which the Hamiltonian is downfolded at
low-energy, still retain the sphericity of the isolated atom
although they are embedded in the solid, and (ii) screening
does not induce strong orbital anisotropy, allows to define

1We note that an orbital-dependent double counting in the around
mean-field spirit has been proposed [51] and provided good agree-
ment with the experiment for a compound with two correlated shells
[50], including for the position of noncorrelated bands.
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Slater integrals for correlated orbitals in materials as follows
[62]:

Fk(ω) = Cl,k

∑
m1,m2,m3,m4

(−1)m1+m4U (spheric)
m1m2m3m4

(ω)

×
(

l k l

−m1 m1 − m3 m3

)

×
(

l k l

−m2 m2 − m4 m4

)
, (7)

where the parentheses correspond to the Wigner 3j symbols
and the coefficients Cl,k are defined as follows:

Cl,k = 2k + 1

(2l + 1)2
(

l k l

0 0 0

)2 . (8)

The superscript “spheric” indicates that Wannier orbitals
with spherical angular harmonics are employed. The usual
definition of the Hubbard U = F 0 and Hund’s exchange
J = (F 2 + F 4)/14 follows. Analogously, we define the bare
parameters, v and Jbare when considering the Slater integrals
that parametrize the bare interaction matrix elements.

The Slater integrals can be used for calculating the
Slater-symmetrized interaction matrix, Ū (S)

m1m2m3m4
, with the

symmetry S of the crystal field:

Ū (S)
m1m2m3m4

(ω) =
∑

m′
1m

′
2m

′
3m

′
4

Sm1m
′
1
Sm2m

′
2

×
[ 2l∑

k=0

αk(m′
1,m

′
2,m

′
3,m

′
4)Fk(ω)

]

×S−1
m′

3m3
S−1

m′
4m4

. (9)

Choosing S as the transformation from spherical to cubic
harmonics leads to the Slater-symmetrized reduced interaction
matrices with cubic symmetry:

Ū σ σ̄
mm′ |Slater ≡ Ū cubic

mm′mm′ , (10)

Ū σσ
mm′ |Slater ≡ Ū cubic

mm′mm′ − Ū cubic
mm′m′m. (11)

We stress that within this method three independent Slater
integrals are deduced for d Hubbard interaction matrices, see
Ref. [49] for details. This allows for an unbiased check of
the commonly used assumption of setting the ratio F 4/F 2

to a fixed value of 0.63 for 3d orbitals, leaving only two
independent Slater integrals (see, e.g., the discussion in
Ref. [68]). Relations similar to Eq. (7) were used in Ref. [69]
for BaFe2As2, based on a self-consistent GW approximation
for calculating the four-index Hubbard interaction matrix.

D. Frequency dependence

Because of the frequency dependence of the constrained
polarization, the partially screened interaction Wr is also
frequency dependent. Consequently, the U matrix and the
Slater integrals parametrizing it are defined as a function of
frequency: U = U (ω). At infinite frequency, the interaction
Wr (ω = ∞) is equal to the bare, unscreened Coulomb inter-
action v. The largest variation is observed on the monopole

part F0, which can be reduced by one order of magnitude at
zero frequency compared to the unscreened value, while the
multipole terms are proportionally less impacted [70–72].

Naively, one might think that the high-frequency tail should
have little influence on the low-energy spectral properties,
since typical plasmon frequencies are usually the largest
energy scale in the problem. This is, however, not true, due
to the mechanism alluded to above: the frequency-dependence
can be understood as resulting from a coupling of the electrons
to bosonic screening degrees of freedom, and the resulting
eigenstates of the coupled fermion-boson problem can be
understood as “electronic polarons,” electrons dressed by their
bosonic screening cloud. These entities have larger effective
masses and thus renormalised dispersions. An explicit con-
struction of an effective low-energy Hamiltonian incorporating
these renormalization has been derived in Ref. [47]. The
idea is to introduce a bosonic renormalization factor ZB

accounting for the screening modes [47]. In the general form
for the dynamical interaction 1

2 (V δ(τ ) + Uret(τ ))n(τ )n(τ ′), the
screening is contained in U ret while V corresponds to the
bare interaction. Introducing the screening modes of energy ω

and coupling strength λ(ω) = √−
[Uret(ω)]/π allows us to
parametrize Uret as

Uret(τ ) = −
∫ ∞

0
dωλ2(ω) cosh

[(
τ − β

2

)
ω

]
/ sinh

(
βω

2

)
,

(12)

and we can then write the Hamiltonian as a Hubbard-Holstein
model:

H = −
∑
ijσ

tij d
†
iσ djσ + V

∑
i

d
†
i↑di↑d

†
i↓di↓ + μ

∑
iσ

d
†
iσ diσ

+
∫ ∞

0
ω

∑
i

b
†
i (ω)bi(ω)dω

+
∫ ∞

0
λ(ω)

∑
iσ

d
†
iσ diσ (bi(ω) + b

†
i (ω))dω, (13)

where i and j are the index of the lattice sites, tij is the hopping
amplitude between sites i and j , μ is the chemical potential
of the system, d

†
iσ (diσ ) the creation (annihilation) operator of

electrons of spin σ on site i, and b
†
i (ω) (bi(ω)) the creation

(annihilation) operator of a quantum of energy in the bosonic
mode of energy ω.

Applying a generalized Lang-Firsov transformation to the
model [73,74] and projecting onto the subspace of zero-boson
states (an approximation valid at low energies) finally provides
us with the following Hamiltonian:

Heff = −
∑
ijσ

ZBtij d
†
iσ djσ + U0

∑
i

d
†
i↑di↑d

†
i↓di↓, (14)

where U0 is the static value of the Coulomb interaction and
ZB reflects the density of screening modes 
Uret(ω)

πω2 :

ln (ZB) = −
∫ +∞

0


Uret(ω)

πω2
dω. (15)

Physically, it implies that at low energy the spectral function
is further renormalized by ZB , and the remaining weight is
transferred to higher energy. Moreover, the hopping amplitude
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between noncorrelated and correlated states will be reduced
by a factor

√
ZB .

E. Shell folding

At infinite frequency, screening is suppressed and the
instantaneous intrashell Coulomb interaction in iron pnictides,
Udd (ω = ∞), is around 20 eV. This is about one order of
magnitude bigger than the static interaction Udd (ω = 0). At
the same time, the intershell p-d interaction Udp(ω = ∞) is of
the order of 6 eV, and it would seem unreasonable to neglect it.
Indeed, the pd interaction can provide an important screening
mechanism, since adding charge on the d shell can push charge
out of the p shell, thus reducing the electron addition cost.
This mechanism is familiar since the early ideas of Herring
[75] on “perfect screening.” As discussed recently [64], in the
context of the cRPA it can be used to construct a “shell-folding”
scheme that allows to include pd screening even in situations
where entanglement between d and p states makes the standard
d-dp procedure of the cRPA ill-defined. We briefly review the
main idea, since in the later sections we will give results both
using the standard procedure and the shell-folded scheme. In
particular, we will use an extended version of shell folding in
the frequency-dependent case.

The main idea can be understood by considering the
following purely algebraic manipulation: We start from a dp
model, where the interaction part of the Hamiltonian on one
site reads

Hint = 1

2

∑
(m,σ ) = (m′,σ ′)

m,m′ ∈ {d}

Udd
mσm′σ ′nmσnm′σ ′

+ 1

2

∑
(m,σ ) = (m′,σ ′)

m,m′ ∈ {p}

U
pp

mσm′σ ′nmσ nm′σ ′

+
∑
σ,σ ′

UdpNdσ Npσ ′ . (16)

This expression is strictly equal to

Hint = 1

2

∑
(m,σ ) = (m′,σ ′)

m,m′ ∈ {d}

Ũ dd
mσm′σ ′nmσnm′σ ′

+1

2

∑
(m,σ ) = (m′,σ ′)

m,m′ ∈ {p}

Ũ
pp

mσm′σ ′nmσ nm′σ ′

+Udp N (N − 1)

2
, (17)

where N = ∑
σ (Ndσ + Npσ ) is the total number of electrons

in p and d orbitals and Ũ dd = Udd − Udp, Ũpp = Upp −
Udp. In many compounds Upp is of the order of Udp, so that the
Ũpp term can be neglected. If, locally, the dominant screening
mechanism is driven by the dp interaction, one may consider
the following assumption: adding charge onto the d shell
pushes away charge from the p shell, such that the total charge
on d and p shells is conserved. N is then a good quantum
number, and the above rewriting corresponds to a reduction of
a dp Hamiltonian to an effective d − dp one. We end up with

a Hubbard model where only the d subspace is considered as
correlated with a renormalized Coulomb interaction

Ũ dd = Udd − Udp. (18)

The same reasoning can be carried out in the presence
of frequency-dependent interactions, and in Sec. V we will
study the frequency-dependence of the resulting shell-folded
interaction. In the following, we will discuss the shell-folded
matrices, but simplify the notation such as to drop the tildes
and superscripts. If nothing else is indicated, U will therefore
mean the dd part of the matrix.

III. HUBBARD INTERACTIONS AND SLATER
PARAMETRIZATION IN PNICTIDES AND

CHALCOGENIDES

A. General trends

We calculate the four-index-Coulomb interaction matrices
Um1m2m3m4 from first-principles for a dp-dp Hamiltonian. Most
matrix elements are of the order of 0.1 eV or less, except for
two-index reduced interaction matrices, Uσσ

mm′ |cRPA, Uσσ̄
mm′ |cRPA,

and J cubic
mm′ , which can be extracted from the calculation. We

then apply the shell-folding procedure described in Sec. II E.
The values for the Hubbard U and Hund’s exchange J for
the effective d-dp low-energy Hamiltonian are reported in
Table II. Here, U is defined as the mean value of the full Uσσ̄

mm′
matrix while J is defined such that U − J is the mean value
of Uσσ

mm′ . For the latter matrix, the average is taken over the 20
nondiagonal (and thus nonzero) matrix elements. 4 × 4 × 3,
5 × 5 × 2, 4 × 4 × 2, and 4 × 4 × 4 meshes were used for the
Brillouin zone integration for FeSe, LaFeAsO, LiFeAs and
BaFe2As2 and BaRu2As2, respectively. The localized orbitals
for Fe 3d and Ru 4d are constructed out of the Kohn-Sham
states within the energy window Wdp (Table I), within the
implementation of Ref. [38].

FeSe is the material that exhibits the largest Hubbard
Ueff = 3.9 eV and Hund’s exchange J = 0.9 eV. We obtain
similar values within a direct calculation of a non-shell-folded
d-dp model where only transitions from d to d bands are cut
(see Ref. [49]), which was expected since there is negligible
hybridization between Fe d orbitals and Se p orbitals. The
values agree with the ones calculated within an implementation
of cRPA employing maximally localized Wannier orbitals
as Fe 3d local orbitals [42,46]. These relatively large (as
compared to other pnictides) values for U and J have been
used in LDA+DMFT calculations in Ref. [42]: they lead to
much more pronounced correlation effects than in iron pnictide
compounds, in agreement with experiments [56,57,76]. In
particular—in contrast to the iron pnictides—the calculations
for FeSe found a lower-energy feature that was identified
as a lower Hubbard band [42]. This was confirmed by
spectroscopic findings [56,76].

The Hubbard Ucut-d within the d-dp low-energy Hamil-
tonian in the iron-based pnictides LaFeAsO and BaFe2As2

is about 1.5 eV smaller than in the chalcogenide FeSe (see
Table II). The screened ratios of the Slater integrals, F 4/F 2,
on the other hand, deviate more from the empirical atomic
value for 3d shells.

In comparison, the values for the Hubbard U and Hund’s
coupling J for BaRu2As2 are lower than for BaFe2As2. Since
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TABLE I. Lattice parameters used for the iron pnictides and
chalcogenides and energy windows Wdp (in eV) for the d-dp low-
energy Hamiltonians. d localized orbitals are constructed out of the
Kohn-Sham states included in Wdp .

a (Å) c (Å) zAs Wdp (eV)

FeSe 3.77 5.50 0.267 [−6.5,2.4]
LiFeAs 3.79 6.36 0.2635 [−6.0,2.8]
BaFe2As2 3.96 13.02 0.3545 [−6.5,2.7]
LaFeAsO 4.03 8.74 0.349 [−5.5,2.5]
BaRu2As2 4.15 12.25 0.353 [−6.5,3.6]

the Ru 4d orbitals are more extended than the Fe 3d (as
illustrated by the substantially larger bandwidth of the Ru
4d bands, which is almost 2 eV larger than the one of Fe 3d),
the kinetic energy of the Ru- 4d electrons is more important.
As a consequence, correlations in BaRu2As2 are weak, and the
DFT-LDA band structure without any further renormalizations
is in good agreement with photoemission experiments [77].

Finally, LiFeAs can be considered as an intermediate case,
where the Coulomb interactions are higher than in the two
other materials. This trend can be linked to the longer Fe-As
distance of 2.42 Å in this compound, compared to 2.40 Å in the
others, resulting in more atomiclike iron Wannier functions.

B. Accuracy of the Slater parametrization

We now display the interaction matrices for FeSe, LiFeAs,
BaFe2As2, and BaRu2As2 and discuss the accuracy of the
Slater parametrization introduced in Sec. II C.

1. FeSe

Within the basis of cubic harmonics (using the ordering
d3z2−r2 , dx2−y2 , dxy , dxz, and dyz), the effective local Hubbard
interaction matrices (in eV) obtained starting from a cRPA
calculation in a dp-dp model [see Eqs. (4) and (5)] and after
shell folding [see Eq. (18)] with the intershell interaction
Udp = 2.11 eV read

Uσσ
mm′ |cRPA =

⎛
⎜⎜⎜⎝

0 2.56 2.53 3.44 3.44
2.56 0 3.65 2.85 2.85
2.53 3.65 0 2.81 2.81
3.44 2.85 2.81 0 2.87
3.44 2.85 2.81 2.87 0

⎞
⎟⎟⎟⎠,

Uσσ̄
mm′ |cRPA =

⎛
⎜⎜⎜⎝

4.97 3.36 3.33 3.95 3.95
3.36 4.94 4.06 3.55 3.55
3.33 4.06 4.85 3.52 3.52
3.95 3.55 3.52 4.99 3.56
3.95 3.55 3.52 3.56 4.99

⎞
⎟⎟⎟⎠.

There is a small orbital dependence of the intraorbital
interactions, through the diagonal of Uσσ̄

mm′ |cRPA, since the
cubic symmetry is an approximation for the crystal field
in FeSe. The deviation is around 0.14 eV and the average
intraorbital interaction (before shell folding) calculated with
cubic symmetry is Um = 7.06 eV.

This deviation does not increase when elongating the crystal
structure through the c-direction, perpendicular to the Fe-Se
tetrahedra, although the dimensionality is reduced. This shows
that the chemical environment of Fe is the main actor for the
accuracy of the Slater parametrization.

For the Slater symmetrized reduced interaction matrices (in
eV), we get from Eqs. (10) and (11)

Ū σσ
mm′ |Slater =

⎛
⎜⎜⎜⎝

0 2.55 2.55 3.40 3.40
2.55 0 3.69 2.84 2.84
2.55 3.69 0 2.84 2.84
3.40 2.84 2.84 0 2.84
3.40 2.84 2.84 2.84 0

⎞
⎟⎟⎟⎠,

Ū σ σ̄
mm′ |Slater =

⎛
⎜⎜⎜⎝

4.95 3.35 3.35 3.92 3.92
3.35 4.95 4.11 3.54 3.54
3.35 4.11 4.95 3.54 3.54
3.92 3.54 3.54 4.95 3.54
3.92 3.54 3.54 3.54 4.95

⎞
⎟⎟⎟⎠.

The deviation from the directly calculated values is of the
order of 0.10 eV with a relative error of around 2%. Within the
Slater parametrization the intraorbital interactions are orbital-
independent (that is, Umm is independent of m).

Considering the higher-order Slater integrals, F 2 =
7.57 eV and F 4 = 5.30 eV, the screened ratio F 4/F 2 = 0.70
deviates from the empirical value of 0.63 (see Table II).
Such deviation does not imply that the localized orbitals
for Fe in FeSe display orbital anisotropies since the atomic
parametrization appears to be well justified, as shown above.
For the bare (unscreened) ratio F 4/F 2|bare, we recover the
atomic value.

TABLE II. Hubbard Ueff (≡ F 0 − Udp), Hund’s exchange J [≡ (F 2 + F 4)/14] and screened ratio F 4/F 2 for effective (shell-folded) d-dp
Hamiltonians. Both static (ω = 0) and infinite frequency values are shown, as well as the unscreened (bare) interaction v ≡ F 0(ω = +∞).
The mean value of the intershell interaction Udp(0) and Udp(+∞) = vdp is also reported, along with the intrashell interaction Upp(0) and
Upp(+∞) = vpp . Values in parentheses (see also Ref. [46]) are indicated for comparison with cRPA calculations using maximally localized
Wannier functions to represent the d local orbitals. We also show the value Ucut-d(ω = 0) ≡ F 0

cut-d(ω = 0) of the interaction calculated in an
“entangled” d-dp model where only d → d transitions are removed [49].

(eV) Ueff Ucut-d J F 4/F 2 Udp Upp Ueff (+∞) v J (+∞) F 4/F 2(+∞) vdp vpp

FeSe 3.90 (4.0,Ref. [42]) 3.97 0.92 (0.9[42]) 0.699 2.11 4.02 14.32 20.36 1.03 0.623 6.04 10.18
LiFeAs 3.06 3.03 0.86 0.704 1.85 3.21 13.77 19.51 0.97 0.624 5.74 8.81
BaFe2As2 2.30 (2.7,Ref. [55]) 2.53 0.81 0.725 1.33 2.42 13.73 19.31 0.96 0.620 5.58 8.39
LaFeAsO 1.97 (2.7, Ref. [38]) 2.43 0.77 (0.7[38]) 0.732 1.17 2.10 13.23 18.74 0.92 0.622 5.51 8.20
BaRu2As2 1.80 2.44 0.58 0.804 1.40 2.46 7.78 13.13 0.72 0.669 5.35 8.30
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2. LaFeAsO

For LaFeAsO, we find—again writing the matrix within
the set of orbitals d3z2−r2 ,dx2−y2 ,dxy,dxz,dyz—and after shell
folding with the d-to-As p interaction Udp = 1.17 eV:

Uσσ
mm′ |cRPA =

⎛
⎜⎜⎜⎝

0 0.94 0.85 1.53 1.53
0.94 0 1.82 1.12 1.12
0.85 1.82 0 1.00 1.00
1.53 1.12 1.00 0 1.00
1.53 1.12 1.00 1.00 0

⎞
⎟⎟⎟⎠,

Uσσ̄
mm′ |cRPA =

⎛
⎜⎜⎜⎝

3.04 1.66 1.51 1.97 1.97
1.66 3.23 2.19 1.73 1.73
1.51 2.19 2.65 1.57 1.57
1.97 1.73 1.57 2.68 1.55
1.97 1.73 1.57 1.55 2.68

⎞
⎟⎟⎟⎠.

The intraorbital repulsions are larger on the d3z2−r2 and
dx2−y2 orbitals. This effect is due to the smaller orbital spreads
of these orbitals that do not point toward the As ligands
[78]. The differences between the intraorbital interactions for
different orbitals are larger than in FeSe. In particular, the
deviation yields 0.58 eV between the intraorbital interactions
on dx2−y2 and dxy orbitals, against 0.14 eV for FeSe.

Within the Slater parametrization, the symmetrized reduced
interaction matrices read

Ū σσ
mm′ |Slater =

⎛
⎜⎜⎜⎝

0 0.87 0.87 1.55 1.55
0.87 0 1.77 1.10 1.10
0.87 1.77 0 1.10 1.10
1.55 1.10 1.10 0 1.10
1.55 1.10 1.10 1.10 0

⎞
⎟⎟⎟⎠,

Ū σ σ̄
mm′ |Slater =

⎛
⎜⎜⎜⎝

2.85 1.53 1.53 1.98 1.98
1.53 2.85 2.13 1.68 1.68
1.53 2.13 2.85 1.68 1.68
1.98 1.68 1.68 2.85 1.68
1.98 1.68 1.68 1.68 2.85

⎞
⎟⎟⎟⎠.

The largest discrepancy with the direct calculation, around
0.38 eV, is obtained for dx2−y2 . It is the hybridization with the
As ligands and the covalent character of the As-Fe bonding
that induce larger deviations from the atomic sphericity than in
FeSe. Se atoms have a Pauling electronegativity of around 2.55
that is larger than the one of As (2.18) or Fe (1.83). The more
ionic character of the Fe-Se bonding makes the localized Fe 3d

orbitals more atomic-like, and hence the Slater parametrization
more accurate.

3. BaFe2 As2 and BaRu2 As2

Similar arguments can be employed for understanding the
Slater parametrization for BaFe2As2. The interaction matrices
(shell-folded with Udp = 1.33 eV) now read

Uσσ
mm′ |cRPA =

⎛
⎜⎜⎜⎝

0 1.22 1.15 1.84 1.86
1.22 0 2.15 1.36 1.37
1.15 2.15 0 1.29 1.30
1.84 1.36 1.29 0 1.27
1.86 1.37 1.30 1.27 0

⎞
⎟⎟⎟⎠,

Uσσ̄
mm′ |cRPA =

⎛
⎜⎜⎜⎝

3.47 1.96 1.86 2.31 2.33
1.96 3.47 2.53 1.99 2.00
1.86 2.53 3.11 1.89 1.90
2.31 1.99 1.89 3.04 1.85
2.33 2.00 1.90 1.85 3.07

⎞
⎟⎟⎟⎠,

whereas the Slater symmetrized interaction matrices equal:

Ū σσ
mm′ |Slater =

⎛
⎜⎜⎜⎝

0 1.12 1.12 1.85 1.85
1.12 0 2.09 1.36 1.36
1.12 2.09 0 1.36 1.36
1.85 1.36 1.36 0 1.36
1.85 1.36 1.36 1.36 0

⎞
⎟⎟⎟⎠,

Ū σ σ̄
mm′ |Slater =

⎛
⎜⎜⎜⎝

3.22 1.82 1.82 2.30 2.30
1.82 3.22 2.47 1.98 1.98
1.82 2.47 3.22 1.98 1.98
2.30 1.98 1.98 3.22 1.98
2.30 1.98 1.98 1.98 3.22

⎞
⎟⎟⎟⎠.

The largest discrepancy with the direct calculation is about
0.25 eV and is obtained for the d3z2−r2 -orbital, which points
toward the interlayer Ba planes, and for dx2−y2 .

The larger hybridization of Ru 4d states with the As
ligands also makes the atomic-like Slater parametrization less
accurate. We note that the largest value of the screened ratio
F 4/F 2 is obtained for this compound.

4. LiFeAs

The same procedure as above is applied to LiFeAs, where
we find Udp = 1.85 eV. Of all studied pnictides compounds,
LiFeAs is the closest to FeSe with larger Coulomb interactions
and lower screened ratio F 4/F 2. We obtain for the interactions
matrices after shell folding:

Uσσ
mm′ |cRPA =

⎛
⎜⎜⎜⎝

0 1.84 1.82 2.64 2.64
1.84 0 2.84 2.05 2.05
1.82 2.84 0 2.02 2.03
2.64 2.05 2.02 0 2.05
2.64 2.05 2.03 2.05 0

⎞
⎟⎟⎟⎠,

Uσσ̄
mm′ |cRPA =

⎛
⎜⎜⎜⎝

4.19 2.60 2.57 3.12 3.12
2.60 4.07 3.23 2.71 2.71
2.57 3.23 3.95 2.68 2.69
3.12 2.71 2.68 3.99 2.68
3.12 2.71 2.69 2.68 3.99

⎞
⎟⎟⎟⎠,

whereas for the Slater symmetrized interaction matrices, we
obtain

Ū σσ
mm′ |Slater =

⎛
⎜⎜⎜⎝

0 1.81 1.81 2.60 2.60
1.81 0 2.86 2.07 2.07
1.81 2.86 0 2.07 2.07
2.60 2.07 2.07 0 2.07
2.60 2.07 2.07 2.07 0

⎞
⎟⎟⎟⎠,

Ū σ σ̄
mm′ |Slater =

⎛
⎜⎜⎜⎝

4.04 2.55 2.55 3.08 3.08
2.55 4.04 3.25 2.73 2.73
2.55 3.25 4.04 2.73 2.73
3.08 2.73 2.73 4.04 2.73
3.08 2.73 2.73 2.73 4.04

⎞
⎟⎟⎟⎠.

The parametrization is better than for other pnictides:
the maximum discrepancy between the parametrized and the

125147-7



VAN ROEKEGHEM, VAUGIER, JIANG, AND BIERMANN PHYSICAL REVIEW B 94, 125147 (2016)

directly calculated matrices is only 0.15 eV. This, again, is the
sign of more atomiclike Wannier functions, due to the larger
Fe-As distance.

IV. SCREENING CHANNELS

In addition to the physically motivated Hubbard
interactions—to be used in low-energy models for the re-
spective compounds—other partially screened interactions can
be constructed, with the aim of analyzing the importance
of different screening processes. To this effect, we choose
different particle-hole transitions (“screening channels”) that
are removed from the RPA polarization. The effects of these
screening channels are not additive, since the interaction
depends on these different partial polarizations in a highly
nonlinear manner.

In this section, we calculate different partially screened
interactions at zero frequency in the iron pnictides and
chalcogenides and in SrVO3. A detailed comparison allows
us to understand global trends and to compare the relative
importance of the screening contributions from the ligand p

and from the d orbitals.

A. Global trends along the pnictides and chalcogenide series

For each compound, we calculate seven different quantities
at zero frequency, which are shown on Fig. 1. The bare
values on the local d orbitals vary less than 10% (except
for the case of BaRu2As2 because of the larger extension
of the 4d orbitals), as well as the fully screened values.
Thus one can directly compare the values of the intraorbital
interactions obtained when considering specific occupied to
empty transitions. While SrVO3 stands out, the structure of
the screening in all calculated pnictides and chalcogenide is
remarkably similar.

If we look at the relative importance of the channels, one
main difference between the different compounds is visible:
the relative magnitude of the interaction in case (4) where all
the transitions involving occupied p and all d → d transitions
have been cut, and in case (6) where only the transitions from
all occupied states (except d) to empty d states are considered.
This is similar to comparing the screening of all occupied
except p and d to all empty states except d (case 4) with
the screening of p → d (case 6). In FeSe where there is no
interlayer atom and LiFeAs where Li electrons are deep core
states, the number of channels of case 4 is reduced compared
to the cases of BaFe2As2, LaFeAsO, and BaRu2As2 where the
interlayer atoms provide more screening channels. That is why
the interaction in case 4 becomes bigger than in case 6 in FeSe
and LiFeAs, while it is the opposite for other compounds.

For the same reason, the values of partially screened
interactions are globally enhanced in FeSe and LiFeAs,
because there are less possibilities of transitions. That is
also why LaFeAsO displays lower values of the interaction.
Eventually, the differences in screening within the pnictides
and chalcogenides family happen to be mostly due to the
interlayer structure.

0

5

10

15

20

25

FIG. 1. (Top) Strength of the screening channels in the com-
parison of an early transition metal oxide (SrVO3) with iron-based
pnictides. The bar charts show the static values of the monopole
part of partially screened interactions for the 3d local orbitals
within the dp low-energy Hamiltonians when removing specific
“occupied to empty” transitions from the total RPA polarization.
Cases 1 (brown) and (7) (gray), respectively, correspond to the
fully screened and unscreened cases. Case 2 (red) is the value of
the static average intraorbital interaction when removing d → d

transitions only (corresponding to what is commonly denoted as d-dp
Hamiltonian in the literature [45]). Case 3 (purple) corresponds to
the average intraorbital interaction within the dp Hamiltonian, i.e.,
removing all the transitions within the energy window Wdp , whereas
in case 4 (yellow), all the transitions involving p as well as d → d

are removed. In case 5 (blue), all the transitions involving d states are
removed, whereas in case 6 (salmon), only the transitions involving
empty d states (except d → d) are considered. (Bottom) Illustration
of cases 1–6, in which the arrows represent transitions from occupied
to empty states that are taken into account in the calculation of
screening.
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B. Screening contributions from the ligands p orbitals

1. Ligand p to d transitions

To analyze these transitions we compare the values of
cases 2 and 3 of Fig. 1. The only difference between those
two cases is precisely that ligand p to d transitions have
been cut. In SrVO3 the reduction of the Coulomb interaction
due to this channel is remarkable, about 63%. Moreover, by
comparing to the bare value and to the fully screened value,
we see that these d → p transitions account for about 40%
of the total screening. On the other hand, in pnictides and
chalcogenides, this reduction lies between 20% (LaFeAsO and
BaRu2As2) and 33% (LiFeAs), two to three times less, and the
d → p transitions account for only 10% of the total screening.
This could be expected given the large number of ligands
surrounding the metal in SrVO3 and their ionic character. In
the pnictides, the As-Fe electronegativity difference is smaller,
thus the bonding is more covalent and the electrons are less
free to rearrange their density to screen the charge. Moreover,
if we think in terms of transitions from ligand filled to metal
empty bands, there are simply more possibilities in SrVO3

than in iron pnictides. Indeed, due to the low filling of the
V 3d shell with only one electron, nearly all ligand to 3d

transitions contribute to the screening in SrVO3, while in the
pnictides the d6 filling prevents most such transitions.

2. Ligand p to other empty states

Now we compare cases 3 and 4. In case 4, all transitions
from p states to other states than d have been further
suppressed. Again we can see that while in SrVO3 these
transitions give a reduction of 29% of the Coulomb interaction,
in the pnictides/chalcogenides it is only a reduction of 17% to
23%. The transitions from ligand p to other states are not
as important as the transitions to d states, which could be
expected since the d states are closer to the Fermi level.

C. Screening contributions from d orbitals

Let us examine cases 5 and 6. In case 5, all transitions
involving d states have been removed, while in case 6 only
transitions to empty d states are considered. The difference
can tell us how important the contribution of the d orbitals to
the screening in the materials is.

1. SrVO3

In SrVO3 we see that the transitions to empty d states are
nearly enough to recover the value obtained within a d-dp
calculation. In this oxide, the main channels are related to the
empty d states, and the p → d channel is predominant. Still,
suppressing all these channels allows to screen about 60% of
the bare value.

2. Pnictides and chalcogenides

In the iron pnictides and chalcogenides, the difference is not
as impressive as in SrVO3. In the extreme case of BaRu2As2,
cases 5 and 6 nearly give the same result, showing that the
empty d states are not as important. For 3d compounds, these
transitions recover some predominance, and for FeSe and
LiFeAs we can see that they account for a large part of the

screening of the d-dp model. This importance is reduced in
materials with interlayer screening atoms, as is also shown
by the reduction of the value of case 5. Finally, we see that
in pnictides and chalcogenides the main channels involve the
d states. Also, this family is characterized by a very similar
FeAs layer and the ligand p states are not dominant in the
screening. This is why we attribute the small differences in the
screening of the Coulomb interactions within the iron pnictides
family to the interlayer structure. Indeed, the atoms between
layers can participate to the screening by adding possibilities
of transitions involving the d states, and the efficiency of these
transitions depends on the material. We can also see this effect
from an atomic point of view and presume that the higher
polarizability of a large Ba ion in BaFe2As2 will be more
efficient in screening the monopole interaction than the smaller
Li ion in LiFeAs.

V. FREQUENCY DEPENDENCE

In this section, we discuss the frequency-dependence of the
Hubbard interactions in the iron pnictides and chalcogenides
and in SrVO3. We display the frequency-dependent intrashell
and intershell interactions in the dp-dp Hamiltonian in which
all transitions involving the Fe d and As p orbitals are taken
out. The structure of the high-frequency tail is compared to the
free electron-like plasmon frequencies obtained for different
numbers of electrons. We then calculate the strength of the
bosonic renormalization factor and the impact of the shell-
folding procedure on this quantity. Finally, we discuss the
screening of the multipole Slater integrals.

A. High-frequency tail of the monopole interaction

We calculate the real part of the Slater integrals as a function
of real frequency in the pnictides and chalcogenides. The same
procedure is also applied to SrVO3 to use this compound as a
benchmark. A complete view of the dp-dp Hamiltonian before
shell folding is shown in Fig. 2.

For nonentangled systems where the hybridization between
the correlated atom and the ligand is small, the d bands can
be clearly defined and separated from the ligand bands. As a
consequence, calculating the strength of the static Coulomb
interaction by shell folding of a dp-dp Hamiltonian or using
a d-dp scheme where only transitions from and to bands with
a majority of d-orbital character are cut and Udp is neglected
will give about the same result. That is the case in most iron
pnictides because the entanglement is still relatively small and
the d bands can be reasonably defined.

However, this is not true anymore if we look at the bare
value. Indeed, the bare repulsion is essentially related to the
spread of the Wannier function of the correlated orbital since
no screening processes happen. So before shell folding, the
strength of the Coulomb interaction within the d shell is the
same for both dp-dp and d-dp calculations. However, there is
a big difference in the treatment of the intershell interaction
Udp. While in a dp-dp model we see that the bare value of Udp

is much larger than the zero-frequency value, it is just ignored
in a d-dp “entangled” calculation.

This motivates the application of frequency-dependent shell
folding. The results for all studied pnictides and chalcogenide
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FIG. 2. Frequency dependence of the different Hubbard interactions in the dp Hamiltonian without shell folding. Here, Udd = F 0 and Upp

should be understood as the monopole part of the partially screened interactions. Dashed lines are the values at infinite frequency.

are displayed on Fig. 3 and compared to an “entangled” d-dp
calculation where only transitions from and to bands with a
majority of d-orbital character are cut.

For all compounds, at first sight the main correction
introduced by the effective model is on the high-frequency
tail, while the static part stays essentially the same. The
infinite frequency value is lowered by about 30%. On the
other hand, the frequency dependence of both models looks
similar, with peaks around the same values of ω. Those peaks
are less sharp in the effective model. Indeed F0 and Udp also
share the same frequency dependence so Ueff = F0 − Udp is
smoothened compared to F0.

Interestingly, the case of SrVO3 is much different from
the pnictides, since both U (0) and the high frequency tail are
substantially modified when we take Udp into consideration.
Moreover, while in pnictides taking the p-d interactions into

account leaves U (0) stable or reduces it, in SrVO3U (0) is
increased. The correction of this value induced by the effective
model seems to be in agreement with values used in many-body
calculations where all d orbitals are taken into account.

B. Plasmons and interband transitions

The dynamical structure of the Coulomb interaction is
directly linked to the variations of the constrained polarization
P r . These variations are determined by interband transitions
and collective excitations. Indeed, in iron pnictides, ion-core
polarization can be neglected, as shown by calculations of
the constrained macroscopic dielectric function where all
transitions from and to the valence electron bands have been
cut. We calculate the energy of the main plasmon mode based
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FIG. 3. Frequency dependence of the monopole part of the partially screened Coulomb interaction within the d shell. Ueff (ω) refers to
F 0(ω) − Udp(ω) calculated in the dp-dp model. F 0

cut-d is the monopole part of the interaction calculated in an “entangled” d-dp model where
only d → d transitions are removed. Dashed lines are the values at infinite frequency. The dotted line corresponds to the imaginary part of
F 0(ω) and is compared to a free-electron calculation of the plasma frequency at partial resonances (vertical bars).

on the free-electron formula for the plasma frequency:

ωp =
√

ne2

mε0
. (19)

To calculate the density we take into account all valence
electrons, which corresponds to all bands down to −20 eV:
the Fe 3d electrons, As or Se 4p and 4s electrons, Ba 4p in
BaFe2As2 and BaRu2As2, and La 5p, O 2p and 2s in LaFeAsO.
The binding energies of those electrons are still lower than
the obtained plasma frequency (between 20 and 25 eV), so
it is reasonable to think that they will enter the collective
resonance. For SrVO3, we take into account V 3d, O 2p,
Sr 4p, and O 2s electrons. The plasmon frequency is then
compared to the imaginary part of the monopole interaction
in a dp model (see the plasmon energy corresponding to the

highest number of electrons for each compound on Fig. 3).
We can see that the main peak of 
(F 0) agrees very well with
the calculated plasmon frequency and corresponds to a cutoff
frequency where the Coulomb interaction increases sharply
from the static value to the infinite frequency value.2

We also show that some of the other peaks could be assigned
to partial plasmon resonances. The first partial resonance
would correspond to the number of Fe 3d (or V 3d) electrons.
For the second one, we add the As or Se 4p electrons (or
the O 2p in the case of SrVO3). We also show a third partial
resonance in LaFeAsO, corresponding to the addition of the

2Since 
(F 0) is negative, the peak that we mention is in absolute
value.
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O 2p electrons. However, it is difficult to make a one-to-one
correspondence because of the entanglement of the plasmons
with the interband transitions which creates rather a continuum
of screening modes. This effect has been documented in
transition metals, where the interband transitions from the d

bands to higher bands act to shift and broaden the plasmons
composed of s and p electrons [79]. It also happens in the
pnictides and chalcogenides since there are possibilities of
transitions at frequencies close to the one of the free-electron
plasmon. As an illustration, we can see in the case of SrVO3

that the agreement between a partial resonance of O 2p and
V 3d electrons with the plasmon around 15 eV is really bad.
However, the free-electron plasma frequency of about 21.5 eV
is likely to be modified by a combination of possible interband
transitions in this frequency range and background polarization
provided by lower-lying states. Indeed, the calculation of the
constrained macroscopic dielectric function where transitions
from dp bands to all empty states have been removed gives a
value of about 1.4 at ω = 16 eV. Simply taking this background
macroscopic dielectric function into account would already
reduce the plasma frequency to around 18 eV. Further adding
the contribution of the possible interband transitions could
easily shift the value of the plasma frequency to 15 eV.

C. Density of screening modes

We can now examine the impact of taking into account
the d-p interaction on 
(U (ω))/ω2, which can be physically
understood as the density of screening modes and determines
ZB (see Fig. 4). Though the global structure is conserved, a
strong renormalization is induced.

Two effects are successively involved. First, we cut more
transitions in the cRPA calculation in the dp-dp model. This
will have an impact at low frequency, especially if the first
transitions happening in the d-dp model were from occupied
p to empty d. In that case the gap of the screening modes,
that is to say the energy needed for the first transition
between occupied and empty bands, will increase. At higher
frequencies, the difference is largely negligible. Indeed, most
of the screening processes do not involve p → d transitions, as
shown in Sec. IV. The second effect is due to the shell-folding
procedure. Due to the fact that Udd and Udp share variations
in frequency, the frequency dependence of the effective
interaction is flattened. Eventually, most of the dynamical
structure of the screening stays unchanged when we suppress
p → d transitions, and the main effect of shell folding is a
reduction of the density of screening modes.

One could wonder about the validity of the different models
depending on the frequency. At very low frequency (below the
gap of the d-dp model), the d-dp model result is adapted for
the pnictides, because the entanglement is not too strong and
the bands can be relatively well separated. However, as soon
as the frequency becomes larger than the gap, this low-energy
model is not valid anymore in the sense of the renormalization
group. For higher frequencies, this is all the more true since the
Coulomb interaction between d and p orbitals is even higher
and cannot be neglected.

TABLE III. Values of ZB extracted from the monopole part of
the interaction within the d shell. Results for the shell-folded dp-dp
model and for the directly calculated d-dp model are displayed.

FeSe LiFeAs BaFe2As2 LaFeAsO BaRu2As2

ZB (effective) 0.78 0.76 0.71 0.73 0.85
ZB (entangled) 0.63 0.60 0.59 0.62 0.74

D. Bosonic renormalization factor ZB

We focus on the impact of the shell-folding procedure on
the bosonic renormalization factor ZB introduced in Sec. II D.
The smaller density of screening modes in the effective model
lowers the value of ZB since

ln (ZB) = −
∫ +∞

0


Uret(ω)

πω2
dω. (20)

We compare the values obtained for a d-dp model with and
without shell folding in Table III.

At low frequency, the spectral weight reduction of the
quasiparticles is Zeff × ZB , where Zeff is the renormalization
obtained in a static Hubbard model [47]. Zeff depends on
U (0)/D with D the bandwidth. In the pnictides case, U (0)
is nearly the same in the two calculations. Qualitatively, Zeff

will be a little bigger in the effective model since both U (0)
is slightly smaller and the bandwidth is larger due to a higher
ZB . So the discrepancies between the two models as to the
physical properties of the system will be largely dependent
on the bosonic renormalization factor ZB . Eventually, the
renormalization is substantially changed when we take into
account the p-d interactions.

As for SrVO3, the bosonic renormalization factor ZB in the
effective model is equal to 0.93, which should be compared
to a value of 0.70 in a t2g-t2g model (0.64 when cutting only
the transitions from and to the d-like bands). We see that in
this compound Ueff is very close to being static, while in the
pnictides there is still a large frequency dependence even in
the effective model. Indeed, Ueff is less screened in SrVO3:
the infinite frequency value is reduced by 40%, while in the
pnictides the reduction is much higher, from 70% in FeSe
to 85% in LaFeAsO. This indicates a low coupling to the
plasmon. The reason is that the main plasmon around 15 eV
in SrVO3 is due to transitions from occupied O-p to empty
V-eg states (see Figures 4 and 1), which are suppressed in a
dp-dp model. The shell-folding procedure allows us to take
into account the intershell p-d interaction that was ignored in
an entangled d-dp model. However, when we project our dp-dp
model into an effective d-dp model we lose the possibility to
reintroduce the screening from p −→ d transitions—which
might also necessitate a more refined model including long-
range interactions. We mention in particular that the frequency-
dependence of the effective local interaction is expected to
become stronger when nonlocal screening processes within
the low-energy manifold are taken into account. This would
correspond to a generalisation of what has been worked out
in Ref. [80] for the static part of the effective interactions.
These arguments demonstrate that the choice of the appropriate
low-energy Hamiltonian remains a subtle and crucial question,
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FIG. 4. Density of screening modes in iron pnictides and chalcogenides before and after shell folding of a dp-dp model compared to an
entangled d-dp model. SrVO3 is also shown for comparison.

since the effects contained within the different models are not
the same.

E. Dynamical J

We will now focus on the Hund’s coupling matrix

Jmm′ = Umm′m′m,m=m′ . (21)

In a cubic basis, we can define

J̄ ≡ 5

7

F 2 + F 4

14
, (22)

which physically corresponds to an arithmetic mean of all
elements Jmm′ . This quantity is frequency-dependent and
differs by a factor 5/7 from the definition of Sec. II C—which
is more adapted to the case of a model defined only by U and
J , while here we are considering the full orbital-dependent
matrix. In BaFe2As2, it will vary by about 17%, from 0.58 eV
at zero frequency to 0.68 eV at infinite frequency. However, if

one looks at the full J matrix at zero frequency, we find

Jmm′ |cRPA =

⎛
⎜⎜⎜⎝

0 0.74 0.71 0.47 0.47
0.74 0 0.38 0.63 0.63
0.71 0.38 0 0.60 0.60
0.47 0.63 0.60 0 0.58
0.47 0.63 0.60 0.58 0

⎞
⎟⎟⎟⎠,

where the order of the orbitals is, as before,
d3z2−r2 ,dx2−y2 ,dxy,dxz,dyz.

We also give the corresponding bare J

Jmm′ |bare =

⎛
⎜⎜⎜⎝

0.0 0.88 0.86 0.52 0.52
0.88 0.0 0.40 0.74 0.74
0.86 0.40 0.0 0.73 0.73
0.52 0.74 0.73 0.0 0.71
0.52 0.74 0.73 0.71 0.0

⎞
⎟⎟⎟⎠

and the Slater-parametrized version of the low-frequency J :

Jmm′ |Slater =

⎛
⎜⎜⎜⎝

0.0 0.70 0.70 0.45 0.45
0.70 0.0 0.38 0.62 0.62
0.70 0.38 0.0 0.62 0.62
0.45 0.62 0.62 0.0 0.62
0.45 0.62 0.62 0.62 0.0

⎞
⎟⎟⎟⎠.
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FIG. 5. Frequency dependence of F 2, F 4, and J̄ (≡ 5
7

F 2+F 4

14 ) calculated in a dp-dp model. Dashed lines are the values at infinite frequency.
Note the different energy scales for the Slater integrals (right scale) and for J̄ (left scale), in eV. Also shown is the unitless ratio F 4/F 2, using
the left scale, but of course in this case as a dimensionless scale.

The spread of the elements of these matrices is really large:
for instance, the dz2 ←→ dx2−y2 element is about twice the
dx2−y2 ←→ dxy element, in all three matrices, demonstrating
that this is a consequence of the different orbital extensions.
Consequently, J is not a good quantity to focus on, and it
is better to look at the frequency-dependence of the Slater
integrals F 2 and F 4. This is shown on Fig. 5. While F 4

shows very little variation with ω, F 2 exhibits a minimum at
an intermediate frequency which corresponds to the onset of
interband transitions. It is also a minimum of J and a maximum
of F 4/F 2.

In a DMFT calculation, one can wonder how to deal with
this nonmonopole frequency dependence. We suggest several
answers. Using the bare value for F 2 and F 4 is satisfying
from a model point of view. At infinite frequency, the Slater
parametrization of the Coulomb interaction matrix is excellent
because the system is atomic like. Then one can assume that the

plasmon is only screening the monopole part of the interaction.
On the other hand, the low-energy properties of the system are
more influenced by the static part of the interaction. In this
view, the best would be to parametrize the Coulomb interaction
matrix at low frequency as well as possible, and then to ignore
again the effects of the plasmons on the nonmonopole terms.
Finally, one could also consider a fully frequency-dependent
matrix without particular technical difficulties.

VI. CONCLUSION

In conclusion, we have studied the strength of the ef-
fective Hubbard interactions and the accuracy of the Slater
parametrization in the iron pnictides for a shell-folded dp-dp
model. In agreement to what was found in Ref. [49] for the d-dp
model, we find that the effective Coulomb interactions for Fe
3d shells are larger in 11 than in 122 and 1111 pnictides, while
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the 111 pnictides are an intermediate case. The accuracy of the
Slater parametrization depends on the ligand-metal bonding
character rather than on the dimensionality of the lattice: it is
excellent for ionic-like FeSe and not as good for more covalent
Fe-As (LaFeAsO, BaFe2As2) pnictides.

We have discussed the relative importance of screening
channels which reduce the on-site bare interaction to the fully
screened one. We have shown that the screening channels
are analogously structured in the pnictides and chalcogenides
family, while this structure is very different in the benchmark
oxide SrVO3. The ligand channel does not appear to be
responsible for the dominant screening mechanism in iron
pnictides.

We have calculated the full frequency dependence of the
Hubbard interaction in the 11, 111, 122, and 1111 families of
iron pnictides and compared it to SrVO3 in the dp-dp model,
including both Fe d and As p degrees of freedom. We have
calculated the free-electron plasma frequencies corresponding
to different numbers of electrons involved in the resonance,
and we have shown that the screening modes could not be
approximated by a single plasmon as in SrVO3.

Finally, we have studied the effect of the shell-folding
procedure and compared the so-constructed effective d-dp
model to a d-dp model where only transitions from and to
bands with a majority of d-orbital character are cut and
Udp is neglected. We find an important reduction of the
high-frequency tail, which results in a less important bosonic
renormalization factor ZB (that is, closer to one).

Our work highlights the subtleties arising in the construc-
tion of effective low energy models for iron pnictides. As in
transition metals [44] and their oxides [61,81], the frequency
dependence of the effective dynamical interaction of iron
pnictides and chalcogenides is by no means small. Even
though reduced by d-to-ligand interactions within the shell-
folding scheme, the additional mass renormalization induced
by the “electronic polaron” effect [58] is typically of the
order of 0.6 to 0.8. Calculations using dynamical interactions
within dynamical mean-field theory are nowadays possible,

even for five orbitals, using either continuous-time quantum
Monte Carlo techniques [82] or approximate schemes [59,83]
and have been performed for several pnictides [51,52,55].
These calculations confirm the polaronic renormalizations
(expected on the basis of Ref. [47]) in a quantitative manner.
Nevertheless, Refs. [51,52,60] also demonstrate that going
beyond the approximation of static effective interactions
requires to improve at the same time on the one-body part of
the Hamiltonian. To this effect, Refs. [51,52] have developed
a screened exchange + DMFT scheme, as a simple but
efficient approximation to the more involved GW+DMFT
scheme [84–88]. These works evidenced subtle compensation
effects between band widening by (screened) exchange and the
renormalization by dynamical screening effects. While these
observations suggest that the success of standard DFT-LDA-
derived Hubbard-type Hamiltonians with static interactions
for the description of low-energy properties relies largely on
error cancellation effects, the limits of such a description are
also revealed: in general, screened exchange modifies the
very low-energy properties (in particular the Fermi surface)
with respect to the Kohn-Sham band structure of DFT-LDA.
For the specific case of BaCo2As2, it was shown that the
obtained corrections dramatically improve the agreement with
experiment [51]. These findings urgently call for further
studies of specific materials and of general trends in order to
clarify appropriate strategies for linking many-body theories
and electronic structure calculations [89].
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