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We study the dynamics of a three-level system (ThLS) sinusoidally driven in both longitudinal and transverse
directions and in the presence of a uniaxial anisotropy D entering the generic Hamiltonian through the zero-energy
splitting term D(Sz)2 where Sz is the projection of the spin vector along the quantization direction. As a
consequence of the addition of this term, the order of the symmetry group of the Hamiltonian is increased by a
unit and we observe a sequence of cascaded SU(3) Landau-Zener-Stückelberg-Majorana (LZSM) interferometers.
The study is carried out by analytically and numerically calculating the probabilities of nonadiabatic and adiabatic
evolutions. For nonadiabatic evolutions, two main approximations based on the weak and strong driving limits
are discussed by comparing the characteristic frequency of the longitudinal drive with the amplitudes of driven
fields. For each of the cases discussed, our analytical results quite well reproduce the gross temporal profile
of the exact numerical probabilities. This allows us to check the range of validity of analytical results and
confirm our assumptions. For adiabatic evolutions, a general theory is constructed allowing for the description of
adiabatic passages in arbitrary ThLSs in which direct transitions between states with extremal spin projections
are forbidden. A compact formula for adiabatic evolutions is derived and numerically tested for some illustrative
cases. Interference patterns demonstrating multiple LZSM transitions are reported. Applications of our results to
the nitrogen vacancy center in diamond are discussed.
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I. INTRODUCTION

One of the prerequisites for producing quantum interfer-
ences is the ability to generate state energies that compulsorily
cross or come close at least twice in the course of variation
of a control parameter such that a quantum system following
the corresponding paths splits into two separated waves at first
crossing (splitter) and recombines into a single wave in the next
crossing (mixer) [1–4]. This in general induces accumulation
of dynamical phases and superposition of wave functions
leading thus to the formation of fringes that are inspected and
probed in spectroscopic analyses to capture some information
relevant to the complex dynamics of a system bathing in its
environment [5–7]. However, two crossings (double passage)
might not be enough to produce desired information (an
exceptional case of quantum interferences with a double-
crossing configuration is discussed in Ref. [8]); instead, some
of the control parameters of the system are more often
periodically changed such that the system oscillates back and
forth around an avoided level crossing [9,10].

This procedure has already been applied to two-level
systems (TLSs) with great predictions [1–4]. For these reasons
and due to versatile applications in quantum technology,
cryptography, and metrology [11–14], much attention, emerg-
ing from both theoretical and experimental viewpoints, is
currently granted to the qubit, the unit of quantum information
processing (QIP) [15–19]. The qubit is unquestionably ubiq-
uitous in nature and gently imposes as a promising candidate
for breakthroughs in developing quantum technologies. For
the successful realization of the future quantum computer,
superconducting qubits comprising charge and flux qubits are
implemented in various solid-state real or artificial devices,
ranging from Josephson junctions [15] to quantum-dot-based
devices [16]. Features of the qubit are inferred for instance by
reading out its response to external perturbations or by peri-
odically varying some of its control parameters (see Ref. [20]

for review). The last technique led to the uncovering of inter-
ference patterns associated with Landau-Zener-Stückelberg-
Majorana (LZSM) oscillations [21–24] in population of levels
allowing us to decipher and explore complex dissipative effects
on the qubit and to measure some relevant parameters such
as coherence time and inhomogeneous decay time [25,26].
An experimental method based on steady state allowing us
to collect all relevant information about a qubit is found in
Ref. [26].

In QIP, the storage of information is based on quantum logic
gates that are mostly made of qubits, but can also be composed
of qutrits [27,28]. The qutrit is the unit of information in
ternary quantum computing made of the superposition of
three states [27,28]. It is the quantum analogy of the classical
trit. Within the vast and incommensurable literature devoted
to the QIP, few analytic studies address the questions of
qutrits coherently controlled by an electromagnetic field or
periodically driven [29–32]. This is most likely due to the
complexity of handling the dynamics of three-level systems
(ThLSs) theoretically and/or the difficulty of reading them
out experimentally. Indeed, current attempts/proposals in this
regard tend to simplify the complex dynamics of the ThLS to
that of a TLS which is easier to handle [29–36]. For instance,
by applying an additional static magnetic field, the degeneracy
is lifted between states.

As compared to the qubit, the qutrit is more robust against
environmental effects, encodes more information, has a longer
coherence time, can already be implemented at room temper-
ature [28,37], and provides better security in QIP [28,38]. For
these reasons, the qutrit plays a crucial role in QIP. To process
information carried, qutrits should preserve their coherent
states for a longer time than is necessary to lose the information
encoded, and ideally they must be completely isolated from
unwanted external influences. Qutrits unfortunately are found
in host exotic and quantum devices (three-well potentials [29],
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quantum electrodynamics circuits [27], optical lattices [39],
nitrogen vacancy centers [40] (NVCs), superconducting quan-
tum circuits [29,41], etc.) where nuclear-spin interactions and
molecular dynamics prevail and may have drastic incidence on
their coherence. Due to the difficulty of isolating a qutrit from
its environment, along with the inability to realize practical
quantum systems that operate with a large number of qutrits,
currently realizable quantum computers can only be of a small
number of qubits/qutrits [42–44]. These observations raise the
key question of qutrit coherent dynamic control which can
be achieved by switching the detuning between finite values
and zero at speeds ranging from the regime of nonadiabatic
(fast sweep) to that of adiabatic evolutions (slow sweep) or by
applying a longitudinal and/or a transverse electromagnetic
field.

In this paper, we study the dynamics of a ThLS periodically
driven in both longitudinal and transverse directions and in
the presence of an easy-axis anisotropy D. We investigate
the possibility of performing a coherent control of ThLSs by
simultaneously applying two classical fields with respect to a
quantization axis. Nuclear-spin exchanges causing hyperfine
interactions as in quantum-dot-based devices are, however,
neglected. Due to the difficulty of analytically solving the
relevant Schrödinger equation in an exact basis [45] (the latter
is exactly solved numerically), two main approximations are
made: the transverse and longitudinal drive approximations.
In both cases, we consider the two complementary limits of
weak and strong drives obtained by comparing the amplitude
(in frequency units since � = 1) of the driving fields with the
characteristic frequency of the longitudinal field. We open a
deeper perspective of using spectroscopic analysis to probe
ThLSs’ dynamics by periodic drives and the possibility of
discussing the intrinsic dynamics of three-level spin-1 systems
without necessarily reducing their dynamics to that of an
approximate TLS. We believe that this opens a route to
realizing optimal control of ThLSs for future implementation
in quantum computers.

The paper is organized as follows: In Sec. II, the model
of the study is presented and its applications are discussed.
In Secs. III and IV, the transverse and longitudinal driving
approximations are discussed. In Sec. V, more approximations
also useful for experimental applications are implemented.
A possible application of our results to QIP is discussed in
Sec. VI. The paper concludes in Sec. VII with a summary of
our main achievements.

II. MODEL

We consider a ThLS coherently driven in both longitudinal
and transverse directions with time-dependent periodic clas-
sical fields (one can see Ref. [10] for a similar discussion on
qubits). In the longitudinal direction, the field is of amplitude
A and frequency ω (a zero-phase field at initial time). It is also
detuned in that direction by an easy-axis anisotropy D (static
part of the detuning). In the transverse direction, one applies
another periodic field now of amplitude Af and frequency ωf .
Throughout the paper, the reduced Planck’s constant � = 1;
therefore, the amplitudes of the fields are of the dimension of
frequency and comparable with ω and/or ωf . This fact will
be shortly exploited. The setup is described by the prototype

Hamiltonian

H(t) = HQ(t) + Hdrive(t) + D(Sz)2, (2.1)

where the first term HQ(t) = A cos(ωt)Sz is the Hamiltonian
of the longitudinal frequency-modulated ThLS and the second
term Hdrive(t) = Af cos(ωf t)Sx stands for the longitudinal
field-induced Hamiltonian which pours into the system, the
energy necessary to excite its states. The last term describes a
zero-field energy splitting between the middle state and its
neighbors. Sν with ν = x,y,z are spin operators or, more
specifically, the generators of the SU(2) group associated
with the Lie algebra su(2) here given by the commutation
relations [Sμ,Sν] = iεμν

γ Sγ where εμν
γ are structure constants

on SU(2) and [A,B] = AB − BA (see Ref. [46]). Though
H(t) is expressed in terms of generators of the Lie group
SU(2), it embeds the hidden dynamical symmetry of the Lie
group SU(3). We observe that the SU(2) symmetry is broken
down by adding the term D(Sz)2 which renders H(t) nonlinear
in SU(2). As shown in Ref. [47], this seeming nonlinearity is
removed in the Lie group SU(3) where in turn, H(t) becomes a
trajectory and expresses as a linear combination of Gell-Mann
matrices [47] (generators of the su(3) algebra [46]).

As a starting point of our description, let us introduce an
appropriate basis for spin operators. We assume for a while
that the transverse drive is completely switched off (Af = 0).
Thereof, the eigenstates ofH(t) are eigenstates ofHQ(t). They
match the 2 + 1 projections mS = ±1,0 of the total spin vector
along the quantization direction in the absence of anisotropy
(D = 0). They are called diabatic states and denoted as
|mS = −1〉, |mS = 0〉, and |mS = 1〉 respectively for the
lower, middle, and upper levels. Spin operators are written
in that basis as Sz = |mS = 1〉〈mS = 1| − |mS = −1〉〈mS =
−1| and Sx = (|mS = 0〉〈mS = −1| + |mS = −1〉〈mS =
0| + |mS = 0〉〈mS = 1| + |mS = 1〉〈mS = 0|)/√2 and the
Hamiltonian acquires the form [48]

H(t)=

⎡
⎢⎢⎣

A cos(ωt) + D
Af√

2
cos(ωf t) 0

Af√
2

cos(ωf t) 0 Af√
2

cos(ωf t)

0 Af√
2

cos(ωf t) −A cos(ωt) + D

⎤
⎥⎥⎦.

(2.2)

Diabatic eigenenergies EmS
(t) = AmS cos(ωt) + Dm2

S are
plotted in Fig. 1 (dashed lines). The system undergoes sudden
transitions at times tmS,m′

S
= arccos(−[mS + m′

S]D/A)/ω +
2πN/ω (where N = 0,1,2,3, . . . ) where two diabatic en-
ergies EmS

(t) and Em′
S
(t) cross. The corresponding curves

indicate nonadiabatic trajectories followed by the ThLS during
the fast drive.

For N = 0, the Hamiltonian H(t) describes a full cycle of
the SU(3) LZSM interferometry [47] [see the corresponding
energy diagram displayed in Fig. 1(a)]. Three crossing regions
can be identified: one at time t−1,0 ≡ τ−, another at t−1,1 ≡ τ0,
and the last one at t0,1 ≡ τ+. This shows that if the ThLS is
prepared for instance in the state |2〉 at an initial time far from
the left of τ−, it splits twice: once at τ− (first splitter) and
another at τ0 (second splitter), and recombines at τ+ (mixer)
before arriving at any of the other states at time t far from the
right of τ+. These interactions between quantum paths lead to
LZSM interference patterns [47] (a prototype is presented in
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(a) (b) 

Time [units 1/ ] Time [units 1/ ] 

Energy Energy 

FIG. 1. Sketch of energy diagrams associated with the model Eq. (2.1). The left panel is a full cycle of the SU(3) LZSM interferometry
and the right panel indicates periodic trajectories. Dashed lines are energies of diabatic states while solid lines are adiabatic energies of the
Hamiltonian when the frequency of the transverse drive is set to zero (ωf = 0). Inset is a full cycle of the SU(3) LZSM interferometry
for nonzero and large ωf . It appears from inset that adiabatic trajectories oscillate, and this, rapidly. As ωf increases, adiabatic states can
interfere/touch at avoided crossings such that information can be directly transferred from one adiabatic state to another. This is a clear indication
that in the regime of strong transverse drives, corresponding to adiabatic-like drive, one may expect quantum interferences as ωf increases. In
addition to the SU(2) LZSM model, this is yet another situation in which the adiabatic principle of quantum mechanics breaks down resulting
in transitions between adiabatic states. The time τ is in units of 1/ω.

Fig. 2) that can be destructive or constructive (see Ref. [20]
for ample discussion). Such a splitting and recombination of
populations can also be observed with other preparations of
the ThLS.

For N �= 0, the model describes a sequence of SU(3) LZSM
interferometers. Therefore, by periodically changing one of
the control parameters (detuning and/or Rabi coupling) of
a single SU(3) LZSM interferometry, the resulting system
behaves as a combination of multiple such interferometers [see
Fig. 1(b)]. The double SU(3) LZSM interferometry realizable
by restricting periodic passages through two cycles or by
only coupling two interferometers is predicted in Ref. [49]
using a triple quantum dot chain configuration (coupled LZSM
quantum dot interferometers).

Considering interplay between quantum paths, we note
that direct transitions between the states with extremal spin

FIG. 2. Population P2→2(t) = |C2(t)|2 on the diabatic state |2〉
at time t = 50/Af for an initial preparation of the ThLS in the
state |2〉 at t0 = 0.0. It is calculated by numerically solving the
TDSE (3.3) with the model (2.1). For numerical implementation, we
have considered A/Af = 2.5 and ωf /Af = 0.0. We have observed
that under the same condition but with rather large ωf /Af , such
interference patterns appear twice (see Fig. 4).

projections are forbidden. The resonant transverse field in
Hdrive(t) only ensures the pair of transitions |mS = −1〉 ↔
|mS = 0〉 and |mS = 0〉 ↔ |mS = 1〉 while direct transitions
|mS = −1〉 ↔ |mS = 1〉 are not possible. Transitions are
mediated by tunneling between neighboring states. The system
passes through the intermediate state |mS = 0〉.

Furthering the description of the features of our model,
we must realize that when the SU(3) symmetry breaks down
by suppressing the easy-axis anisotropy (D = 0), all diabatic
states cross at a single point in one cycle. There is a unitary
operation R = e−iπSy/2 which transforms Sz → Sx and Sx →
−Sz subsequently interchanging the actions of the fields such
that A → Af , Af → −A, and ω � ωf . Then for instance, if
the dynamics of the system driven by the transverse field is
known when the longitudinal field is turned off, the inverse
situation (dynamics with longitudinal drive in the absence
of the transverse drive) is easily probed as deductible from
the formal case by reverse engineering with R. This is a
consequence of the choice we have made to ascribe the same
shape of the signal (cosine shape) to the longitudinal and
transverse drives.

From now onwards, we consider and discuss four limiting
cases adopted by comparing the characteristic frequency ω of
the longitudinal drive with A and Af that are of frequency
dimension as � = 1. First, we compare ω and Af (transverse
drive approximations) and distinguish between the limits
of weak (Af 
 ω) and strong (Af � ω) transverse drives.
In the second case Af � ω, diabatic states [eigenstates of
HQ(t)] hybridize at level crossings rather forming avoided
level crossings (solid lines in Fig. 1). The eigenstates of
the Hamiltonian in this situation are called adiabatic states
and define the trajectories followed by the system during
slow changes in time of the Hamiltonian. Second, we pro-
ceed similarly by comparing ω and A (longitudinal drive
approximations). We equally distinguish between the limits
of weak (A 
 ω) and strong (A � ω) longitudinal drives.
Such limiting cases may be relevant for future applications
in Bose-Einstein condensates [8], quantum computing [11],
symmetric double-well potentials [50], NVCs [51], atoms in
optical lattices [52], etc.
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III. TRANSVERSE DRIVING APPROXIMATIONS

We are typically interested in the time evolution of
populations in diabatic levels during variations of external
fields (longitudinal and transverse drives). However, such
populations strongly depend on how the fields are tuned. We
mainly focus on two complementary regimes of the transverse
field: the weak transverse limit, treated in the diabatic basis as
described in detail below, and the extreme limit of the strong
transverse drive elucidated in the adiabatic basis.

A. Weak transverse driving limit A f � ω

This limit is addressed in the basis of the eigenstates of
HQ(t). Let |�(t)〉 be the total wave function of the ThLS
spanned in the three-dimensional Hilbert space H by the
basis vectors |mS = −1〉 ≡ |1〉 = [1,0,0]T , |mS = 0〉 ≡ |2〉 =
[0,1,0]T , and |mS = 1〉 ≡ |3〉 = [0,0,1]T (where T indicates
hereafter the vector transposed) that are mutually orthogonal
〈κ ′|κ〉 = δκκ ′ and satisfy the closure relation

∑3
κ=1 |κ〉〈κ| = 1

(κ = 1,2,3). In the Hilbert space H , the vector |�(t)〉 lies
on the surface S2 of the three-dimensional sphere S3 and
expresses as the linear combination

|�(t)〉 =
3∑

κ=1

Cκ (t)|κ〉, (3.1)

where Cκ (t) = 〈κ|�(t)〉 ∈ C. The coefficients of the expan-
sion are projections of |�(t)〉 onto the direction of the basis
vector |κ〉 and are subjected to the constraint

∑3
κ=1 |Cκ (t)|2 =

1 (conservation law). From a quantum mechanical viewpoint,
Cκ (t) are probability amplitudes for measuring/observing the
ThLS in the state |κ〉. Quantum mechanics then tells us that
the populations we are looking for are |〈κ|�(t)〉|2 when |�(t)〉
obeys the first-order linear differential equation

i
d

dt
|�(t)〉 = H(t)|�(t)〉, (3.2)

known as the time-dependent Schrödinger equation (TDSE).
This equation is subjected to the initial condition |�(t0)〉 =
|κ ′〉. The wave function |�(t)〉 shares the same symmetry
operations as H(t). Indeed, topologically, the group Gsu(3) =
eisu(3) generated from the algebra by exponentiation is a
compact manifold [53]. The Lie algebra su(3) can be con-
sidered as a three-dimensional vector space spanned by the
Gell-Mann matrices in which the Hamiltonian is a trajectory.
By conjecture, the wave function arises via exponentiation
of the Hamiltonian. Then, because of the stated topology,
the wave function is a trajectory in the Lie group SU(3)
while the Hamiltonian is a trajectory in the Lie algebra
su(3). These observations reveal that there are some locally
hidden dynamical symmetries between probability amplitudes
that follow from symmetries of the Hamiltonian. This idea
is widely shared in this work and such hidden symmetries
are elucidated and exploited to reduce the length of our
calculations.

In the basis {|1〉, |2〉, |3〉}, Eq. (3.2) yields a set of three
coupled equations for probability amplitudes. Constructing
the three-component vector C(t) = [C1(t),C2(t),C3(t)]T , the

TDSE (3.2) becomes

i
d

dt
Cn(t) =

3∑
κ=1

Hnκ (t)Cκ (t), (3.3)

where Hnκ (t) are matrix elements of H(t) in Eq. (2.2).
Equation (3.3) is solved with the initial condition Cκ ′ (t0) = δκ ′κ
assuming the system initialized at time t0 in the diabatic
state |κ ′〉. Afterward, we compute the probability Pκ ′→κ ′(t) ≡
Pκ ′ (t) = |Cκ ′(t)|2 to stick in the same diabatic state |κ ′〉
after passing the degeneracy points and the probabilities
Pκ ′→κ (t) ≡ Pκ (t) = |Cκ (t)|2 to be measured in a different
diabatic state |κ �= κ ′〉 after interactions. For now, this task
is numerically performed for an initial occupation of |2〉
(see Fig. 2). Associated interference patterns corresponding
to interactions between intermediate paths from |2〉 to |2〉 are
reported.

As far as Eq. (3.3) is concerned, we have to stress
that it contains fast oscillating terms that induce undesired
divergences into the dynamics of the system and complicate
our task. The point of primary interest is then to remove all
time dependence from the longitudinal drive. We rotate the
system from the Schrödinger to Dirac/interaction picture
with the help of the gauge transformation C(t) = U (t)φ(t).
Here, U (t) (population preserving) is a unitary operator
[U †(t)U (t) = U (t)U †(t) = 1̂] ensuring the rotation (1̂ being
the 3 × 3 unit matrix, the symbol † indicates the Hermitian
conjugate) and φ(t) = [φ1(t),φ2(t),φ3(t)]T a three-component
vector probability amplitude. U (t) propagates the states φ(t)
of the system in the φ basis from the past instant t0 when the
driving fields are turned on to an arbitrary time t � t0 and
removes all Abelian phase dynamics. The φ basis is directed
by

i
dφ(t)

dt
= Hφ(t)φ(t). (3.4)

Here,

Hφ(t) = U †(t)H(t)U (t) − iU †(t)
dU (t)

dt
(3.5)

is nothing but H(t) in Eq. (2.1) written in the φ basis.
The propagator U (t) must be selected such that it sets
all diabatic states on-resonance (zero detuning); i.e., the
Hamiltonian Hφ(t) becomes off-diagonal with zeros on the
main diagonal. Thus, the unique rotation operator which
satisfies this requirement reads

U (t) = exp

{
−i

∫ t

t0

dt1[A cos(ωt1)Sz + D(Sz)2]

}
. (3.6)

In order to see the effective action of U (t), let us introduce the
dimensionless time τ = ωt and importantly the Jacobi-Anger
relation [54] eix sin(τ ) = ∑∞

n=−∞ Jn(x)einτ [where Jn(x) is the
Bessel function of the first kind of order n and argument x].
Thus, the operator U (τ ) acts as rotation onto the Hilbert space
H and transfers the problem (3.4) into the following:

i
dφ(τ )

dτ
=

⎡
⎢⎣

0 �−(τ ) 0

�∗
−(τ ) 0 �+(τ )

0 �∗
+(τ ) 0

⎤
⎥⎦φ(τ ), (3.7)
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FIG. 3. Populations P1→1(τ ) (left panels) and P1→2(τ ) (right panels) obtained by numerically solving the TDSE (3.1) with the model (3.2)
in the weak transverse drive limit and simultaneously displayed with data of the analytical formula in Eq. (3.11). Blue (solid) lines indicate
exact numerical results while red (dashed) lines are analytical results. For implementation, we have used A/ω = 10.5, Af /ω = 0.05, and
D/ω = 3. The infinite series in Eqs. (3.12) is truncated such that the index n runs from −20 to 20 and the series converges towards the exact
solution.

where

�±(τ ) =
∞∑

n=−∞
J eff

n

(
A

ω

)
K±

n (τ ), (3.8)

with

K±
n (τ ) = exp

[
i

(
n ∓ D

ω
∓ ωf

ω

)
τ

]

+ exp

[
i

(
n ∓ D

ω
± ωf

ω

)
τ

]
, (3.9)

which are field-induced Rabi frequencies that measure the
strength of couplings between diabatic states. The symbol ∗ in
Eq. (3.7) stands for the complex conjugate. We have defined the
effective transverse field amplitude (effective Rabi frequency)
caused by ac fields as

J eff
n

(
A

ω

)
= Af

2ω
√

2
Jn

(
A

ω

)
. (3.10)

Note that no rotating-wave approximation has been made [55].
Let us remark that the time evolution described by Eq. (3.7)

shows a sequence of consecutive LZSM oscillations when
the amplitude of the longitudinal driving field widely ex-
ceeds the uniaxis anisotropy (A � D) and the frequency
of the transverse drive is weak enough. Roughly speaking,
the signature of LZSM oscillations in the population of
levels is well pronounced in the extreme limit ωf = 0 and
in the weak transverse drive limit (Af 
 ω) as discussed
in this subsection (Fig. 3). In order to understand such
transitions, we use the arguments defended in Ref. [56].
Indeed, the spectral decomposition of the probability am-
plitudes is φκ (t) = ∑∞

r=−∞ 
κ,r (ω)eirωt and the relevant
eigenspectrum reveals that the periodic modulation of control
parameters in a ThLS splits the states φκ (t) into an infinite
series of sublevels with photon energy rω (in the frequency
unit as � = 1) such that any transition between |κ ′〉 and |κ〉 is
equivalent to successive LZSM transitions between sublevels.
The corresponding LZSM interference patterns are reported in
Fig. 2 for weak ωf and in Fig. 4 for large ωf .

As for the case of TLSs, the presence of Bessel functions
in the effective Rabi couplings (3.10) indicates that there is a
coherent destruction of tunneling (CDT) when the longitudinal
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FIG. 4. Probability P2→2(t) viewed as a function of D/Af and
ω/Af exactly calculated by numerically solving the TDSE (3.1)
for A/Af = 2.5, ωf /Af = 8 from the initial time t0 = 0 to t =
50/ω. Interference patterns observed in Fig. 2 for weak ωf appears
here twice as ωf is large. White arrows placed at D = +ωf and
D = −ωf (the frequency of the transverse drive is tuned to match
the easy-axis anisotropy) correspond to the solutions of resonance
conditions Eq. (3.16) when n = 0. Given that ωf is non-negative and
that D is naturally established for specific crystal lattices, we conclude
that such a “double” interference patterns can only be observed in
systems with large D such as NVC in diamond where D = 2π ×
2.88 GHz (see discussion in Sec. VI). This is a manifestation of the
SU(3) dynamics. Indeed, if the SU(3) symmetry is broken down by
the substitution D(Sz)2 → D′Sz in the Hamiltonian, the resonance
equations (3.16) have a unique solution when n = 0 namely D′ = ωf

and these types of interference patterns are observed only once as in
Fig. 2.

driving field is turned such that the ratio A/ω achieves the
zeros of the Bessel function [2]. When such a condition is
realized, the Rabi frequencies �±(τ ) in Eq. (3.8) vanish and
population transfers are inhibited. The ThLS remains in its
original diabatic state (population return). In this case, the
interference is destructive. In the opposite case when the
system completely goes to the excited states, interferences
between paths are constructive.

It is relevant to derive the above equations because of their
paramount importance in our discussion. They are quoted
several times in the paper, not only when discussing the
transverse drive limits, but also in the longitudinal drive limits.
Let us now make use of them by returning to the main purpose
of this subsection: the weak transverse drive limit. In this
limit, Af /ω 
 1, the effective Rabi interaction Eq. (3.10) is
weakened and J eff

n (A/ω) 
 1, Eq. (3.7), is readily integrated
by perturbation between the instant τ0 = 0 and τ . The terms
of the order (Af /ω)2 in the perturbation are neglected and the
results read

Pκ→κ ′ (τ )≈

⎡
⎢⎣

1 − p−(τ ) p−(τ ) 0

p−(τ ) 1 − p+(τ ) − p−(τ ) p+(τ )

0 p+(τ ) 1 − p+(τ )

⎤
⎥⎦.

(3.11)

Here, we have defined p±(τ ) = τ 2F±
ss (τ ) + τ 4F±

cc (τ ) with
F±

ss (τ ) = [G±
ss(τ )]2 and F±

cc (τ ) = [G±
cc(τ )]2 where

G±
ss(τ ) =

∞∑
n=−∞

J eff
n

(
A

ω

)
[j0(ω̄±

±nτ ) + j0(ω̄∓
±nτ )], (3.12)

G±
cc(τ ) =

∞∑
n=−∞

J eff
n

(
A

ω

)[
ω̄±

±n

2
j 2

0

(
ω̄±

±nτ

2

)

+ ω̄∓
±n

2
j 2

0

(
ω̄∓

±nτ

2

)]
, (3.13)

with ω̄±
n = (D ± ωf − nω)/ω and j0(z) = sin(z)/z is the

spherical Bessel function of first kind [54]. The element in
position (κ ′,κ) in the transition matrix Eq. (3.11) represents
the probability Pκ ′→κ (τ ).

The range of validity of our results is probed by numerical
tests (see Fig. 3). Exact numerical solutions of Eq. (3.7)
are calculated in the weak transverse drive amplitude limit
Af /ω 
 1 and simultaneously depicted in Fig. 3 with the
corresponding probabilities in Eq. (3.11). Our results quite
well reproduce the gross temporal profile of the exact proba-
bilities and hold for arbitrary τ , A, D, ωf while the condition
Af /ω 
 1 is verified. Figure 3, however, tells us that any
variation of the transverse drive frequency ωf has a qualitative
drastic incidence on the levels populations. Mainly, LZSM-like
oscillations disappear as ωf increases. The consequences on
interference patterns are presented in Fig. 4. We observe that
the patterns presented in Fig. 2 for small ωf are doubled for
large ωf . Therefore, the transverse drive splits the spectrum
in Fig. 2 into two components that are observed in Fig. 4.
Relevantly, this is also a consequence of the specific orientation
of the two signals with respect to the quantization axis (crystal
principal axis): one parallel (longitudinal drive) and the other
perpendicular (transverse drive) [57].

We remark that the population P1→3(τ ) on the level |3〉
is negligibly small at any time for an initialization of the
system in the state |1〉. This is dramatically the same situation
for P3→1(τ ) which is also of the order of (Af /ω)2 and
negligible. This recalls that in the considered regime, the
transverse field is not strong enough to produce an inversion
of population (adiabatic transfer) from |1〉 to |3〉 and that
the states |1〉 and |2〉, |2〉 and |3〉 interfere destructively.
The system nonadiabatically returns to its original diabatic
state. Thus, the state |3〉 can be adiabatically eliminated
by preparing the system in the intermediate state |2〉 and
maintaining the transverse drive such that Af 
 �E (energy
difference between the states with mS = 0 and mS = −1)
and no transition mS = 0 ↔ mS = −1 between neighboring
states |2〉 ↔ |3〉 occurs. These actions rescale the zero-energy
splitting to D = 0. As a direct consequence, one can set
Ċ3(t) = 0 in the TDSE (3.3). Upon eliminating C3(t) in
the remaining equations and neglecting terms of the order
(Af /ω)2, the three-state problem reduces to the two-state
iċ(t) = [ 1

2A cos(ωt)σ z + Af cos(ωf t)σ x]c(t), where c(t) =
[c1(t),c2(t)]T with c1,2(t) = C1,2(t) exp{− i

2

∫ t

0 [A cos(ωt ′) +
D]dt ′} and σ x,z are Pauli matrices. The model Hamiltonian in
the above equation is quantitatively equivalent to (2.2) when
the aforementioned conditions are satisfied (numerical tests
are done but not shown here). It describes a TLS subject
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to a longitudinal and a weak transverse signal. As we have
already seen, the population in the state |3〉 typically becomes
negligible and the dynamics of the ThLS can be described
by the two-level model. Therefore, the transverse field in the
weak transverse regime can then be utilized to adiabatically
eliminate one of the states with extremal spin projections
(mS = −1 or mS = +1) allowing for reducing the ThLS to
a TLS. Such a technique is used for NVCs in diamond with a
static longitudinal magnetic field which lifts the degeneracy
between the states with mS = ±1 (see Refs. [29–34] and
Sec. VI). The weak transverse regime as described here can be
technically exploited as an alternative means for achieving
the same purpose. Though it is preferential to deal with
TLSs, such a reduction method technically costs given that
it drastically reduces the number of controllable parameters
and restricts the number of possible initial preparations of
the system. This systematically leads to a qualitative loss
of information. Indeed, after the reduction operation, the
system can only be prepared in the intermediate diabatic state
|2〉; the SU(3) symmetry breaks down (D = 0). Interference
patterns such as those reported in Fig. 2 are not observed.
Therefore, the adiabatic reduction procedure through the
weak transverse drive regime is useful for reducing ThLSs
to TLs but fails in helping to prepare the qutrit which, as
compared to qubit, is more robust against environmental
nuisances, is implemented at room temperature, and encodes
more information (see introductory part). It remains therefore
of paramount importance to consider all individual three states
of the system (without eliminating any of them) as a platform
for further realizing the qutrit.

Consider now the case when the amplitude of the longitu-
dinal driving field is weak A/ω 
 1. In this case, LZSM-like
oscillations disappears when A < D. The main contribution in
the series of Bessel functions in Eqs. (3.12) and (3.13) comes
from the zeroth-order term (n = 0). Populations on levels are
of the form of Eq. (3.11) with

G±
ss = J eff

0

(
A

ω

)
[j0(ω̄±

0 τ ) + j0(ω̄∓
0 τ )], (3.14)

G±
cc = J eff

0

(
A

ω

)[
ω̄±

0

2
j 2

0

(
ω̄±

0 τ

2

)
+ ω̄∓

0

2
j 2

0

(
ω̄∓

0 τ

2

)]
.

(3.15)

If in addition ωf = 0, then G±
ss = 2J eff

0 (A/ω)j0(ω̄0τ ) and
G±

cc = ω̄0J eff
0 (A/ω)j 2

0 (ω̄0τ/2) with ω̄0 = D/ω.
Let us also consider the complementary limit A/ω � 1. In

this case, the Bessel functions mainly contribute at resonance
points n where ω̄±

n = 0. All contributions out of these points
are due to fast oscillating terms; on average they vanish and
are disregarded. Thus, the resonance conditions read

D + ωf − nω = 0, (3.16a)

D − ωf − nω = 0. (3.16b)

To understand these observations, one can notice that the
limit ω → 0 supports the assumption A/ω � 1 and that
limω→0

j0(z/ω)
ω

= δ(z) where δ(z) is the Dirac delta function
nonzero only at point z = 0. Thus, applying this strategy,
functions of the form δ(D ± ωf − nω) appear, telling us

that only the values of n satisfying (3.16) contribute to the
series of Bessel functions. As an immediate consequence,
j0(ω̄±

±nτ ) = 1, G±
cc = 0, and only

G±
ss =

[
J eff

±(D±ωf )/ω

(
A

ω

)
+ J eff

±(D∓ωf )/ω

(
A

ω

)]
(3.17)

contribute to the transition probabilities. If now A/ω is exceed-
ingly large, the Bessel function is asymptotically approached
as [54]

Jρ(z) ≈
√

2

πz
cos

(
z − πρ

2
− π

4

)
, z � 1. (3.18)

Populations on diabatic levels obey a periodic dependence as

G±
ss ≈

√
4A2

f

πAω
cos

(
A

ω
∓ πD

2ω
− π

4

)
cos

(
πωf

2ω

)
. (3.19)

The action of the longitudinal field is canceled by that of the
transverse field when the latter is turned such that ωf = (2N +
1)ω. Indeed, the system is trapped and completely returns to
its original diabatic state after interactions Pκ ′→κ ′(τ ) = 1 as
G±

ss(τ ) = 0.

B. Strong transverse driving limit A f � ω

This limit is somehow equivalent to that of adiabatic
evolutions Aω 
 A2

f when the Rabi coupling (transverse
drive) weakly depends on time. For this reason and for
the sake of universality, we construct a general adiabatic
theory which holds for arbitrary three-state Hamiltonians of
the form (A1) and apply the results of our investigations
to the generic model (2.1) in the strong transverse driving
limit. It should be noted however that, for application of
this theory, regardless of the Hermiticity of the Hamiltonian,
two conditions should be satisfied: (i) direct transitions
between states with extremal spin projections are forbidden
such that transitions between them can only be achieved
through a middle channel; (ii) the middle diabatic state is
on-resonance and serves as a shuttle between the lower and
upper states [the model (2.1) satisfies these requirements].
Thus, we move to the composite Hilbert space H̃ generated
by the time-dependent basis vectors |ϕ1(t)〉, |ϕ2(t)〉, and |ϕ3(t)〉
that are eigenstates of the perturbed Hamiltonian (adiabatic
states). They are orthogonal 〈ϕκ ′ (t)|ϕκ (t)〉 = δκκ ′ and preserve
their total norm

∑3
κ=1 |ϕκ (t)〉〈ϕκ (t)| = 1 (in the absence of

dissipation) at any arbitrary time t and satisfy the eigenvalue
equation H(t)|ϕn(t)〉 = En(t)|ϕn(t)〉 (n,κ = 1,2,3 throughout
this subsection). Here, En(t) are eigenenergies given in
compact form by the expression

En(t) = ω+(t) + ω−(t)

3
+ 2

√
p(t)

3
cos

[
ϑn(t)

3

]
, (3.20)

where

ϑn(t) = arccos

[
3q(t)

2p(t)

√
3

p(t)

]
− δn, (3.21)

with δ1 = 4π , δ2 = 2π , and δ3 = 0. ω±(t) are detunings in the
generalized Hamiltonian (A1). The functions p(t) and q(t) are
deferred to the Appendix where they are given by Eqs. (A7)
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and (A8), respectively, while the eigenstates associated with
eigenenergies Eq. (3.20) are

|ϕn(t)〉 = 1

Nn(t)

3∑
�=1

fn�(t)|�〉, Nn(t) =
√√√√ 3∑

�=1

f 2
n�(t).

(3.22)

For all n, the functionsNn(t) are normalization factors whereas
the functions fn�(t) are written in explicit form in Eqs. (A2)–
(A4). This basis is convenient to reveal the wave function dur-
ing adiabatic stages. It is equally suited when the Hamiltonian
is constant in time and describes three-level atoms undergoing
Rabi oscillations [32]. This is precisely another purpose of this
subsection. Indeed, some of the approximations made later
lead to constant Hamiltonians and the relevant TDSEs need to
be solved. As we already know, a system evolves adiabatically
when the corresponding Hamiltonian is quasiconstant in time.
To face all these problems simultaneously, we introduce the
following analytical scheme. Let |�(t)〉 expressed in H̃ be

|�(t)〉 =
3∑

n=1

an(t)|ϕn(t)〉, (3.23)

where an(t) = 〈ϕn(t)|�(t)〉 ∈ C (coefficients of the expan-
sion) are probability amplitudes in the adiabatic basis or the
norm of |�(t)〉 along the direction of |ϕn(t)〉 in the same basis.
Thus, |ϕn(t)〉 can readily be decomposed in the fixed basis of
H (diabatic basis) as

|ϕn(t)〉 =
3∑

κ=1

wκn(t)|κ〉, (3.24)

where wnκ (t) = 〈κ|ϕn(t)〉 = fnκ (t)/Nn are projections of
|ϕn(t)〉 onto the direction of |κ〉 in the diabatic basis. They
obey the properties

3∑
κ=1

wκi(t)wκj (t) = δij and
3∑

�,κ=1

w2
�κ (t) = 3, (3.25)

where 3 on the right-hand side of the second property reminds
us of the dimension of the Hilbert space. Given a single
crossing point tcr , far from the right and left of tcr , nonadiabatic
and adiabatic evolutions follow the same trajectories (one can
also see Fig. 1). Thus, if the system is initially prepared at
time t0 far from the left of tcr in the diabatic state |κ ′〉,
it is slowly transported by the state |ϕn(t)〉 to a different
diabatic state |κ〉 �= |κ ′〉 at final time t � t0. Then, |ϕn(t 

tcr )〉 = |κ ′〉 and |ϕn(t � tcr )〉 = |κ〉; thus, wnκ (t 
 tcr ) = δκ ′κ
and wnκ ′(t � tcr ) = δκ ′κ . Adiabatic states |ϕ1,3(t)〉 and |ϕ2(t)〉
act then as shuttles, mediating population transport between
diabatic states. This process takes a relatively long running
time, causing a loss of coherence and spontaneous emission
when the system is open to its environment.

The matrix elements wnκ (t) allow us to rotate the sys-
tem from diabatic to adiabatic basis. By substituting (3.24)
into (3.23) and comparing the result with (3.1), one finds that
diabatic and adiabatic probability amplitudes are related as

Cκ (t) =
3∑

n=1

wκn(t)an(t). (3.26)

Then, by inserting Eq. (3.26) into the TDSE (3.3), one shows
that adiabatic probability amplitudes subjected to the initial
condition aκ ′ (t0) = δκ ′κ obey the linear differential equation

i
d

dt
an(t) = En(t)an(t) − i

3∑
κ=1

νnκ (t)aκ (t), (3.27)

where the νnκ (t) = 〈ϕn(t)|ϕ̇κ (t)〉 = −νκn(t) estimate the
strength of nonadiabatic couplings between adiabatic states.
In the same diabatic state, νnn(t) = 0 and for nondegenerate
states

νnκ (t) = −〈ϕn(t)|(∂tH)|ϕκ (t)〉
En(t) − Eκ (t)

, n �= κ. (3.28)

Note that νnκ (t) vanish for constant-in-time Hamiltonians.
Equation (3.27) is exact (no approximation has been made)
and is purely equivalent to (3.2) written in a different basis.
However, as the Hamiltonian slowly varies in time, adiabatic
evolution requires adiabatic states to not talk at all. In
other words, nonadiabatic couplings between adiabatic states
should be less than energy splitting between them [νnκ (t) 

|En(t) − Eκ (t)| when n �= κ]. For strong adiabatic evolution
as considered here, nonadiabatic couplings are completely
eliminated. Then, the general condition for adiabatic evolution
reads

νnκ (t) = 0, n �= κ. (3.29)

This condition ensures that the eigenstates of the system
are separated by large gaps such that no transition between
them occurs. The system mainly remains in the same adi-
abatic state (eigenstate), consequently changing its diabatic
state. Adiabatic states then realize population inversion. The
condition (3.29) diagonalizes the Hamiltonian and is trivial
(automatically holds) for Rabi-like Hamiltonians as we just
pointed out. Equation (3.27) is readily integrated. Assuming
that the system starts off at time t0 in the diabatic states |κ ′〉
and ends up at arbitrary time t in a different diabatic state |κ〉,
one finds that the total wave function during strong adiabatic
evolutions reads

|�(t)〉 =
3∑

n,κ=1

wκn(t)e−i�n(t,t0)wκ ′n(t0)|κ〉, (3.30)

where

�n(t,t0) =
∫ t

t0

En(t ′)dt ′ (3.31)

is the surface covered/swept by the eigenvector |ϕn(t)〉 within
the time interval ]t0,t]. It corresponds to the dynamical
phase acquired by the system during adiabatic evolutions.
Let us note that the geometric Berry’s phase [58] γn(t,t0) =
i
∫ t

t0
〈ϕn(t ′)| d

dt ′ |ϕn(t ′)〉dt ′ does not contribute to the transition in
this approximation given that νnn(t) = 0. As already pointed
out, some of our approximations open onto constant models.
We will call Eq. (3.30) when this situation is encountered.
As a general algorithm for solving any three-level problem of
the form (A1), one first has to evaluate the eigenvalues and
eigenvectors of the model. This helps to compute the rotation
matrix W(t) and consequently |�(t)〉. The probability for the
system to be transferred from the diabatic state |κ ′〉 to |κ〉
from an arbitrary time t0 to t � t0 is obtained from (3.30) by
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FIG. 5. Comparison between numerical solutions of Eq. (3.1) with the model (3.2) and transition probabilities Pκ ′→κ (τ ) calculated from
Eq. (3.32). To calculate all graphs we have used A/ω = 10 (strong longitudinal amplitude drive), Af /ω = 100, and D/ω = 5. It appears
from here that Eq. (3.32) is useful to probe ThLSs in the regime ωf /ω 
 1 and Af /ω � 1. For an application in the regime ωf /ω � 1, two
conditions should be satisfied: first ωt 
 1 and second Af /ω exceedingly large.

projecting the vector |�(t)〉 onto the direction |κ〉 in the Hilbert
space H . Thus, in compact form, Pκ ′→κ (t0,t) = |〈κ|�(t)〉|2
reads

Pκ ′→κ (t0,t) = {wκ ′1(t0)wκ1(t) + wκ ′2(t0)wκ2(t) cos[φad (t0,t)]

+wκ ′3(t0)wκ3(t) cos[ϑad (t0,t)]}2

+{wκ ′2(t0)wκ2(t) sin[φad (t0,t)]

+wκ ′3(t0)wκ3(t) sin[ϑad (t0,t)]}2. (3.32)

Here, φad (t0,t) = �1(t0,t) − �2(t0,t) and ϑad (t0,t) =
�1(t0,t) − �3(t0,t) are respectively the surfaces in between
the curves of E1(t) and E2(t) on one hand, that of E1(t) and
E3(t) on the other hand. Expression (3.32) holds for any
ThLS described by a slowly-varying-in-time Hamiltonian of
the form (A1) with the hidden/trivial dynamical symmetry of
the SU(3) group or not.

As yet another important aspect of our result, we should
mention that it takes into account all initial moments where
the system may be prepared. This gives a wide range of
possibilities to adiabatically manipulate a ThLS satisfying the
conditions (i) and (ii) and whose Hamiltonian slowly changes
in time or, in an extreme limit, does not vary in time at all
(time-independent Hamiltonian).

Adiabatic evolutions of the ThLS driven back and forth
through a crossing are here treated with the aid of the
result (3.32). The model (2.1) satisfies the condition (i) and (ii)
and the result (3.32) applies. In order to confirm the validity
of the formula for this specific case, a numerical test is imple-
mented. Essentials of our results are displayed in Fig. 5. The
graphs therein are barely discernible; numerical and analytical
data are in good agreement. We have however observed that

when the transverse drive frequency ωf increases (∼101ω), our
result holds only for exceedingly large values of the transverse
drive amplitude Af (∼103ω). Otherwise, for weakly large
values of Af (10ω � Af � 100ω), our result is relevant only
in a short time interval (much smaller than the period of the
transverse drive) after the switch-on of the transverse drive
(t 
 1/ωf ). This is an indication that our result is valid
for arbitrary detuning when the Rabi coupling (transverse)
weakly depends on the time, that is, ωf t 
 1 [see Figs. 5(c)
and 5(d)]. The reason for this is that as ωf increases, the
transverse drive rapidly oscillates, the condition for adiabatic
evolution (3.29) is no longer satisfied, and our approximation
collapses. Thus, to revive our solution in this regard such that
the condition (3.29) becomes valid, one has to significantly
increase Af to attenuate the effects of large ωf . However,
we have to stress that this situation might be weakly relevant
for experimental realizations. Indeed, we have seen that for
ωf = 8ω, one must take Af = 1000ω to apply our result.

IV. LONGITUDINAL DRIVING APPROXIMATIONS

A. Weak longitudinal driving limit A � ω

In the weak longitudinal driving limit, high-frequency
fields (fast oscillating) average out and Eq. (3.7) simplifies.
Indeed, in the expansion of Bessel functions, we consider only
dominating terms (zero order, n = 0) neglecting higher-order
terms. As a direct consequence, the effective Rabi frequen-
cies in Eq. (3.8) become (�+ = �∗

−) and in the resulting
equations, we set τ = ωt and apply a second gauge φ(τ ) =
exp{i[D

ω
(Sz)2 + ωf

ω
Sz]τ }F(τ ) where the three-component

vector probability amplitude F(τ ) = [F1(τ ),F2(τ ),F3(τ )]T
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FIG. 6. Typical time-evolution of population P1→1(t) returned (a) to the state |1〉 after interactions and P1→3(t) transferred (b) to the state
|3〉 for an initialization of the ThLS in the state with maximal spin projection |1〉. Solid blue lines are exact numerical solution to the TDSE
while red dashed lines are numerical data for P1→1(t) and P1→3(t) respectively calculated from Eqs. (4.6a) and (4.6d) for A/ω = 0.05 (weak
longitudinal driving), Af /ω = 50, and D/ω = 5.

obeys (we have used a RWA)

iḞ(τ ) = [ω0S
z + �0S

x + �0(Sz)2]F(τ ), (4.1)

where

�0 = Af

ω
J0

(
A

ω

)
, �0 = D

ω
, ω0 = ωf

ω
. (4.2)

When A/ω coincides with one of the zeros of the Bessel func-
tion J0(A/ω), CDT occurs. Rabi interactions are considerably
reduced by the factor J0(A/ω). It should be relevant for further
purposes to note that the problem in Eq. (4.1) mimics the
dynamics of a three-level atom undergoing Rabi oscillations.
The Hamiltonian can then be exactly diagonalized. This
immediately invites the theory presented in Sec. III B. The
relevant Hamiltonian is of the form (A1) with all identical
constant-in-time Rabi interactions �ij (τ ) = �0/

√
2, �ii(τ ) =

0, (i,j ) = 1,2,3, and detunings ω± = �0 ± ω0. Evolutions di-
rected by such a Hamiltonian are adiabatic. The eigenenergies
are given by (3.20) and the eigenvectors by (3.22). Probabilities
are then unquestionably given by (3.32).

In order to obtain a simplified form of (3.32) which is
easier handled in this approximation, let us set ωf = 0. Thus,
the eigenenergies acquire the simplified form

E1 = �0 cot ϕ, E2 = �0, E3 = −�0 tan ϕ, (4.3)

where

tan 2ϕ = 2�0

�0
. (4.4)

The eigenvectors yield the matrix elements wkj . After evalua-
tion using the familiar procedure adopted so far, this yields

W = 1√
2

⎡
⎢⎣

cos ϕ −1 sin ϕ

−√
2 sin ϕ 0 −√

2 cos ϕ

cos ϕ 1 sin ϕ

⎤
⎥⎦. (4.5)

The shape of this matrix suggests some relevant symmetries
that will considerably reduce the length of our iterations.
Thus, instead of repeating tedious calculations that finally
lead to the same results, the symmetry of the first and
third rows in W tells us that P1→1(t) = P3→3(t). As an
immediate consequence, P1→2(t) = P2→3(t). In addition, the
usual symmetries Pκ ′→κ (t) = Pκ→κ ′(t) for κ ′ �= κ are used.
So, the full matrix of transition probabilities (3 × 3 matrix

with 9 elements) is evaluated once we know four of its matrix
elements. They are here calculated from Eq. (3.32) and written
in explicit form as

P1→1(t) =
[

cos2

(
q0t

2

)
− sin2(p0t) sin2 ϕ

]2

+ 1

4
[sin(q0t) + sin(2p0t) sin2 ϕ]2, (4.6a)

P1→2(t) = 1

2
sin2 2ϕ sin2(p0t), (4.6b)

P2→2(t) = 1 − sin2 2ϕ sin2(p0t), (4.6c)

P1→3(t) =
[

sin2

(
q0t

2

)
− sin2(p0t) sin2 ϕ

]2

+ 1

4
[sin(q0t) − sin(2p0t) sin2 ϕ]2, (4.6d)

where we have defined q0 = �0 tan ϕ and p0 = �0 csc 2ϕ.
Making use of the symmetry elucidated above, the remaining
terms in the matrix of transition probabilities are deduced.
These solutions are valid under the weak longitudinal driving
limit and when ωf = 0. The TDSE (3.3) is exactly solved
numerically; the results are depicted in Fig. 6 together with our
analytical results (4.6). We see that analytical and numerical
data are barely discernible confirming that (4.6) is useful to
probe ThLSs under the stated conditions. Interference patterns
associated with this regime are displayed in Fig. 7.

It would be relevant to realize that at the time when the fields
are tuned such that t = π (2N + 1)/p0 (N = 0,1,2,3, . . . ),
the matrix of transition probabilities at points N acquires the
simple form

PN =

⎡
⎢⎣

cos2 ϑN 0 sin2 ϑN

0 1 0

sin2 ϑN 0 cos2 ϑN

⎤
⎥⎦. (4.7)

Here, PN ≡ P(π (2N + 1)/p0) and ϑN = π (2N + 1) sin2 ϕ.
For an initialization of the system in the state |1〉, paths interfere
constructively when cos ϑN = 0. This is achieved at N = 0
when ϕ = π/4.
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FIG. 7. Weak longitudinal driving interference patterns. Proba-
bility P2→2(t) viewed as a function of D/ω and Af /ω calculated
from (4.6c) for A/ω = 0.05, ωf /ω = 0 from the initial time t0 = 0
to t = 5/ω.

B. Strong longitudinal driving limit A � ω

In this regime, the amplitude of the applied longitudinal
ac field greatly exceeds the driving field photon energy ω and
the energy separation between adiabatic states such that the
condition Aω � A2

f is always satisfied. We observe sequential
LZSM transitions when A is large as compared to the uniaxis
anisotropy. The phases on the right-hand side of Eq. (3.8)
have a periodic dependence. Under the stated condition, the
equations in Eq. (3.7) can readily be integrated over 2π/ω

assuming that probability amplitudes are constant. This tells us
that the phases in Eq. (3.8) are relevant only at points where the
argument of the exponential functions is stationary (resonance
condition). The first equation essentially contributes when n =
−(D + ωf )/ω for the first exponential phase and n = (D −
ωf )/ω for the second exponential while the third equation is
relevant when n = (D + ωf )/ω for the first exponential phase
and n = (D − ωf )/ω for the second. The same strategy is
applied to the second equation. This leads us to

i
dφ(τ )

dτ
=

⎡
⎢⎣

0 �− 0

�− 0 �+
0 �+ 0

⎤
⎥⎦φ(τ ), (4.8)

where

�± = Af

2ω
√

2

[
J±(D+ωf )/ω

(
A

ω

)
+ J±(D−ωf )/ω

(
A

ω

)]
. (4.9)

Through this, the SU(2) symmetry is restored. We are
interested in the instantaneous population Pκ ′→κ (τ ) = |φκ (τ )|2
(κ = 1,2,3) at any given time τ for the case when at time
τ0 = 0 the system is in the state |κ ′〉. Due to symmetry between
levels, it is instructive to start with the case

φ1(τ0) = 1, φ2(τ0) = 0, φ3(τ0) = 0, (4.10)

given that other preparations are deduced by symmetry
reasons. Thus, it might be interesting to realize that the
Hamiltonian in Eq. (4.8) is constant in time and that the theory

constructed in Sec. III B applies. On the other hand, the leading
three-level problem is nontrivially but intimately associated
with the two-level one iḃ(τ ) = 1

2 (�+σ z + �−σ x)b(τ ), such
that

φ1(τ ) = |b1(τ )|2 − |b2(τ )|2, (4.11a)

φ2(τ ) = b∗
1(τ )b2(τ ) − b1(τ )b∗

2(τ ), (4.11b)

φ3(τ ) = b∗
1(τ )b2(τ ) + b1(τ )b∗

2(τ ), (4.11c)

where b(τ ) = [b1(τ ),b2(τ )]T is a two-component vector tran-
sition amplitude. The Hamiltonian in this auxiliary problem
describes a two-level atom undergoing Rabi oscillations [32].
The difference between the frequency of the external fields
and the Bohr transition frequency of the system is constant
as well as interactions between levels. After solving the
intermediate problem, and considering the connecting relation
in Eqs. (4.11a)–(4.11c), one finds that

φ1(τ ) = �2
+

�2
eff

+ �2
−

�2
eff

cos[�effτ ], (4.12a)

φ2(τ ) = − i�−
�eff

sin[�effτ ], (4.12b)

φ3(τ ) = �+�−
�2

eff

− �+�−
�2

eff

cos[�effτ ], (4.12c)

where �eff = [�2
+ + �2

−]1/2 is the total Rabi frequency.
We can evaluate the populations P1→1(τ ) = |φ1(τ )|2,
P1→2(τ ) = |φ2(τ )|2, and P1→3(τ ) = |φ3(τ )|2. They are peri-
odic Pκ ′→κ (τ + 2π/�eff) = Pκ ′→κ (τ ). It can be verified that
the system remains conservative throughout the course of time.
Therefore, by adding together the three probabilities calculated
from Eq. (4.12) one gets 1.

We can now consider other initial preparations of the ThLS:
the cases when the system is initialized in the diabatic states
|2〉 or |3〉. The strategy used for the previous case applies as
well. However, we exploit the symmetry between levels and
construct the following transition matrix:

Pκ→κ ′ (τ ) =

⎡
⎢⎣

|φ1(τ )|2 |φ2(τ )|2 |φ3(τ )|2
|φ2(τ )|2 1 − 2|φ2(τ )|2 |φ2(τ )|2
|φ3(τ )|2 |φ2(τ )|2 |φ1(τ )|2

⎤
⎥⎦.

(4.13)

The element in position (κ ′,κ) represents the probability
Pκ ′→κ (τ ). We have equally compared the results of this
subsection with numerics (see Figs. 8 and 9).

When the time scale of the process is small as compared to
oscillation time τ 
 �−1

eff , the probability amplitudes are no
longer functions of the total Rabi frequency and read φ1(τ ) ≈
1 − (�−τ )2/2, φ2(τ ) ≈ −i�−τ , and φ3(τ ) ≈ (�+�−τ )2/2.
The system mainly remains in its initial state. Thus, the
action of the longitudinal drive in the strong driving limit
becomes noticeable after the characteristic time τω = �−1

eff .
This is verified by numerically solving the TDSE in the strong
longitudinal driving limit. The exact solutions are displayed
in Figs. 8 and 9 together with analytical results (4.13) for an
initialization of the system in the diabatic states |1〉 and |3〉.
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FIG. 8. Typical time evolution of population on diabatic levels
calculated in the strong longitudinal driving limit (A � ω). LZSM
oscillations are exact results obtained by numerically solving the
TDSE. Solid lines without LZSM oscillations are analytical data
calculated from Eq. (4.13). To plot all graphs, we have used
A/ω = 10, Af /ω = 0.5, D/ω = 5, and ωf = 10ω. In this regime
as indicated earlier, we have cascaded LZSM oscillations in the
population of level. The time is in units of 1/ω.
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FIG. 9. Numerical solutions of Eq. (3.1) with the model (3.2)
and probabilities Pκ ′→κ (τ ) calculated from Eq. (4.13) at time τ =
10 with A/ω = 30 and D/ω = 3. Solid lines are analytical results
while symbolic lines are numerical results. These figures indicate a
suppression of tunneling at Af /ω = 0. Thus, the CDT is defined by
the longitudinal drive and suppressed by the transverse drive in this
case.

A satisfactory agreement is to be noted. Figure 9 however
brings out crucial information. Indeed, on the figure therein,
0 � Af /ω � 2, it appears that as soon as Af /ω exceeds 1,
there is a slight but noticeable deviation between analytical
and numerical results especially for P1→2(t) and P1→3(t).
This is clearly an indication that in addition to A/ω � 1
one must compulsorily fix Af /ω < 1 to find a concordance
between the results of this subsection and exact results. Then,
our analytical results globally hold when two conditions are
satisfied: A/ω � 1 and Af /ω < 1 for arbitrary τ , ωf /ω, and
D/ω.

Thus, in the limit of exceedingly large longitudinal driv-
ing amplitudes A/ω � 1, such frequencies exhibit periodic
dependence and are comparable to

�± ≈
√

A2
f

πAω
cos

(
A

ω
∓ πD

2ω
− π

4

)
cos

(
πωf

2ω

)
. (4.14)

Thus, when the fields are tuned such that ωf = (2N + 1)ω
(N = 0,1,2,3, . . . ), Rabi frequencies all cancel out. Diabatic
states cannot communicate and there is a population trapping.
The actions of the fields are mutually inhibited.

It is worth noting that one can switch off the transverse
drive frequency (ωf = 0) and maintain its amplitude Af

constant such that the interlevel distance between level
positions remains constant in time and never turns off. This
situation is encountered in versatile experiments and Rabi
frequencies (4.9) are �± = (Af /ω

√
2)J±D/ω(A/ω).

V. MORE APPROXIMATIONS

A. On-resonance fields ω f = ω

It might also be interesting for technical purposes to
consider the case when the longitudinal and transverse ac
drives are in resonance with each other, i.e., synchronized
such that ωf = ω and there is no static shift in the detuning
(D = 0). This leads to an interesting dynamic with SU(2)
symmetry which is exactly elucidated without resorting to any
approximation. The generic periodic (with periodicity 2π/ω)
Hamiltonian describing this situation reads

HSU(2)(t) = A cos(ωt)Sz + Af cos(ωt)Sx. (5.1)

For a dynamical description of the model, an equation similar
to (3.3) is written down and interpreted as the kernel of the
problem. It is solved by adopting the change of variable z =
sin ωt which considerably simplifies the task leading us to the
Rabi problem,

HSU(2) = A

ω
Sz + Af

ω
Sx. (5.2)

The method presented in Sec. III B is valid insofar as HSU(2)

is constant in time. The eigenenergies of this last Hamiltonian
are E1,3 = ±(Af /ω) csc(2ϑ) and E2 = 0 where the indexes
1,2, and 3 are ascribed to the states |1〉, |2〉, and |3〉 with
tan 2ϑ = −Af /A. The eigenvectors are calculated following
the familiar procedure adopted so far. This allows us to
construct the rotation matrix W = e2iϑSy . Exact solutions
to this problem are of the form (3.32) where w11 = w33 =
cos2 ϑ , w13 = w31 = sin2 ϑ , w12 = w23 = sin 2ϑ/

√
2, and
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w21 = w32 = − sin 2ϑ/
√

2. Thus,

Pκ ′→κ (t) = {wκ ′1wκ1

+wκ ′2wκ2 cos[(Af /ω) csc(2ϑ) sin(ωt)]

+wκ ′3wκ3 cos[(2Af /ω) csc(2ϑ) sin(ωt)]}2

+{wκ ′2wκ2 sin[(Af /ω) csc(2ϑ) sin(ωt)]

+wκ ′3wκ3 sin[(2Af /ω) csc(2ϑ) sin(ωt)]}2.

(5.3)

This solution is exact and holds for arbitrary parameters A,
Af , and ω. Let us now consider the special case when the
readout of the ThLS is performed at time t = πN/ω (where
N = 0,1,2,3, . . . ). The results of the measurement reveal that
the system is completely returned to its original diabatic state
|κ ′〉. In this situation, Eq. (5.3) acquires the form

Pκ ′→κ

(
πN

ω

)
=

[
3∑

�=1

wκ ′�wκ�

]2

. (5.4)

Using the properties of wnk given in Eq. (3.25), one
can verify that in this situation, the occupation proba-
bility Pκ ′→κ ′(πN/ω) = 1 while the transition probabilities
Pκ ′→κ (πN/ω) = 0 (for κ �= κ ′), and there is a complete pop-
ulation return. Interactions between paths are destructive. This
is not only the consequence of the SU(2) symmetry between
adiabatic states with extremal spin projections whose energies
are antisymmetric E1 = −E3 and the fact that the middle state
is a dark state (state with zero energy) but also the major fact
that at instants πN/ω, the longitudinal and transverse drives
are on-resonance with the same frequency. Such a result is not
trivial when the SU(3) symmetry is preserved. The interference
patterns associated with this situation are presented in Fig. 10.
This figure indicates an increase of the number of fringes as
the driving process lasts longer. The upper panel corresponds
to a process stopped as t = 100/ω while the lower panel
corresponds to the one terminated at t = 200/ω. The number
of fringes significantly increases.

B. Adiabatic SU(3) LZSM interferometry

To demonstrate once again the efficiency of our adiabatic
treatment, let us consider in conclusion the nonresonant three-
level SU(3) LZSM model introduced in Ref. [47]. Here, the
detuning linearly depends on the time and the Rabi frequency
is constant and never turns off. This model stems from (2.2) by
switching off the frequency of the transverse drive (ωf = 0)
and linearizing the longitudinal drive at the vicinity of the point
t = t ′ + arccos(−D/A)/ω (where the states with m = +1 and
m = 0 come close; see Fig. 1) such that ωt ′ 
 1. After per-
forming these actions and shifting the time as t ′′ = t ′ − D/α,
we keep the notation t for the time instead of t ′′ and arrive at

HSU(3)(t) = αtSz + �Sx + D(Sz)2, (5.5)

where α = Aω
√

1 − (D/A)2 is the sweep rate of the control
protocol and � = Af is the tunnel amplitude. In Ref. [47],
the model is discussed in the nonadiabatic limit �2 
 α.
Here, with the help of the theory elaborated in Sec. III B,
we claim that the formula Eq. (3.32) perfectly works for the

FIG. 10. (a) Excited-state probability P1→2 versus the amplitude
A/ω and Af /ω for t = 100/ω. (b) Same as (a) for t = 200/ω. We
observed that as the periodic drive lasts long, the ThLS splits and
recombines several times and the number of fringes increases.

SU(3) LZSM model when �2 � α (condition for adiabatic
evolutions) with ω±(t) = ±αt + D, �ij (t) = �/

√
2, and

�ii(t) = 0 [(i,j ) = 1,2,3]. Evidence of our assertions is
depicted in Fig. 11 where numerical and analytical results
are simultaneously displayed. We merely see that both the
graph for analytical and numerical calculations are barely
discernible. Thus, when the condition �2 � α is realized,
adiabatic states |ϕκ (t)〉 slowly transport populations from one
diabatic state to another at avoided level crossings. There is no
direct transitions between adiabatic states and consequently
no mixture of populations at avoided level crossing. So,
nonadiabatic paths do not interfere. What are finite-time
populations on diabatic levels? The formula (3.32) answers
this question for all initial preparation of the system.

VI. APPLICATIONS TO QUANTUM
INFORMATION PROCESSING

Recent breakthroughs in QIP have classified the NVC in
diamond as a good platform for implementing logical gates
and developing quantum technologies [29–34]. This is most
likely because of its spin-1 ground state [29–34] which can
be located using confocal microscopy and manipulated using
gate voltages [33]. In addition, its spin is easily initialized
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FIG. 11. Numerical solutions of Eq. (3.1) with the model HSU(3)(t) = αtSz + �Sx + D(Sz)2 and transition probabilities P1→1(t) and
P1→3(t) calculated from the general formula Eq. (3.32). To calculate all graphs we have considered the initial time t0 = −10 [as our solution
Eq. (3.32) works for arbitrary initial time], the coupling � = 50, and the sweep velocity α = 0.05. Solid (blue) lines are exact numerical results
while dashed (red) lines are analytical results. In the upper panels (a) and (b), we have taken D = 5, while for the lower panels (c) and (d),
D = 15. This is further evidence that our results are valid for arbitrary D.

to the ground state at room temperature by optical pumping
and read out through spin-dependent photoluminescence mea-
surement [33]. As another great advantage which makes this
yet an attractive system for both fundamental investigations
of quantum behavior and a good candidate for QIP, the
spin of the NVC is hosted in a nearly spinless lattice of
diamonds and therefore possesses a long coherence time
at room temperature. The corresponding dynamics may be
described by the model in Eq. (2.1) when D = 2π × 2.88 GHz
neglecting hyperfine interactions between spin states and
the nitrogen [29–34]. The quantization axis is the axis
between the nitrogen and the vacancy. Remarkably, for optimal
control [37], the Hamiltonian of a driven nucleus in the
diamond can be written as H(t) = geμBB(t) · S + D(Sz)2,
where ge is the electron gyromagnetic factor, μB the Bohr
magneton. B(t) = A cos(ωt)ez + Af cos(ωf t)ex is the control
magnetic field, S = Sxex + Syey + Szez, and ex,y,z are unit
vectors representing the polarization of the control signal. This
approximation is well justified given that most experiments
are performed at low magnetic fields, and then the dominant
interaction is provided by the zero-field splitting term D.
Our results immediately apply by rescaling A → geμBA and
Af → geμBAf everywhere they appear in our equations.
Importantly, there is no need to apply an additional static
magnetic field to lift the degeneracy between the states with
m = −1 and m = +1 of the NV in order to reduce its dynamics
to that of a TLS, as was done in Refs. [29–36,59]. Our results
merely apply by simply respecting the conditions of validity
specified for each of the cases discussed.

In order to prove the efficiency of our theoretical treatment,
let us compare our results with those of the experiment in

Ref. [59] conducted at room temperature with a combination
of microwave (MW) and radio frequency (RF) in an NVC in
diamond and explained numerically and analytically with the
aid of a two-state model Hamiltonian. To this end, the longi-
tudinal and transverse drives respectively match the RF and
MW signals used in that experiment. They are oriented such
that with the quantization axis of the NVC, they form a two-
dimensional orthogonal system. This allows the control and

FIG. 12. Population P2→2(t) = |C2(t)|2 remained on the diabatic
state |2〉 at time t = 7.96 ns for an initial preparation of the NVC
spin ground state in the state |2〉 at t0 = 0.0. It is calculated by
numerically solving the TDSE (3.3) with the model (2.1). For
numerical implementation, we have considered A/2π = 4.6 GHz,
Af /2π = 0.6 GHz, and D = (2π )2.88 GHz. The vertical arrow
points to D. Note that Eq. (3.11) reproduces a similar result.
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manipulation of the NVC spin ground state. We remark that the
experiment is conducted in the regime of weak MW and strong
RF and may thus be associated with the weak transverse drive
regime discussed in Sec. III A. In Ref. [59], a two-state model is
used to explain the experimental results. However, no analytic
formula (for populations) which mimics experimental results is
presented. We have found that P2→2(t) ≈ 1 − p+(t) − p−(t)
in Eq. (3.11) reproduces the results of the experiment quite
well, given that the data calculated from this formula are in
satisfactory qualitative agreement. These observations bring
out two important pieces of information. First, the model (2.1)
can describe the experiment and second, our analytical and
numerical treatments are well applicable in NVCs and conse-
quently in QIP. In order to confirm the first piece information,
we have plotted Fig. 12 which is qualitatively comparable with
those in Ref. [59]. Therefore, without necessarily reducing
the dynamics of the NVC (three-level system) to that of a
two-state system, we believe that experiments in NVCs and
in many other doubly periodically driven three-state systems
will be explained with the aid of the results in this paper.
Thus, questions of optimal control of the qutrit may be
easily addressed both qualitatively and quantitatively for a
breakthrough towards the coveted quantum computer.

VII. CONCLUSIONS

We have investigated a class of three-level systems (ThLSs)
in which both the detuning and transverse tunnel amplitudes
are periodically modulated by classical fields. Our treat-
ments are based on several approximations: the weak and
strong longitudinal and transverse drive limits obtained by
comparing the characteristic frequency of the longitudinal
drive with the fields’ amplitudes. The ranges of validity and
relevance of our approximations are verified by numerical
tests. We obtained satisfactory agreement between analytical
and numerical data for each approximation considered. The
expressions for populations on levels adhere with the gross
profile of exact solutions. The results presented in this research
work offer a solid background to discuss the dynamics of a
periodically driven three-state nitrogen vacancy center without
necessarily applying an additional magnetic field which lifts
the degeneracy between the states m = 0 and m = ±1 as was
done in Refs. [29–34]. They are compared with experimental
results in Ref. [59] with a satisfactory qualitative agreement.
The listed results as presented here might be useful for
controlling a qutrit gated by electromagnetic fields or any
ThLS described by the model (2.1).

For ThLSs as discussed here, we have also observed
coherent destruction of tunneling (CDT) when the longitudinal
drive is tuned such that A/ω corresponds to one of the zeros
of the Bessel function. We have equally observed a sequence
of consecutive SU(3) LZSM oscillations when the amplitude
of the longitudinal driving field widely exceeds the uniaxis
anisotropy (A � D) and the frequency of the transverse drive
is weak enough. We have reported a type of LZSM interference
pattern that is observed when the transverse drive is tuned in
the high-frequency regime and its frequency ωf matches the
easy-axis anisotropy D. It is demonstrated that this can be
observed in crystal lattices with large D.

Meanwhile, we have to stress that despite the success of
our treatments in the weak and strong driving limits, some
experiments might need to be performed in an intermediate
regime, i.e., the regimes of moderated values of A/ω and
Af /ω (not too large, not too small). For problems of control
for instance, ThLSs might operate in the regime of moderate
values. In such cases, we are afraid that our results might
not be so relevant. This opens yet another perspective of
using the model (2.1) to address/explore this issue quite
relevant for technological purposes. In this regard, one may
think of deriving associated differential equations. This task
unfortunately results into a class of third-order Hill’s equations
in which solutions cannot be written in closed form. Therefore,
the alternative method of transfer matrices could be of interest,
but this is yet to be proven. We have to mention in conclusion
that the effects of dissipative environment have not been
considered. Another key and interesting question in this regard
is about implications if the fields are quantized.
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APPENDIX: EIGENVALUES AND EIGENFUNCTIONS

In this Appendix, we present some supplemental ingre-
dients of our adiabatic analysis. We consider arbitrary three-
levels for which Rabi interactions between levels with extremal
spin projections are set to zero and the intermediate state is
off-resonance:

H(t) =

⎡
⎢⎣

ω+(t) �12(t) 0

�21(t) 0 �23(t)

0 �32(t) ω−(t)

⎤
⎥⎦. (A1)

ω±(t) are detuning, i.e., the difference between the Bohr
transition frequency of the system and that of the external
field; �ij (t) couples the state |i〉 and |j 〉. This model has been
discussed in the main text in the adiabatic limit. We have
barely shown that solutions strongly depend on eigenvalues
and eigenfunctions. First quantities are given in Eq. (3.20) of
the main text, where the functions fκj (t) are given by

f11 = �12�23, f12 = (E1 − ω+)�23, (A2)

f13 = E1(E1 − ω+) − �12�21, f21 = (E2 − ω−)�12, (A3)

f22 = (E2 − ω+)(E2 − ω−), f23 = (E2 − ω+)�32, (A4)

f31 = �21�32, f32 = (E3 − ω+)�21, (A5)

f33 = E3(E3 − ω+) − �23�32. (A6)
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Here, p(τ ) and q(τ ) are respectively given by

p = (ω+ + ω−)2

3
− ω+ω− + [�12�21 + �23�32] (A7)

and

q = 2(ω+ + ω−)3

27
− �12�21ω− − �23�32ω+ − (ω+ω− − [�12�21 + �23�32])(ω+ + ω−)

3
. (A8)
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