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Free- and reference-layer magnetization modes versus in-plane magnetic field in a magnetic tunnel
junction with perpendicular magnetic easy axis
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We study the magnetodynamic modes of a magnetic tunnel junction with perpendicular magnetic easy axis
(p-MTJ) in in-plane magnetic fields using device-level ferromagnetic resonance spectroscopy. We compare our
experimental results to those of micromagnetic simulations of the entire p-MTJ. Using an iterative approach to
determine the material parameters that best fit our experiment, we find excellent agreement between experiments
and simulations in both the static magnetoresistance and magnetodynamics in the free and reference layers. From
the micromagnetic simulations, we determine the spatial mode profiles, the localization of the modes and, as
a consequence, their distribution in the frequency domain due to the inhomogeneous internal field distribution
inside the p-MTJ under different applied field regimes. We also conclude that the excitation mechanism is a
combination of the microwave voltage modulated perpendicular magnetic anisotropy, the microwave Oersted
field, and the spin-transfer torque generated by the microwave current.

DOLI: 10.1103/PhysRevB.94.104428

I. INTRODUCTION

Magnetic tunnel junctions (MTJs) with CoFeB free and
reference layers and an MgO tunnel barrier are generating
tremendous interest due to their attractive combination of
a very high tunnel magnetoresistance (TMR) [1-4] and a
magnetic anisotropy that can be varied from easy plane to
perpendicular by changing the CoFeB thickness [5-9].

In order to understand and develop the functionality of
MTJs with perpendicular magnetic easy axis (p-MTJs), it
is necessary to understand both their static and dynamic
magnetization properties as a function of the external magnetic
field. In particular, both magnetization switching and steady
magnetization precession rely on the available magnetody-
namic modes, their field dependence, and their spatial profiles.
For MTJs with an in-plane easy axis and magnetization
saturated by a perpendicular magnetic field, this has already
been characterized in great detail by Naletov er al. [10].
However, the reciprocal geometry of a pillar with strong
perpendicular magnetic anisotropy (PMA) in both the free
and reference layers in an in-plane magnetic field has to date
often been dealt with in a macrospin approximation and in
a limited field range, where it has been further assumed that
only the free layer is significantly affected by the applied field
[11-14].

In this study, we use magnetoresistance (MR) and so-called
homodyne-detected ferromagnetic resonance (FMR) [15-17]
to study the static and dynamic magnetization properties of
both the free and reference layers in a CoFeB/MgO p-MTJ
subject to in-plane magnetic fields of up to 1.2 T. We compare
our experimental results with full micromagnetic simulations
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of the entire p-MTJ and find excellent agreement for both the
static and dynamic behavior of the free and reference layers.
The micromagnetic simulations allow us to map out the spatial
properties of all the modes as a function of the in-plane field.
To reproduce all experimentally observed modes requires a
combination of perpendicular and circumferential excitation
mechanism, consistent with the combined effect of a voltage
dependent PMA and the Oersted field from the microwave
current.

II. EXPERIMENT
A. Device fabrication

The stack for the p-MTJ is prepared using dc/rf magnetron
sputtering on a sapphire substrate, which consists of
Ta(S)/Ru(l0)/Ta(5)/C020Fe60B20(0.9)/Mg0(1)/C020Fe6QB20
(1.6)/Ta(5)/Ru(5) layers, with nominal thicknesses in nm
shown in parentheses. Both CoFeB layers are thin enough to
have substantial PMA, with the thicker CoFeB considered the
free layer due to its smaller PMA value (Fig. 1) [5]. The stack
is annealed in vacuum at 300°C for 1 h in a 0.4-T magnetic
field perpendicular to the sample plane, which further
promotes PMA. The stack is then patterned into a cylindrical
pillar with a diameter of 100 nm using electron-beam
lithography and argon-ion milling. High-frequency contacts
are finally made using evaporation and liftoff.

B. Measurement setup
A schematic of the homodyne-detected FMR setup is shown

in Fig. 1. The setup allows for simultaneous measurement of
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FIG. 1. Schematic of p-MTJ structure and the setup for
homodyne-detected FMR measurement.

the resistance R and of the FMR in the in-plane magnetic
field Hi, (resistance measurements under the out-of-plane
fields H,p are carried out in a different setup). All resistance
measurements are, however, carried out with the microwave
excitation turned off. FMR measurements with homodyne
detection are achieved by passing a pulse-modulated (313 Hz)
microwave signal from an rf signal generator to the p-MTJ
device via a bias tee [18-21]. At each field value, the
microwave frequency f is swept from 3 to 33 GHz, while
the microwave power is held constant at — 25 dBm. The device
response, a dc voltage Vg, modulated at 313 Hz, is picked
up by the same bias tee and measured in a phase-sensitive
manner using a lock-in amplifier, which also provides the
313-Hz reference for the pulse modulation. All measurements
are carried out at room temperature.

III. RESULTS

A. Magnetoresistance vs in-plane magnetic field

The resistance R of the p-MTJ device versus the in-plane
(hard axis) field Hj, is shown in Fig. 2(a). The corresponding
resistance for the out-of-plane (easy axis) field Hoyp is shown
in the inset of the same figure, confirming both the high
TMR ratio (76%) and the high-quality single step switching.
The R-Hj, curve shows nonmonotonic behavior with a broad
maximum around 0.5 T, which is consistent with the free
and reference layers rotating at different rates towards their
hard axis on account of their different PMA magnitudes.
At low fields, the free- and reference-layer magnetizations
are essentially parallel, both aligning with the perpendicular
easy axis. As the in-plane field increases, the thicker (lower
PMA) free layer deviates more rapidly from the easy axis,
leading to an increasing angular separation between the two
magnetizations and, as a consequence, an increasing resis-
tance. The resistance then peaks as the free layer approaches
saturation, after which the two magnetizations gradually
become more parallel. Although the reference layer never
fully saturates in-plane for the fields available in our setup, the
device resistance almost reaches a fully parallel state at close
to1.2T.

We can estimate the angle () between the free- and
reference-layer magnetizations (67 and 8) assuming a simple
sinusoidal angular dependence of the resistance,

R = Rp[(1 — rrww sin(0/2)(1 + rvr)] ™, (1
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FIG. 2. (a) Junction resistance versus in-plane magnetic field
(R — Hj,). The inset shows the major R-H curve of the perpendicular
field H,, for the same device. (b) Angle of simulated average
magnetization for the free layer (dotted line) and for the reference
layer (dashed line). The relative angle of the layers extracted from the
simulation (solid line) and calculated from the resistance experiment
(filled circles) are in good agreement. ji is permeability.

where Rp is the junction resistance in the parallel state and
rrmr 18 the TMR ratio. The result is shown as the black dots
in Fig. 2(b), together with fits based on the micromagnetic
simulations described in Sec. IV below.

B. Homodyne-detected FMR vs in-plane magnetic field

Figure 3(a) shows the measured homodyne-detected FMR
response vs in-plane field as a contour map of all frequency
scans at each magnetic field. The two insets show two examples
of FMR spectra (dots) together with fits (solid curves), based
on a sum of up to five resonances, where each resonance is
allowed to have a symmetric and an antisymmetric Lorentzian
lineshape [22],

Ve — VsAf? +4Va(f — [IASf
TR Oy

where f,. is the resonance frequency of the mode, Af
is its linewidth (full width half maximum), Vg and V4
are the coefficients of the symmetrical and antisymmetrical
Lorentz functions, respectively, and Vo iS the constant offset
voltage. The large antisymmetric contribution indicates that
the observed FMR is primarily excited by the electric-field
modulation of the PMA [15].

Atlow fields, the observed low-frequency modes first show
a substantial softening as the applied field counteracts the
PMA. As the in-plane field increases, the mode frequencies
reach a minimum well before the maximum relative angle
between the two magnetizations. Once the free layer has

+ Voffset s (2)
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FIG. 3. (a) Homodyne-detected FMR spectra V. as a function of
the in-plane field H;, and microwave frequency f. The insets show
spectra for selected frequency ranges and field values (dots), and
the fitted curves (solid lines) each contain different resonance peaks.
(b) FFT spectra extracted from the evolution of the average magneti-
zation of the simulated p-MT]J. Insets represent the contribution of the
free layer (solid curves) and reference layer (dashed curves) for each
resonance mode. (c) Resonance modes extracted from FMR labeled
as modes 1 to 3 for free layer, besides a single mode for reference
layer (colorful curves) and modes from micromagnetic simulation
(black curves).
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saturated in-plane, the frequencies of these modes increase
more or less linearly with the applied field.

In addition to these lower frequency modes, a much higher
frequency can be observed with a much slower reduction in
frequency versus applied field. It is natural to ascribe this much
higher frequency to the reference layer, with its much higher
in-plane saturation field. As we will show in the next section,
this is directly corroborated by micromagnetic simulations.

IV. MICROMAGNETIC SIMULATIONS

A. Fits to the experimental results

A full 3D micromagnetic simulation is carried out to
gain further insight into the static and dynamic behavior of
the p-MTJ as a function of the applied in-plane magnetic
field. The entire p-MTJ is simulated using code from the
GPU-based finite-difference micromagnetic package MUMAX3
[23]. The modeled p-MTJ has a circular cross-section, 3.2-
nm-thick trilayer pillar, with a 100-nm diameter meshed by
a 1.6 x 1.6 x 0.8 nm? unit cell size. The free layer and the
reference layer are, respectively, 1.6 nm and 0.8 nm thick, and
are separated by a 0.8-nm nonmagnetic spacer. We define the
x axis as the direction of the in-plane external magnetic field,
the y axis as the in-plane direction perpendicular to this, and
the z axis as the film normal.

The physical parameters used in the simulation are the
saturation magnetization uoMg = 1.5 T and the exchange
stiffness Aex = 16 pJ/m for the CoyoFegyByo magnetic
layers obtained from previous studies on CoFeB/MgO MTJs
[11,24,25]. We ignore any exchange coupling between the
magnetic layers mediated through the spacer [10,12,26-30].
We extract the anisotropy constants by tuning them to find the
best match between the static measurement and the simulation
[shown in Fig. 2(b)], and also between the resonance modes
from the FMR measurements and the dynamic micromagnetic
simulation. The first- and second-order magnetocrystalline
anisotropy constants for the free layer are 1.03 x 10% and
3 x 10% J/m?, respectively; they are 1.368 x 10° and 2.1 x
10* J/m? for the reference layer. A small damping constant
o = 0.0015, about an order of magnitude smaller than the
real value [5], is used to better resolve the different spin-wave
peaks in the spectra.

As mentioned above, the large asymmetry of the FMR
response indicates that the excitation mechanism is primarily
due to electric-field modulation of the PMA [15]. Using a
vector network analyzer (VNA), we measure the reflection
coefficient of the microwave power and the impedance of the
p-MT]J as a function of frequency. Under our experimental
conditions, the amplitude of the microwave voltage is then
estimated to be about 30 mV, which corresponds to a PMA
change of £1.6 mT [14]. In addition, we also considered the
Oersted field generated by the estimated 70 A microwave
current through the nanopillar (approximated as arising from
an infinite cylinder) as this has been shown to drive FMR in
the nanocontact geometry [31]. As noted below, it is essential
to include the microwave Oersted field in the simulation to
reproduce all experimentally observed modes. The excitation
field hence has both a PMA component along the z axis and
an in-plane, circumferential component. We also include spin-
transfer torque (STT) from the microwave current, using a spin
polarization factor of 0.5 [32], and a secondary spin-torque
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parameter €' = 0.2 [23,33]. Following Ref. [34], we let the
time evolution of the excitation field and current follow a
sinc field pulse, sin(2rw fr)/(2m ft), with a cutoff frequency
f =40 GHz, which provides equal spectral weight to all
frequencies up to the cutoff.

The simulated spin-wave frequencies show very good
agreement with the experimentally detected frequencies, as
shown in Figs. 3(b) and 3(c), where the power spectral
density shown in Fig. 3(b) is obtained from a fast Fourier
transform (FFT) of the time-varying y component of the
averaged magnetization. The simulated frequencies follow the
same trend as the measured frequencies. The layer-resolved
analysis of the simulated spin-wave spectrum confirms the
attribution of the spin waves to each of the magnetic layers.
While the high-frequency peak is confirmed to be excited
mainly in the fixed layer, the spin-wave modes at low field
and lower frequencies result from free-layer excitation. Their
field behavior of softening and subsequently increasing as a
function of the field can be explained by the applied field
effect counteracting the magnetic anisotropy at low field
and increasing the frequency following the in-plane effective
field after the in-plane saturation of the free layer. The
slight difference between the micromagnetic simulation and
measurements could be attributed to the minor differences
between the simulated p-MTJ and the actual device. Possible
differences include larger thicknesses (spacer and fixed layer
are adjusted to fit the discretization of the p-MTJ simulation
with a cell thickness of 0.8 nm) as well as the edge roughness
(due to discretization in simulation and fabrication variations
in the real structure [35]). Such differences can influence
both the static [36] and the magnetodynamic properties of
the device.

B. Spatial mode profiles

To gain a deeper insight into the excited modes, their
simulated spatial profiles are constructed via an FFT for each
simulation cell [37] of each magnetic layer in the p-MTJ
pillar, as shown in Fig. 4. At low fields, the mode profile
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can be described as consisting of confined spin-wave modes,
conveniently sorted by their radial and azimuthal symmetries.
These eigenmodes are dipolar confined spinwave modes and
are a consequence of the quantization of the in-plane wave
vector due to the finite radius of the pillar [38]. Radial
and azimuthal spin waves are described by the integers
[7,m], which indicate the number of nodes of the dynamic
magnetization components along the radial () and azimuthal
(m) directions with respect to the disk plane and the center of
the magnetic layer of the pillar. Figure 4(a) shows the low-field
excited modes, which can be described using Bessel functions
[10]. The highest amplitude mode detected experimentally is
the free-layer fundamental eigenmode [0,0], in which all the
spins precess in-phase with neither the radial nor the azimuthal
nodes. Both mode 2 [0,1] and mode 3 [0,2] are azimuthal
modes with no radial node. While the electric field driven
excitation dominates, the modes with azimuthal nodes are not
observed unless the Oersted field excitation is included as
they spatially couple to the Oersted field component of the
excitation. The simulated mode 4 [1,0] has a radial node and is
therefore not detected experimentally due to its lower intensity
when averaged over the pillar.

As the in-plane external field strength increases, it gradually
overcomes the anisotropy field and rotates the magnetizations
towards the disk plane. The fundamental mode has a maximum
amplitude around the edge of the p-MTJ pillar, while mode 2
splits into two branches in which the spin waves are localized
horizontally and vertically in the disk, as shown in Fig. 4(b),
as a result of the broken symmetry of the internal field. By
increasing the in-plane field, modes along or orthogonal to
the field no longer have the same energy. However, these
orthogonal modes are degenerate in the low-field regime where
the symmetry of the structure and the field is preserved.
The mode frequencies thus depend on their wave vector k
and the internal field configuration in the magnetic disk layer
[39,40].

In the high-field regime, all free-layer modes suffer from
increasing localization around the edges of the magnetic
disk layer due to the increase in the inhomogeneity of the
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FIG. 4. (a) Spatial profile of amplitude (upper row), phase (middle row), and real part (lower row) for the first four free-layer modes at
woHi,=0.2 T. (b) Spatial profile of the modes at 1o H;,=0.4 T where mode 2 starts to split and mode 1 to be localized at the edge. All modes
are from the free layer except the mode labeled mode 1 (reference), which is the fundamental mode of the reference layer.
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FIG. 5. Internal field spatial profile for (a) low-field regime
(o Hi=0.2 T); this is minimum in the center of the disk with
cylindrical symmetry. (b) High-field regime (uoH;,=0.4 T) with
broken symmetry and inhomogeneity; minimum value at right side
edge. While the color map shows the amplitude of the internal
field, the vertical and horizontal directions for the arrows show its
components in the z direction and x directions, respectively.

internal field in the disk. Localization of the modes happens
at sites where the internal field is more homogeneous and at
a minimum [41]; as the internal field varies in the disk, spins
can no longer resonate at the same frequency. Thus, in addition
to the wave vector k, the internal field plays a significant role
in the confinement and localization of the modes in the disk
layer. As shown for mode 1 at low fields, maximum resonance
amplitude occurs in the center of the disk where the internal
field is more homogeneous and minimum [Fig. 4(a)]. By
increasing the applied field strength, the maximum amplitude
for this mode occurs in a ring-shaped region near the edges of
the disk at intermediate field values (not shown here), and in
the high-field regime, this mode becomes localized near the
right-hand side of the disk [Fig. 4(b)], where the internal field
is ata minimum. Figure 5 shows the internal field amplitude for
the free layer for low (a) and high fields (b). Meanwhile in the
low-field regime, cylindrical symmetry is mostly conserved
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and the internal field is homogeneous in the center of the
disk with minimum amplitude. In the high-field regime, the
cylindrical symmetry of the magnetic free disk layer is broken,
and the internal field is almost aligned with the external field,
having a minimum at the sides along the direction of the
applied field, due to the stray fields from the magnetic poles
in these regions [Fig. 5(b)].

The fundamental mode of the reference layer, labeled Mode
1 (reference), is also a radial mode [0,0], and is shown in
Fig. 4(b). As the magnetic anisotropy field in the reference
layer is much stronger than the free-layer anisotropy, this mode
is excited at higher frequencies and its symmetry survives to
higher field.

V. CONCLUSIONS

We have presented the static and dynamic magnetization
properties of an all-perpendicular magnetic tunnel junction (p-
MT]J) pillar in an in-plane magnetic field. By combining exper-
imental measurements of magnetoresistance and homodyne-
detected ferromagnetic resonance (FMR) spectroscopy with
micromagnetic numerical simulation, we were able to show
the static configuration and the observed resonance peaks
due to dynamic excitation of each of the magnetic layers
of the p-MTJ. We identified the excited modes as dipolar
confined modes with radial and azimuthal symmetry on
account of the quantization of the wave vector that results
from geometrical confinement; their evolution with the applied
field was understood as a result of the distribution of the
internal magnetic field reflected in the localization of the
modes around the edges of the disk layer where the effective
field is minimum and homogeneous. We finally conclude that
the excitation mechanism is a combination of the microwave
voltage modulated perpendicular magnetic anisotropy, the mi-
crowave Oersted field, and the spin-transfer torque generated
by the microwave current.
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