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Correlated transport in silicene-based Josephson junctions
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We theoretically investigate the effects of exchange splitting, electric field and strain on the supercurrent in
silicene-based Josephson junctions. It is observed that a 0 − π transition is induced by the exchange splitting,
and the critical supercurrent at the transition point is nonvanishing. Owing to the unique buckling structure of
silicene, the supercurrent can be effectively controlled by the electric field. For the strain dressed supercurrent,
it is revealed that the current-phase relation is profoundly influenced by the strain, and the supercurrent exhibits
a switch effect with increasing the strength of strain. These findings will potentially provide some intriguing
insights into the correlated transport in silicene-based Josephson junctions.
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I. INTRODUCTION

As a graphenelike allotrope of silicon [1–5], silicene has
been successfully synthesized on a variety of substrates such
as Ag (111) [6–8], ZrB2(0001) [9], Ir (111) [10], and MoS2

[11]. It is demonstrated that silicene possesses a nonvanishing
spin-orbit coupling (SOC) induced energy gap at the Dirac
point [12], offering an opportunity for the detection of quantum
spin Hall states [13–15]. Remarkably, since a stable silicene
sheet prefers a low buckling structure [16], the energy gap
can be effectively tuned by an electric field perpendicular to
the sheet plane [17,18]. These fascinating properties together
with the compatibility with silicon-based electronics make
silicene a promising candidate for logic applications [19].
Recently, several proposals have been put forward to tailor
the electronic properties of silicene including the supercon-
ductivity [20–22]. Based on first-principle calculations, some
theoretical work reported that a doped silicene performs
superconductivity under an external electric field [20] or a
biaxial tensile strain [21]. Most importantly, in terms of the
scanning tunneling spectroscopy, Chen et al. observed that an
Ag (111) supported silicene exhibits superconductivity [22].
These significant achievements offer a solid foundation for
exploring the superconducting correlations in silicene-based
Josephson junctions [23].

Superconducting (S) correlations can penetrate through
the nonsuperconducting (N) region of a Josephson junction
[24,25] via multiple Andreev reflections (ARs) [26–28]. In
the N region, the quantum interferences between incident
quasiparticles and Andreev excitations generate a series of
discrete Andreev bound states (ABSs), which are responsible
for the supercurrent especially in the short-junction limit
d � ξ0 (with d the junction length and ξ0 the superconducting
coherence length) [29]. For a dc Josephson junction in thermal
equilibrium, a nonvanishing phase difference (φ) between the
two superconducting electrodes is required to generate a finite
supercurrent [25]. The connection between supercurrent and
φ is described by the current-phase relation (C � R), which
is essential for understanding the fundamental properties of
Josephson junctions. In general, the simplest C � R can be
approximately parameterized by a standard sinusoidal func-
tion, coinciding with the so-called 0 junction which possesses
a ground state at φ = 0. However, if the N region is occupied

by a magnetoactive material such as the ferromagnetic (F)
metal, the ground state undergoes a phase shift of π and the
corresponding supercurrent reverses the direction, leading to a
π junction. Moreover, a 0 − π transition may occur in a S/F/S
junction [30–35], due to the phase jumps at the S/F interfaces
as well as the oscillations of order parameters within the F
region. Intriguingly, in graphene-based S/F/S junctions, the
critical supercurrent at the transition point is finite, which is
favorable for the application of dissipationless supercurrent
switch [36,37].

Motivated by the remarkable electronic structures of
silicene [12,16–18] as well as the significant achievements
in the fabrication of silicene-based nanodevices [6–11,19],
in this paper we propose a silicene-based S/F/S junction
and investigate the influences of electric field and exchange
splitting on the ABS and supercurrent. It is observed that a
0 − π transition is induced by the exchange splitting, and the
critical supercurrent at the transition point is nonvanishing.
Remarkably, the supercurrent can be effectively controlled
by the electric field. This exotic property results from the
unique buckling structure of silicene, which is absent in
graphene-based Josephson junctions [36,37]. Additionally, it
is found that the configuration of the supercurrent is dependent
on the temperature.

Moreover, it is worth noting that the supporting substrate
may inevitably induce strain in the silicene sheet [15,38–41],
resulting in the shift of Dirac point as well as the distortion
of Dirac cone. With this in mind, we also consider the strain
dressed supercurrent in a silicene-based S/strained/S junction.
It is revealed that the configuration of C�R strongly depends
on the shift of Dirac point, and the supercurrent is electrically
tunable. More importantly, the supercurrent exhibits a switch
effect with increasing the displacement of Dirac point. These
findings are favorable for the applications in silicene-based
Josephson junctions.

The organization of this paper is as follows. In Sec. II,
we discuss the ABS as well as the electrically controllable
supercurrent in a silicene-based S/F/S junction. Then, in
Sec. III we consider the strain dressed supercurrent in a
silicene-based S/strained/S junction and demonstrate a switch
effect can be realized in this setup. Finally, the conclusion and
a brief summary appear in Sec. IV.
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II. EXCHANGE SPLITTING AND ELECTRIC FIELD
MODULATED SUPERCURRENT

In this section, we present a silicene-based S/F/S junction
and investigate the influences of exchange splitting and electric
field on the supercurrent. Since the density of state becomes
independent on φ for ε � �0 [29], we restrict ourselves to the
energy regime of |ε| � �0.

A. Model and method

The proposed setup is schematically shown in Fig. 1,
where a silicene sheet is placed in the xy plane, with a
ferromagnetic layer covering the middle region (0 < x < d)
and two superconducting electrodes coating regions x < 0
and x > d, respectively. To tune the energy gap, we apply
an electric field (Ez) along the z direction. In the frame of
the Dirac-Bogoliubov-de Gennes (DBdG) equation, the ABS
and dc supercurrent along the x direction is calculated by
employing the scattering approach. The DBdG Hamiltonian,
in the basis of ψ

†
k = {(ψA

kσ )
†
, (ψB

kσ )
†
, ψA

−kσ , ψB
−kσ

}, is given
by [23,42]

H =
(

H0 − σh(x) σ�(x)

σ�†(x) −(H0 − σh(x))

)
, (1)

where H0 = �vF (ηkxτx − kyτy) + mησ τz − μτ0 is the effec-
tive Hamiltonian describing the low-lying physics of silicene
[12]. k = (kx,ky) is the two-dimensional momentum measured
with respect to Dirac points, τ̂ = (τx,τy,τz) is the Pauli matrix
operating on the sublattice space, and τ0 is a 2 × 2 unit matrix;
η = ±1 labels the K (K′) valley, σ = ±1 is the spin index
with σ = −σ , μ is the Fermi energy, and vF indicates the
Fermi velocity. The effective mass term mησ = lEz − ησλSO,
with λSO the strength of SOC; lEz results from the buckling
structure together with an external electric field Ez, with 2l

indicating the separation between the A and B sublattices in
the z direction.

The superconductivity in S regions can be proximity
induced by superconducting electrodes, and this approach
has been successfully employed in graphene-based devices
[43–49]. To ensure the validity of the mean-field approxima-
tion, the Fermi energy μS in the S region should be much

FIG. 1. Schematic of a silicene-based Josephson junction.

larger than the superconducting gap �0, viz. μS � �0 should
be satisfied [42]. Furthermore, we assume that the Fermi
wavelength λF in the F region is large enough compared to
λS, so that the pair potential can be rationally described by a
step function [50–52],

�(x) = �0[eiφL(−x) + eiφR(x − d)], (2)

where (x) labels the Heaviside step function, and the
phase difference can be defined as φ = φR − φL. In the F
region, the exchange splitting can be achieved by depositing
a ferromagnetic insulator on the top of a silicene sheet [53],
as that has been realized recently in a graphene/yttrium iron
garnet structure [54]. Taking an abrupt approximation [50–52],
the exchange field in the F region can be written as

h(x) = h0(x)(d − x), (3)

with h0 being the strength of exchange splitting.
To calculate the ABS and supercurrent, we first construct

the scattering states which can be derived from the DBdG
equation Hψk = εψk . Accordingly, the wave function in the
left (right) S region is a linear combination of an electronlike
state ψ

e−(+)
S and a holelike state ψ

h−(+)
S with amplitudes aL(R)

and bL(R), respectively, and which can be formulated as,

�S
L(R) = aL(R)ψ

e−(+)
S + bL(R)ψ

h−(+)
S , (4)

where ± indicate the propagation directions (along ±x̂) that
should be determined by the corresponding group velocities
[55]. The detailed structures of ψ

e(h)±
S , after omitting the trivial

factor eikyy , can be written as,

ψ
e+(−)
S = e[+(−)ik0x−(+)κx]

⎛
⎜⎜⎜⎝

+(−)ησei[+(−)ηϑS+β]

σeiβ

+(−)ηei[+(−)ηϑS−φR(L)]

e−iφR(L)

⎞
⎟⎟⎟⎠,

(5a)

ψ
h+(−)
S = e[−(+)ik0x−(+)κx]

⎛
⎜⎜⎜⎝

−(+)ησei[−(+)ηϑS−β]

σe−iβ

−(+)ηei[−(+)ηϑS−φR(L)]

e−iφR(L)

⎞
⎟⎟⎟⎠,

(5b)

where ϑS = sin−1 (ky/μS) and β = cos−1(ε/�0)(�0 − ε) −
i cosh−1(ε/�0)(ε − �0). In the limit of μS � μ (μ is the
chemical potential in the region of 0 < x < d), k0 = μS and
κ =

√
�2

0 − ε2. For the brevity of notation, we set �vF ≡ 1
throughout this work.

As regards the F region, in the absence of spin-flip
scattering, an incoming electron (hole) with fixed energy ε

and spin σ , is either Andreev-reflected as an isoenergetic hole
(electron) stemming from the spin σ hole (electron) band, or
normally reflected as an electron (a hole) of the same energy
and spin. As a consequence, the wave function inside the F
region can be expressed as

�F =
∑

p=e,h

∑
q=±

cpqψ
pq

F , (6)
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where the related scattering coefficients are denoted by cpq ,
and the basis scattering states ψ

pq

F are explicitly given by

ψe±
F = e±ike

xx

√
2es+γ+ cos α+

⎛
⎜⎜⎜⎝

±ηe±iηs+α+

e−s+γ+

0

0

⎞
⎟⎟⎟⎠, (7a)

ψh±
F = e±ikh

x x√
2e−s−γ− cos α−

⎛
⎜⎜⎜⎝

0

0

∓ηe±iηs−α−

es−γ−

⎞
⎟⎟⎟⎠, (7b)

where the factors 1/
√

2es+γ+ cos α+ and 1/
√

2e−s−γ− cos α−
ensure that all states carry the same amount of quasi-
particle current. The trivial factor eikyy is omitted for
simplicity of notation, and the corresponding parame-
ters are defined as s+(−) = sgn (ε + σh0 + (−)μ), ke(h) =√

(ε + σh0 + (−)μ)2 − m2
ησ , α+(−) = sin−1(ky/ke(h)), ke(h)

x =
s+(−)k

e(h) cos α+(−), and γ+(−) = sinh−1(mησ/ke(h)). The signs
of ke(h)

x are determined to ensure the group velocities of the
incidence (reflection) states are positive (negative).

In our calculation, the width (W , along the y direction) of
the junction is assumed to be much larger than the junction
length, i.e., W � d, so that the edge effects can be rationally
neglected and the translational invariance in the y direction is
preserved. Consequently, resorting to the conversation of the
transverse momentum ky , the relation between the AR angle
α− and incident angle α+ can be parameterized as

sin α−
sin α+

=
sgn (ε + σh0 + μ)

√
(ε + σh0 + μ)2 − m2

ησ

sgn (ε + σh0 − μ)
√

(ε + σh0 − μ)2 − m2
ησ

, (8)

which uncloses the configurations of AR under the influences
of exchange splitting and electric field. Especially, in the case
of |ε + σh0 ± μ| > |mησ |, Eq. (8) predicts a specular AR
where an incident electron in the conduction (valence) band
is specularly reflected as a hole stemming from the valence
(conduction) band. The specular AR is a unique scenario which
arises in superconducting junctions based on Dirac fermion
materials such as graphene [42] and silicene [23].

Taking care of the current conservation in the x direction,
the boundary conditions can be obtained by matching the
relevant wave functions at boundaries x = 0 and x = d, as
shown in Appendix. After some mathematical handing, the
boundary conditions can also be described into the relations
between hole and electron wave functions,

ψh|x=d(0) = �+(−)ψ
e|x=d(0), (9)

and the connections between electron (hole) wave functions
located at the two boundaries,

ψe(h)|x=d = �+(−)ψ
e(h)|x=0, (10)

where Eq. (6) has been rewritten as �F ≡ (ψe,ψh)
T

. The
corresponding transfer matrices are give by

�± = σe−iφR(L)

cos ϑS

(
cos(β ∓ ηϑS) ∓iη sin β

∓iη sin β cos(β ± ηϑS)

)
, (11)

and

�± = 1

cos α±

(
cos(θ± + ηs±α±) ±iηe±s±γ± sin θ±
±iηe∓s±γ± sin θ± cos(θ± − ηs±α±)

)
,

(12)

where θ+(−) = ke(h)
x d. According to the approach proposed in

Ref. [56], the ABSs can be determined by the condition

Det(τ0 − �−1
+ �−1

+ �−�−) = 0. (13)

After some lengthy algebra, we arrive at

A cos 2β + B sin 2β = C, (14)

which contains the bound energy εησ via the relation β =
cos−1(εησ /�0)(�0 − εησ ) − i cosh−1(εησ /�0)(εησ −�0),
and the general expressions of coefficients A, B, and C are
explicitly given in Appendix.

In the present work, we concentrate on the stationary
Josephson effect within the regime of d � ξ0 (ξ0 ∼ 1/�0).
The supercurrent, carried by the discrete ABSs, can be
formulated as [23,36,37,53,56–64]

I(φ) = − e

�

∑
ησ

∫ π
2

− π
2

dα+ cos α+
Nησ∑
n=0

tanh

(
εn
ησ

2kBT

)
dεn

ησ

dφ
,

(15)

where kB denotes the Boltzmann constant, T labels the tem-
perature, and Nησ = W

2π

√
(εησ + μ + σh0)2 − m2

ησ indicates
the number of transverse modes. It should be noted that
the bound energy εn

ησ takes positive values. For the sake of

convenience, we introduce a quantity I0 = e�0
2�

∑
ησ Nησ , so

that the normalized supercurrent can be defined as I (φ) =
I(φ)/I0. In addition, the experimentally measurable critical
supercurrent can be defined as

Ic = |max [I (φ)]|. (16)

Accordingly, the 0 − π transition manifests itself as a cusp in
the Ic curves.

B. Josephson effect in a S/F/S junction with an undoped F
region (μ = 0)

In this subsection, we propose a S/F/S junction with a
undoped F region (μ = 0) and discuss the influences of
the exchange splitting and electric field on the ABS and
supercurrent.

1. Configuration of the ABS

In the case of μ = 0, a simple inspection of Eq. (8) leads to
the relation α− = α+ ≡ α, indicating a perfectly specular AR
occurring at the two FS interfaces. Without loss of generality,
we choose h0 = μS to obtain analytical results. In doing so,
the valley- and spin-resolved ABSs ±εησ (εησ � 0) can be
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FIG. 2. Contour plots of spin- and valley-resolved Andreev bound
states, where lEz = λSO = 5�0, d/ξ0 = 0.05, and φ = π/2. For
ησ = 1, mησ = 0, panels (a) and (d) are consistent with the results
reported in Ref. [36].

analytically formulated as

εησ = �0√
2M

×
√
M+N+σ sin(2P cos α) cosh γ cos2 α

√
M−D,

(17)

with related parameters being defined as

M = cos4 α[cos4 α + 4 sin2 α sin2(P cos α)]

+ [sin4(P cos α) sinh2 γ + 2 cos4 α sin2(P cos α)

× cos(2P cos α) + 4 cos2 α sin4(P cos α)] sinh2 γ,

(18a)

N = cos6 α[cos2 α − 2 sin2(P cos α)] cos φ + sinh2 γ

×{cos 2α cos2 α sin2(P cos α)[cos2 α − 2 sin2(P cos α)]

− sin2(P cos α) cos4 α cos φ

− sin4(P cos α) cos 2α sinh2 γ } (18b)

D = [cos4 α cos φ + sin2(P cos α) cos 2α sinh2 γ ]2, (18c)

where α = sin−1(ky/
√
h2

0 − m2
ησ ), P = d

√
h2

0 − m2
ησ , and γ =

sinh−1(mησd/P ). The parameter P is spin- and valley-
dependent, which depicts the effects of the exchange splitting
strength h0, the effective mass mησ , and the junction length d.
In the case of mησ = 0, one can readily verify that Eq. (17)
reproduces the results in Ref. [36], as shown in the panels (a)
and (d) of Fig. 2.

To figure out the textures of ABSs under the influence of
exchange splitting, we present the contour plots of ABSs with
the phase difference being fixed to φ = π/2, as shown in Fig. 2.
Since the exchange splitting breaks the so called spin ⊗ valley
symmetry [23], the ABSs are spin- and valley-resolved. This
point is quite different from that in similar graphene-based
models where the ABSs are valley degeneracy [36]. It is
observed that the ABSs periodically oscillate with respect to

FIG. 3. C � R in a silicene-based S/F/S junction with μ = 0,
where lEz/λSO = 2 and d/ξ0 = 0.05.

the parameter P , but the corresponding oscillatory amplitudes
never decay with increasing P . The striking oscillatory texture
without a damping envelope can be attributed to the Dirac char-
acteristic of the excitations in silicene. Because the exchange
splitting induced momentum mismatch [2h0/(�vF )] between
the Andreev correlated electron and hole is proportional
to the exchange splitting strength, the oscillations become
more pronounced with increasing P (or equivalently, h0 for
fixed d and mησ ). Additionally, in the limit of P = 0, i.e.,
|h0| = |mησ |, Eq. (17) can be simplified as εησ = �0 cos(φ/2),
which is independent of the spin and valley indices.

2. Electrically controllable supercurrent

Accordingly, the C�R can be obtained by substituting
Eq. (17) into Eq. (15), and the resulting C�R for various
values of P at zero temperature are shown in Fig. 3. A
prominent character of the C�R is the appearance of the 0 − π

transition with increasing the parameter P , and this scenario
originates from phase jumps at the S/F interfaces. We note
that the amplitude of C�R only oscillates with increasing P

but never decays with respect to it, this characteristic is quite
different from that in ordinary Josephson junctions [25]. It
is also found that the envelope of the C�R deviates from
the conventional sinusoidal form, indicating the existence of
higher harmonics components. In passing, as proposed in
Ref. [36], the discontinuity of C�R at φ = π for P = 0 can
be ascribed to the crossing of ABSs.

The P -dependent critical supercurrents at zero temperature
are illustrated in Fig. 4. As seen, the Ic − P curves host legible
cusps and undamped oscillations. According to the definition
given by Eq. (16), the proposed cusp is the manifestation
of the 0 − π transition. A further inspection of the cusps
reveals that the critical supercurrent at the transition point
never approaches to zero; this significant characteristic is quite
different from that in ordinary Josephson junctions where
the excitations are described by the Schrödinger equation
[25]. In the present system, the undamped oscillations and
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FIG. 4. Critical supercurrent in a silicene-based S/F/S junction
with μ = 0 and d/ξ0 = 0.1, where the inset exhibits the dependence
of critical supercurrent on the electric field.

nonvanishing critical supercurrent at the transition point can be
attributed to the Dirac-like low-energy excitations of silicene.

Owing to the buckling structure, the band character of sil-
icene can be effectively tuned by a perpendicular electric field
(lEz). This unique property is also manifested in the electric
field dressed Ic − P curves. For a small P (e.g., 0 < P � 2.3),
by comparing the Ic − P curves corresponding to different
values of lEz, one can find that the critical supercurrent can be
effectively controlled by a perpendicular electric field (see
Fig. 4). This remarkable scenario can be regarded as the
most prominent feature in a silicene-based S/F/S junction, and
which cannot be realized in graphene-based S/F/S junctions
[36,37]. To further elucidate the influences of the electric
field on the critical supercurrent, we calculate the critical
supercurrent as a function of lEz, as illustrated in the inset
of Fig. 4. It is observed that the electrical tunability of critical
supercurrent disappears almost completely in the P -dominated
regime (e.g., P � 2.3), which implies that there exists a
competition between the electric field and exchange splitting
on the modulation of the critical supercurrent. Since the energy
gap (Egap = 2|lEz − ησλSO|) is proportional to the electric
field in the regime of lEz � λSO, the critical supercurrent
decreases with increasing the electric field when lEz � λSO.

In addition, we note that recently D. Kuzmanovski et al.
reported that the 0 − π transition is electrically controllable
in a silicene-based F/S/F junction [64]. This intriguing phe-
nomenon is also found in Fig. 4. By inspecting the Ic − P

curves in the regime of P < 1, one can find that the 0 − π

transition arises only for a small electric field (e.g., lEz/λSO =
0,1,2) and completely disappears when the electric field is
large enough (e.g., lEz/λSO = 3,4,5). In this regard, the 0 − π

transition can be controlled by an electric field.

C. Supercurrent in a S/F/S Junction with a doped
F region (μ �= 0)

We now turn to the supercurrent in the S/F/S junction
with a finite μ. For the sake of simplicity we only consider

FIG. 5. Critical supercurrent as a function of the exchange
splitting strength in a silicene-based S/F/S junction with μd = 10.

the limit of μS � μF, so that ϑS 
 0. Consequently, after a
straightforward calculation, Eq. (14) can be reduced to

cos φ =
(

cos θ+ sin θ− cosh γ−
cos α−

+ cos θ− sin θ+ cosh γ+
cos α+

)

× sin 2β

+
(

cos θ+ cos θ− − sin θ+ sin θ−
cos α+ cos α−

cosh γ+ cosh γ−

)

× cos 2β

− s+s−

(
tan α+ tan α− + sinh γ+ sinh γ−

cos α+ cos α−

)

× sin θ+ sin θ−. (19)

For a strongly doped F region (μ � �0), one can reproduce the
results given in Ref. [23] by substituting h0 = 0 into Eq. (19).

Combing Eqs. (15), (16), and (19), one can numerically
calculate the critical supercurrent shown in Fig. 5. As can be
seen, the critical supercurrent periodically oscillates with the
exchange splitting strength h0, where the sharp cusps indicate
the exchange splitting induced 0 − π transitions. As indicated
by Eq. (8), the configuration of the AR can be modulated by
the ratio h0/μ, thus the supercurrent should be profoundly
modulated by the exchange splitting as well as the doping
density and/or gate voltage in the F region. In the case of
μ � �0, the AR is of retro type for h0/μ < 1, and the am-
plitude of Ic decreases with h0/μ. In contrast, the oscillatory
curve hosts an increasing envelop in the range of h0/μ > 1
where the AR becomes specular. Significantly, due to the
electrically tunable band gap, the amplitude of Ic can also
be controlled by an electric field.

We also investigate the influences of temperature (T ) on
the critical supercurrent, as illustrated in Fig. 5. A careful
comparison between the red solid and blue dashed-dot curves
(or equivalently, between the magenta dashed and cyan dot
curves) reveals that the position of 0 − π transition point,
i.e., [h0/μ]T, is dependent on the temperature. Moreover, the
temperature dependence of [h0/μ]T behaves differently in the
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two regimes of h0/μ < 1 and h0/μ > 1. For h0/μ < 1, the
value of [h0/μ]T increases with rising temperature, while in
the case of h0/μ > 1, the enhancement of temperature leads to
the decline of the value of [h0/μ]T. In addition, the correlated
transport is suppressed with increasing temperature.

III. STRAIN DRESSED JOSEPHSON EFFECTS

In this section, we discuss the influences of local strain and
electric field on the correlated transport in a silicene-based
S/strained/S junction. The strain induced deformations are
assumed to be elastic and smooth. In principle, the proposed
strain can be achieved by the deformable substrates on which
silicene sheets are deposited, as that has been proposed in
graphene-based counterparts [65–67].

A. Model

The geometry of S/strained/S junction is the same as that of
S/F/S junction shown in Fig. 1, except that the middle region
of the present junction is occupied by a strained silicene. It is
demonstrated that a strain [40], on one hand, results in the shift
of Dirac points in the momentum space, with the displacements
in the two valleys being opposite to each other. On the other
hand, the strain also dresses the Fermi velocity anisotropically,
leading to the distortions of Dirac cones. To the leading order
of q, the effective low-energy Hamiltonian of strained silicene,
can be formulated as [68,69]

Hst = �vF (ηιxqxτx − ιyqyτy) + mησ τz − μτ0, (20)

where q = (qx,qy) is measured with respect to the shifted
Dirac points, i.e., q = k − qD , and the valley-dependent
displacement qD ≡ η(qDx,qDy). ιx(y) = vx(y)/vF depicts the
distortion of Dirac cone, with vx(y) being the distorted Fermi
velocity along the x(y) direction. It is worth noting that the
applied strain may also change the chemical potential μ and the
separation (2l) between the sublattices A and B. Nevertheless,
the deviations of μ can be offset by gating and/or doping
the strained region. Since variation of l only takes action on
the effective mass in the presence of external electric fields,
one can compensate the deviated effective mass by rationally
tuning the electric field. Therefore, the deviations of μ and l

do not play essential roles in the correlated transport.
In the strained region, the corresponding DBdG equation

takes the form

(
Hst 0

0 −Hst

)(
ust

vst

)
= ε

(
ue

st

vh
st

)
, (21)

where (ust,vst)T ≡ ψst. Accordingly, the basis scattering states
can be derived as

ψe±
st = e(±iqe

xx+ikyy)√
2ιxe

sst+γ st+ cos αst+

⎛
⎜⎜⎜⎝

±ηe±iηsst
+αst

+

e−sst
+γ st

+

0

0

⎞
⎟⎟⎟⎠, (22a)

FIG. 6. C � R in a silicene-based S/strained/S junction. Where
μ/�0 = 20, μS/�0 = 100, and the other parameters are taken the
same values as that in Fig. 3.

ψh±
st = e(±iqh

x x+ikyy)√
2ιxe

−sst−γ st− cos αst−

⎛
⎜⎜⎜⎝

0

0

∓ηe±iηsst
−αst

−

esst
−γ st

−

⎞
⎟⎟⎟⎠, (22b)

with the involved parameters being defined as: sst
+(−) =

sgn (ε + (−)μ), qe(h) =
√

(ε + (−)μ)2 − m2
ησ , αst

+(−) =
sin−1[ιy(ky − ηqDy)/qe(h)], qe(h)

x = sst
+(−)ι

−1
x qe(h) cos αst

+(−),
and γ st

+(−) = sinh−1(mησ/qe(h)). Correspondingly, one can
define θ st

+(−) = qe(h)
x d. The wave function in the strained

region can be obtained by replacing ψ
pq

F with ψ
pq
st in Eq. (6),

and the strain dressed ABSs and supercurrent can be achieved
by employing the same procedure proposed in Sec. II A.

B. Results and discussion

Both the displacements and distortions of Dirac cones
are significantly responsible for the correlated transport. We
first discuss the supercurrent under the influences of the
displacements of Dirac points. As the qDx hardly takes action
on the transport in the x direction [68,69], we mainly consider
the effect of qDy on the supercurrent. Figure 6 illustrates the
strain dressed C�R corresponding to a host of qDy . In the
absence of strain (the black solid curve in Fig. 6), the envelop
of C�R distinctly deviates from a standard sinusoidal form due
to the contributions stemming from higher harmonics [25,36].
Intriguingly, the deviation of C�R is dramatically reduced
with increasing qDy , indicating that the higher harmonics
components can be pinched off by shifting Dirac points.
Most importantly, the supercurrent is strongly suppressed by
the shifting of Dirac points. In the regime of qDy � k0, the
Andreev excitations are completely forbidden, resulting in a
on/off switch effect as exemplified in Fig. 7. This feature may
be favorable for practical applications. Moreover, resorting to
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FIG. 7. Critical supercurrent as a function of the displacement of
Dirac point. The inset shows the Fermi velocity-dependent critical
supercurrent with lEz = 0. As indicated by the arrows, the upper and
lower horizonal axes in the inset refer to the blue dashed and black
solid curves, respectively. The corresponding parameters are taken as
the same values as those in Fig. 6.

the unique buckling structure of silicene, the strain dressed
supercurrent can be modulated by an electric field.

The distortion of a Dirac cone can be parameterized by
the Fermi velocity which can profoundly affect the current.
According to Eq. (21), the x component of the current
density operator can be derived as Jx ∝ ηιxvF σz ⊗ τx . As
a consequence, the supercurrent decays with decreasing ιx .
Additionally, since the reduction of ιy increases the number
of Andreev channels, the supercurrent is enhanced by cutting
down ιy , as illustrated in the inset of Fig. 7.

IV. CONCLUSION

In conclusion, based on the DBdG equation, we investigate
the influences of exchange splitting and electric field on the
ABS and supercurrent in a silicene-based S/F/S junction. It
is observed that a 0 − π transition occurs with enhancing

the exchange splitting, and the critical supercurrent at the
transition point is nonvanishing. This characteristic may
be favorable for fabricating dissipationless superconducting
switches. Remarkably, the supercurrent can be effectively
controlled by the electric field due to the buckling structure
of silicene. In addition, it is found that the configuration of the
supercurrent is dependent on the temperature. We also discuss
the strain dressed supercurrent in a silicene-based S/strained/S
junction. It is revealed that the C�R strongly depends on
the strain, and the supercurrent exhibits a switch effect
with increasing the strength of strain. These findings would
potentially give some insights into the correlated transport in
silicene-based Josephson junctions.
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APPENDIX: BOUNDARY CONDITIONS AND ANDREEV
BOUND STATES

In this appendix we perform necessary calculation details
regarding the boundary conditions and ABSs. By matching the
wave functions, the boundary conditions at x = 0 and x = d

are, respectively, given by√
v̂x

SψL
S |x=0− = √

v̂x
FψF|x=0+ ,

√
v̂x

FψF|x=d− =
√

v̂x
SψR

S |x=d+ ,

(A1)

where v̂x
S(F) = ∂HS(F)/∂kx is the x component of the velocity

operator in the S (F) region. Equation (A1) automatically takes
care of the current conservation in the x direction. These
boundary conditions can also be rewritten as the forms given
by Eqs. (9) and (10).

According to Eq. (13), the corresponding coefficients in
Eq. (14) can be explicitly formulated as

A = cos θ+ cos θ− − sin θ+ sin θ− cosh γ+ cosh γ−
cos2 ϑS cos α+ cos α−

+ sin ϑS sin θ+ sin θ−(s+s− sin α+ sin α− sin ϑS − s− sin α− cosh γ+ + s+ sin α+ cosh γ−)

cos2 ϑS cos α+ cos α−
, (A2)

B = cos θ− sin θ+ cosh γ+ cos α− + cos θ+ sin θ− cosh γ− cos α+
cos ϑS cos α+ cos α−

+ tan ϑS(s− sin α− cos α+ cos θ+ sin θ− − s+ sin α+ cos α− cos θ− sin θ+)

cos α+ cos α−
, (A3)

C = cos φ − sin θ+ sin θ−
cos2 ϑS

(
−s+s− tan α+ tan α−

+ − cos2 ϑS cosh(s+γ+ + s−γ−) + cosh γ+ cosh γ− + sin ϑS(s− sin α− cosh γ+ − s+ sin α+ cosh γ−)

cos α+ cos α−

)
. (A4)
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