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Nonequilibrium itinerant-electron magnetism: A time-dependent mean-field theory
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We study the dynamical magnetic susceptibility of a strongly correlated electronic system in the presence of a
time-dependent hopping field, deriving a generalized Bethe-Salpeter equation that is valid also out of equilibrium.
Focusing on the single-orbital Hubbard model within the time-dependent Hartree-Fock approximation, we
solve the equation in the nonequilibrium adiabatic regime, obtaining a closed expression for the transverse
magnetic susceptibility. From this, we provide a rigorous definition of nonequilibrium (time-dependent) magnon
frequencies and exchange parameters, expressed in terms of nonequilibrium single-electron Green’s functions
and self-energies. In the particular case of equilibrium, we recover previously known results.
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The dynamical magnetic susceptibility of an electronic sys-
tem is a key quantity in both theoretical and experimental stud-
ies of magnetism [1,2]. In addition to its physical meaning as
the first-order response function of the local magnetic moments
to the application of a (space- and time-dependent) magnetic
field, its relevance is due to the fact that its frequency spectrum
contains all the magnetic excitations of the system. In particu-
lar, the spectrum of the transverse component of the magnetic
susceptibility tensor contains the magnon frequencies.

To enable theoretical analysis, it is desirable to compute
the magnon spectrum directly from a closed formula, rather
than doing a numerical search of the poles of the transverse
susceptibility. For strongly correlated systems in equilibrium,
methods were developed to map electronic Hamiltonians onto
effective classical spin models, from which one extracts the
magnetic parameters (e.g., exchange) that are appropriate for
the initial electronic systems when the magnetic moments
undergo small rotations from their initial configuration [3,4];
in the modern formulation, parameters are expressed in
terms of single-electron Green’s functions (1EGFs) and self-
energies [5,6]. The original methods were recently extended to
include unquenched electronic orbital degrees of freedom and
relativistic interactions [7—-11]. However, a direct connection
between the magnetic parameters so determined and the poles
of the transverse susceptibility is not obvious; within the
framework of spin-density functional theory, it has been shown
that the original formulas yield accurate low-wavelength
magnon frequencies for ferromagnetic systems within the local
spin-density approximation [12]; corrections are required to
compute thermodynamic properties [13].

Experimental progress has allowed us to modify the mag-
netic properties of materials by applying time-dependent fields
coupling with the electrons, thereby modulating the magnetic
interactions in time. In particular, subpicosecond laser fields
[14-22] promise to provide the fastest possible modifications
of magnetic states and, in the future, the fastest memory
devices. Understanding how the magnetic properties are mod-
ulated in time requires a nonequilibrium microscopic theory of
magnetism. Computationally, strongly correlated systems are
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typically treated with dynamical mean-field theory [23-26] or
cluster perturbation theory [27-29] and their nonequilibrium
formulations [30-33]. At the moment, the computation of
full nonequilibrium two-electron Green’s functions (2EGFs),
such as the dynamical magnetic susceptibility, is not feasible
due to huge memory requirements (even the computation of
nonequilibrium 1EGFs is, in general, very demanding [34]).
To avoid the computation of 2EGFs, mapping to a dynamical
classical spin model has been proposed [35], where the
time-dependent magnetic parameters are expressed in terms
of nonequilibrium 1EGFs and self-energies. Also in this case,
the connection to magnetic susceptibility is not obvious.

In this article, we derive a self-consistent equation for
nonequilibrium magnetic susceptibility, and we solve it for
the Hubbard model within the time-dependent Hartree-Fock
approximation in the adiabatic regime. We show that the effect
of an external time-dependent field acting on the electrons
(such as that of a laser or a phonon distribution) can be
described by endowing the transverse magnetic susceptibil-
ity with time-dependent poles, i.e., time-dependent magnon
frequencies.

The remainder of this article is organized as follows. In
Sec. I, we introduce our notation and discuss the features of
our nonequilibrium theory. We then present the problem in its
most general formulation, before successively applying several
approximations to reduce it to a solvable one. Therefore, in
Sec. II we introduce a generalized Bethe-Salpeter equation
for magnetic susceptibility that is valid for arbitrary electronic
models. The first two steps of the approximations are taken
in Sec. III, where we apply the time-dependent Hartree-Fock
approximation, and in Sec. IV, where we restrict our theory
to the (nonequilibrium) single-band Hubbard model. At this
point, the problem can be solved in closed form in equilibrium,
but not in the most general nonequilibrium case. The minimal
nonequilibrium situation, which allows for a closed solution
of the Bethe-Salpeter equation, corresponds to the adiabatic
regime, which we introduce in Sec. V. In this regime, the
system sustains time-dependent magnon excitations, meaning
that the magnon frequencies are modulated in time by the
action of the external field, but the magnon concept is
still valid. In Sec. VI, we characterize the nonequilibrium
magnon frequencies by introducing nonequilibrium exchange
parameters, and we recover well-known expressions that are
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valid in equilibrium as a particular case. In Sec. VII, we
show that our theory is consistent with the Goldstone theorem
even out of equilibrium. Finally, in Sec. VIII we summarize
our results and mention possible future extensions. In the
Appendixes, we include the most technical passages of the
derivations, which can be useful to the reader in order to
reproduce our main results, but they are not essential for
following the discussion in the main text.

I. NOTATION

We formulate our nonequilibrium theory using the
Kostantinov-Perel’ (KP) time contour y = y, Uy_ U ym,
where y. is the forward (backward) branch of the real-time
(Keldysh) contour yx = y4+ U y_, and yp is the imaginary-
time (Matsubara) branch [36-39]. If z denotes a contour time
variable, we write z = () if z lies on y4, where ¢ € [fy,00)
denotes a physical time; ¢4y < f_) on the contour. We use M
to denote the third component of spin of the electron fields, and
i,],k to denote the sets of the other quantum numbers. S} is
the o« component of the vector of spin matrices for the ith field,
with dimensionality S;. The nonequilibrium Hamiltonian is

Aiz) = Z @9+ 5 Z PAVED

1234

for z € yg, where 1 = (i;,M;) is a complete set of elec-
tron field indices, the single-electron terms depend on the
contour coordinate z, and the interaction matrix element is
antisymmetrized, V32’41 = V4l ’32 = —V31'42 = —V42‘31. The single-
electron Hamiltonian includes the tin{e-dependént terms gen-
erated by the coupling of the electrons with an external time-
dependent field. On the Matsubara branch, the Hamiltonian
may have a different form [38], which we denote, in general,
as

H(z) = Ay, 2

independent of z for z € yp. The Hamiltonian on the Matsub-
ara branch should be considered as a tool to prepare the system
in some known state at the initial time fy; it might coincide
(up to conserved quantities) with the physical Hamiltonian at
the initial time #y, in which case the system is prepared in a
thermal superposition. Alternatively, one can choose Hyp as
an effective projector over a state or a set of states of interest.
For example, to prepare the system in a fully spin-polarized
state, one can include in Hyy a Zeeman term coupling the
spins with an auxiliary uniform magnetic field, despite the
fact that the Hamiltonian of the system of interest (on the
real-time branches) might not include such a magnetic field.
In this situation, taking a low temperature effectively restricts
the system to a broken-symmetry configuration, which would
not be captured in the absence of the auxiliary magnetic field.
The results that we present in this work hold regardless of the
particular choice of the Hamiltonian on the Matsubara branch.
1EGFs and 2EGFs are denoted as

Gyl = —ilT, 0. ).
Gyiyal = CIAT 919, 0, )

where (- - - ) denotes an expectation value computed using the
contour evolution operators [36—38]. The contour 1EGFs are
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related to the lesser/greater Green’s functions via

Gy = 0(21,22)(G”)y)! + O(22,21)(G )y, @
(G = —i(§"PL). (GO = i(dd, o),

where ®(z,2,) is the step function on the KP contour. Finally,
the Dyson equation reads

—Z[T;(z)Ggg + / d@z;;cg;;} = 8,8(z.22),
3 Y
)

. 1z
19;G,;,

where the self-energy X is defined via

12y 525 L 3.1 ~421.52
= [entiot LT WS,
5 y

345

II. GENERALIZED BETHE-SALPETER EQUATION

The dynamical magnetic susceptibility tensor is

8(87(1)
3BY (')

= —i0@ — 1){[8¢(1).84 1)), Q)

where (---)p denotes an expectation value computed in the
presence of the magnetic field B = {B;(¢)} coupling with the
spins, and S‘f‘ (t) is the o component of the ith spin operator
of the system at time ¢; o € {x,y,z} or @ € {+, —,z}. The
second line of Eq. (7) is the Kubo formula, which connects
ij‘."‘/(t,t/) to relevant many-body quantities. For example, for
a ferromagnetic lattice in equilibrium, the low-energy poles of
the Laplace transform of the transverse magnetic susceptibility
X ;’ ~(w) are the magnon frequencies w,.

We now generalize the Bethe-Salpeter equation (BSE) for
the magnetic susceptibility to the case of the most arbitrary
electronic system out of equilibrium. It is convenient to define
the matrices

XX @) =

S(S"‘G )

223

o
8BJZB B=0

X1 2](ZI’Z27Z3) = -

’

®)

Xia: (@223 t) =x79, (21,225 1) — X159, (21,225 1)),

where the magnetic field is allowed to take different values
for the two Keldysh coordinates corresponding to the same
physical time. The susceptibility matrix defined in Eq. (8)
satisfies the following generalized Bethe-Salpeter equation
(GBSE) on the KP contour [for the full derivation, see
Appendix A]:

Xi5:(z1,22:1") = (X0)1%,; (21,225 1)

+Z Z/d(w4,w5,w6,w7)( );zliﬁ

o”a’ 4567

i 4 7
x (Pl e, wyi ), (9)

where we have introduced the quantities

aa” 1z1.5w o o 21 w
(X&), = —i($*G S8 G (10)

225,4wy 273
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. o 4w,
(Fa”a”’)4w4,7w7 = l 5(‘S' E)SL;;’ (1 1)
Sws,6wg S[4 (Su + 1) B(Sa, , G)Gwﬁ

’ 111 JMt
X015 @rat) =D s D (6 ) - (12)
M

The physical susceptibility given by Eq. (7) can be obtained
from Eq. (8) via the relation

XE ) = Y K58 aaas o i), (13)
M
as detailed in Appendix B.

III. TIME-DEPENDENT HARTREE-FOCK
APPROXIMATION

Equation (9) is exact, but its matrix structure is very compli-
cated. The time-dependent Hartree-Fock approximation (THF)
[38] greatly simplifies its time-domain structure. In THF, the
2EGF is approximated as

A,c THF
Gyp = G3GY — GHGY, (14)
which yields the following expression for the self-energy:
2, THF
0= —idzi.z2) Y Vai (GO (15)

34

It should be noted that the 1EGFs appearing in Eqs. (14) and
(15) are not the noninteracting Green’s functions that are used
in conventional many-body perturbation theory for weakly
correlated systems, where the electron-electron interaction is
the small parameter. In that case, Eqs. (14) and (15) would
reduce to the RPA scheme. In our case, instead, single-particle
Green’s functions are the solutions of an interacting problem,
although simplified via the THF approximation, which keeps
only the part of the self-energy that is local in time. Although
the equations are formally similar, this difference between
THF and RPA is crucial to properly describe the magnon
excitations for strongly correlated systems.
With this distinction in mind, we now introduce

(X0 (t.1) = Z(Xo)%‘;’,m; ittt (16)
M

which is a physical quantity defined in terms of 1EGFs, whose
meaning depends on the approximation scheme. In our case, it
can be called Stoner susceptibility, since its spectrum contains
only electron-hole excitations that are analogous to those of
the Stoner theory for the Hubbard model. In contrast, within
the RPA, Eq. (16) would coincide with the bare magnetic
susceptibility of a noninteracting system.
Applying Eq. (15) to Eq. (11), we obtain

"o THF 7o\ 4, T
(T Yot gor "= 8(wa, ws)8(wa, we)8 (w7, wy + €) (T )35

(17)
where

o \May(i4M),7 M
(S5 )3 Vs (S5)

VAN Y | > isM) M.
ey s 8)
(TTeE )5,6 A%; S, (S, + DS (Sis + 1)
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Inserting Eq. (18) into Eq. (9) yields the THF form of the
GBSE,

, THF /
xi5:(z1,22: 1) = (x0)7%,; (21,225 1)

£ 0 [ dwi

oo’ 4567

121 5w4( o" o ’”)4 7
222 4w, \" TH 5,6
X X (wa,wa + €;1). (19)

If #4 is the physical time corresponding to the contour
coordinate wy, then the quantity

XS (wawy + €:1") = x &% (tas ) (20)

depends only on #4, independently of the contour branch on
which wy lies. This can be seen by applying Eq. (8) with
71 = wq and zp = wy + €. In terms of Eq. (20), we have

XLty = ZX,M,MJ(I;I’). Q1)

Setting z; = #(4) and zp = #), and
X951 = x5, /() to)s 1),
(X0)7%,; (1) = (X0)1%; (t)s )3 1),

we then obtain, from Eq. (19), the THF GBSE in real-time
coordinates:

THF 1 aa” " N
X5, 1) —(xO)12,<tt)+ZZ/ dr" x§ (.05

a”a” 4567

(22)

ra\4T o

X (D )5 ex&as@"s 1), (23)

where we have converted the contour integration to physical-
time integration, we have used the fact that ngﬁ (wg,wy +
€;t") = 0if wy € ym, and we have introduced

1,5 wo Hen St e\ Lens 5t
(t t )24 _(XO )21(,>,4r(”+) - (XO )21(,) 4,

= —i0(t — )[(5*(G).,5) (G
— (5*(G)8), G ]. 24)
and therefore
(X08%, (1) = Y X8y . (25)
M

IV. SINGLE-ORBITAL HUBBARD MODEL

To achieve a further simplification, we restrict our theory
to the single-orbital Hubbard model (SOH). In this case, the
spin space has dimensionality S = 1/2 at every site, and the
interaction Hamiltonian becomes

A1 At At a5 ag SOH A
V=12 Vo Wiaite =y Uiy, (6)
3456 i

which implies

v5463 SgH 814813813 8M4 8M5 (81‘1‘2 — (SAA;I;)UH (27)

15715 7l6 My

The SOH Hamiltonian is spin-independent: [ﬁ (t),S’Z] =0,
so the total third component of the spin of the system
is a good quantum number. The transverse component of
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Eq. (23), corresponding to («,a’) = (4,—), then simplifies
as

% (rr)TE”O“(xw;-(rrHZ / %

X O (LUK (@t (28)

which is the nonequilibrium SOH version of the equation used
in Ref. [12]. Compared to the general case, this form of the
BSE has the simplest possible structure in both time and spin
domains. Details about the derivation of Eq. (28) are given in
Appendix C.
The Stoner transverse susceptibility is
_ SOH . / i YA
()i (t.t) "= i6(t — (G H (G
- G GH]]] (29)
We now derive an effective equation for this quantity by
applying the operator —id, to Eq. (29) and using the Dyson
equations in the THF approximation, which read

—id,(GS)M TE (GSTYML, + (GHM 201, 0
BN L on NG

where Xy (1) = ],o 27(t") is the THF self-energy for the
SOH model, with ,ojM(t )= (1//]T,M(t )1///M(t )). We then obtain

i9,(GS)IM"

) ) =idy — Ay

UV 50— 1)8m (1) + Ay (t.1), 3D

(@09 - Gof (.9 F 2 -

In the nonequilibrium adiabatic (AD) regime, we assume
that the susceptibilities are nonzero only when the frequencies
related to the Fourier transforms with respect to the total time
T are much smaller than the frequencies related to the Laplace
transforms with respect to the relative time 7. In this case,
Eq. (36) simplifies to

THF SOH AD 8;jm;(T) + A,j(a) T)

(Xo)i (@ T) = w— A7) . @37
while Eq. (35) simplifies to
> ik + (Rl (@3 TY Ul T (@3 T)
k
E2E o (@i 1. (38)

Q/
)A(Q Q) = S
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where m;(t") = pjr(t") — pj ('),

Aj(t/) = Ujmj(t/) = —22j5(l/) = Zji(t/) — ZjT(t/) (32)

is the time-dependent Stoner splitting, and
Ay(t,t") = i6(t

— t/)[(G>)ljiltt,(TG<)lj;*tl‘ _(G<);tlt/(TG>){1Ttt

ilt <\t < i >\
— (671, G +G DG 33)

We now determine the transverse magnetic susceptibility from
the BSE, Eq. (28), and the approximate equation for the bare
susceptibility, Eq. (31).

V. ADIABATIC APPROXIMATION AND
NONEQUILIBRIUM MAGNONS

We introduce the Wigner time coordinates, T = ¢ — ¢’ and
T = (t 4+ t')/2, which are called the relative time and the total
time, respectively. In this section, we send the initial time 7y, —
—00, so that the domain of T is (—o0,00), and we can define
the Fourier transforms with respect to 7 on the whole real axis.
We set f(t,t') = f (z,T) to distinguish the representations of
a function in terms of the individual fermionic time arguments
versus the Wigner coordinates. We apply to both Egs. (28) and
(31) the Laplace transform with respect to t and the Fourier
transform with respect to 7. We use the notation

f(w,sz)z/oo dT e’ /wdrei‘“’f(r,T), (34)
—00 0

where Im(w) > 0. We obtain the following representations of
Eqgs. (28) and (31) in the frequency domain [the full derivation
can be found in Appendix D]:

|
>4 3 Q- &
~ \+— /
/_mﬁ 0 <w+ 2 Q>U“("f <w_ 2 ’Q_Q)’ o

QYoo (TR R
== (X0);; (o, )—f_mg()(o)ij o+

() 4+ Kij(,Q).  (36)

[
We substitute Eq. (37) into Eq. (38), and, after some algebra,
we get

THF SOH AD @ —

) THF SO A(T) Z%_)_l

= — T
ij ( o — AJ(T) - ik (w )
X [8;m;(T) + Aj(@; )l (39)
where we have introduced the matrix

Fi(@: T) = 8yxw + Ui Ai(w; T) (40)
and its left inverse F ~!(w; T), defined via

Z F '@ T) Fiw; T) = 8y (41)

The susceptibility has a pole when the matrix (40) has a null
eigenvalue. If we assume that A (w; T) is almost independent
of w at frequencies much smaller than the Stoner excitations,
then the poles are obtained when w is an eigenvalue of the
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time-dependent matrix,

Qi;(T) = —U;i A;(0; T). (42)

The eigenvalues of (42) can then be called nonequilibrium
magnon frequencies, and they are time-dependent due to
the action of the external field. It should be noted that the
system given by the union of the magnetic medium and the
external field might in general have a lower spatial symmetry
than the lattice of the magnetic medium in the absence of
the field (the field typically has some privileged directions,
such as the polarization and direction of propagation for an
electromagnetic wave). If such symmetry lowering is absent
or negligible, one can exploit the symmetry of the magnetic
lattice to diagonalize 2;;(T) (see Appendix E).

In equilibrium, which is formally a particular case of
this treatment that is obtained when the Hamiltonian is
time-independent, €2;; is independent of 7T and its eigen-
values are the conventional magnon frequencies. Therefore,
we have formally demonstrated that the minimal correction
to the transverse magnetic susceptibility in nonequilibrium
situations, valid in the adiabatic regime, consists in the fact
that the magnon frequencies acquire a time dependence.

We note that the approximation that produces Eq. (42),
namely replacing A;;j(w;T) — A;;(0;T), corresponds to
linearizing the eigenvalue problem associated with Eq. (40).
Corrections can be computed by taking into account
higher-order terms in the Taylor expansion of A;;j(w;T) in
powers of w; such analysis is beyond the scope of this work.

We now characterize the nonequilibrium magnon fre-
quencies and establish the correspondence to the previous
literature by introducing two different forms of nonequilibrium
exchange parameters.

VI. NONEQUILIBRIUM EXCHANGE PARAMETERS

A. Two-times exchange parameters

We first switch back from the frequency-domain repre-
sentation to the time-domain representation. We define the
two-times exchange matrix

THF SOH

Qij(t.1") = "= —UiAj(t,1), (43)

and we express it in terms of nonequilibrium 1EGFs and self-
energies. Toward that end, we use the nonequilibrium Dyson
equations in the THF approximation, Eq. (30), to eliminate
the hopping matrix T from the expression of A, Eq. (33). We
obtain

At "Ei0( — 2854 —i D o]
x [(G ;’,,(G;){,’ — (GG} ) ]. (44)
We split the exchange matrix into two parts,

THF SOH

Qij(t,t') = [Ji(t,t)+ X;;@,t)],  (45)

t+t1 ,
5 )EjS(t)

x (GG = (GLGDE]  (46)

I
()

where

Jij(t.t") =i0(@ —1") Eis<
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is the two-times exchange parameter (equivalent to the
analogous quantity obtained in Ref. [35]), and

1 t+t
Xij(t,t)y=0(t —t/)—E,-S< J; )

x 8w[(G ) (G>) — (GG 1@

is a quantity whose meaning will be clarified in Sec. VIB.
Switching again to the Wigner-coordinates representation and
Laplace transforming with respect to relative time, we obtain

THF SOH

Qij(@:T) = ——[Jij(@;T) + Xij(@; T (48)

m;(T)
We simplify the second term on the right-hand side of Eq. (48);
after performing partial 1ntegrat10n and using the relation
(G™)i = —i8' + (G, we obtain

1
Xij(w; T)=- §5ijEiS(T) m;(T)

1 | N ) o0 .
4 o= F 1 +iw / dt et
2 2 A

<\i.T+7/2 f ~>\j.T—7/2
x [(G )j, T—TI/Z(GT )i],T+rr/2
— G RG] 49)
The first term on the right-hand side of Eq. (48) involves the
Laplace transform of the two-times exchange parameters,

[o¢]
Tij(@;T) =i%;s(T) / dt e T;s(T —1/2)
0
<\NLTHT/2 ( ~>\j, T—1/2
X [(G )jT—i/Z(GT){,T+;/2
— (GG (50)

B. One-time exchange parameters

If 55 j(w; T) is almost independent of w, we can determine
a time-dependent pole of the nonequilibrium transverse sus-
ceptibility, which is a generalization of the magnon frequency
to the nonequilibrium adiabatic regime, as in Eq. (42). More
explicitly, from Eq. (48) we write
Q;;(T) = lim lim Q,J(a)—i—le T)

e—>0T w—0

. (T)[J”(T) + Xi; (1)), 61V}

where w and € > 0 are real, and
o0
Jij(T) =i%;5(T) lim+f dre " X;(T —1/2)
i,T+7/2 >\/,.T—1/2
[(G )j T— r/Z(GT)tJ,T+1:/2
— G A GO ) (52)
X;j(T) = Xis(T)m;(T)
1 . = e —€T
4+ -3;s(T) lim 0 ¢ dte
4 e—0+ 0
LTHT)2 v ji T—1/2
[(G )]T 2/2(G¢){,T+:/2

— (G GHIT ) (53)
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As seen in Eq. (51), both terms J;;(T) and X;;(T') contribute
on the same footing to the time-dependent magnon dispersion.
We identify J;;(T") given in Eq. (52) as the time-dependent
exchange parameter due to its nonlocality in space and its
general structure that can be schematically denoted as X G X G,
which is analogous to the structure found for the equilibrium
exchange parameters in equilibrium theories (see, e.g., Refs.
[5,6,8]). The term X;;(T) defined in Eq. (53) is given by two
contributions. The first line is local in space; an analogous
term appears in the expression of the dynamical transverse
susceptibility in equilibrium (see Sec. VIC), of which this
is the nonequilibrium generalization. The second line is a
purely (nonlocal) nonequilibrium term with no analog in
equilibrium. In fact, the Green’s functions would not depend
on T in that case, so the derivative would vanish. Out of
equilibrium, instead, the 7 dependence is not trivial, due to
the time-dependent hopping. This term is explicitly related to
the dynamical variation of the sites’ electronic population.
The presence of the term X;;(T) in the expression of the
susceptibility has an important role in showing that the
magnon dispersion satisfies the Goldstone theorem, even out
of equilibrium (see Sec. VII).

C. Equilibrium exchange parameters

The equilibrium regime is a particular case of the adiabatic
regime, such that IEGFs depend only on the relative time
7 and not on the total time 7, while THF self-energies
are time-independent. The equilibrium exchange parameters
are obtained from Egs. (52) and (53) by removing the
dependence on T. If the state of the system is given by
a thermal distribution, in the limit of zero temperature (or
inverse temperature 8 — 0o0) we can apply the analytical
continuation from the real-time branches of the KP contour
to the imaginary-time branch, and we represent 1EGFs in the
Matsubara formalism. In this case, we obtain (details are given
in Appendix F)

Jij == lim — ZA Gliwn)A;Gli(iw,),

(54)

1
X,’j :Z

8,’ jA,-m,-.

This result agrees with the equilibrium formulas derived with
different methods in Refs. [5-8,35], specialized to the SOH
model in the HF approximation. We see that Eq. (53) is the
nonequilibrium generalization of the last term of Eq. (31) in
Ref. [12].

VII. GOLDSTONE THEOREM

The SOH model is not relativistic, therefore rotating all
the electronic spins of the same angle with respect to a given
axis costs no energy. Since this is a continuous symmetry, the
Goldstone theorem predicts that the exchange matrix has a null
eigenvalue, which in a lattice corresponds to the eigenstate with
q = 0 (that is, limy_.¢ w; = 0). We recover this result in our
theory, even out of equilibrium, since it immediately follows

PHYSICAL REVIEW B 94, 085153 (2016)

from Eqs. (33) and (43) that
D Aty =0= ) Qyt.t) =0, (55)
J J

hence the vector (1,1,1,...,1) is an eigenvector of the
exchange matrix Q(¢,t"), with eigenvalue w = 0 (if the system
is a lattice, such an eigenvector corresponds indeed to the
state with ¢ = 0). Obviously, this property holds also in
equilibrium, as a particular case. An alternative way to check
that our theory is consistent with the Goldstone theorem is
shown in Appendix G.

The Goldstone theorem suggests a possible alternative
definition for the exchange parameters contributing to the
(one-time) exchange matrix. We can define starred exchange
parameters by combining Eq. (52) and the nonlocal part of
Eq. (53) (second line). We get

. . . oo —€T =
JH(T) =i Zis(T) hr(r)1+/ dre ™| 2;5(T —1/2) — 1 dr
i,\T+t/2 >\, T—1/2
[(G )j T— I/Z(G’r )I{,T+T/2
— G A G )] (56)

Combining this definition with Eq. (55), we can rewrite
Eq. (51) in terms of J* only as

4
Qij(T) = (T)[J*(T) ,,Z ’,;(T)} (57)

VIII. SUMMARY

To summarize, we have presented a rigorous derivation
of the transverse spin susceptibility in the nonequilibrium
adiabatic regime for the SOH model within the THF approx-
imation, leading to the definition of nonequilibrium magnon
frequencies and exchange parameters. Our results should be
relevant to interpret the physics associated with ultrafast laser
experiments, and possibly to unravel the effect of phonons
on the magnetic properties of materials, provided that the
frequencies of the oscillating fields are much smaller than the
Stoner excitations. Further work can be envisaged to remove
the THF approximation and extend to more general electronic
systems, including relativistic interactions. The starting point
for these possible developments is given by the GBSE, Eq. (9).

With regard to the possibility of developing a nonequi-
librium theory beyond the THF approximation, we mention
that using exact Green’s functions but neglecting the vertices
is not acceptable because it would break the Goldstone
theorem [40]. The possibility of obtaining a problem that
can be solved in closed form without employing the THF
approximation must rely on the assumption of some small
parameter (and therefore a necessary loss of generality with
respect to the unspecified electronic configuration that we have
considered here). In equilibrium, a technique involving exact
Green’s functions of the Hubbard X -operators was presented in
Refs. [41,42], applied to study a fully spin-polarized electronic
system with a small concentration of holes, with emphasis on
the two-magnon scattering processes. The inclusion of full
Green’s functions beyond the Hartree-Fock approximation
was possible due to the assumed smallness of either the
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concentration of holes or the inverse number of nearest
neighbors, which allowed a linear approximation in one of
those parameters. The generalization of this technique to the
nonequilibrium regime is beyond the scope of the present
work, where we have focused instead on obtaining the THF-
approximated results without making any assumption about
the electronic configuration.
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APPENDIX A: DERIVATION OF THE GENERALIZED
BETHE-SALPETER EQUATION

We derive the generalized Bethe-Salpeter equation using
the properties of the nonequilibrium Green’s functions. The
Dyson equations on the KP contour are written as

—>
Z f dz3(G 7 )y (Gl = 838(21.22),

(A1)
Z f dz3(Gp)y2 (G B>§§; = 838(21,22),
where
. .
(G%)éig = 838(21,23)i 0 2, — (Tp)32 — (Zp)a, a2
.S o3 3z3 3z3
(G 3)222 = —i 0 ;,6,0(z3,22) — (Tg);,, — (XB);..-

Here Xp and Tp denote, respectively, the self-energy and
single-particle Hamiltonian matrix in the presence of a mag-
netic field B depending on the KP coordinate. In particular,

(Tp)s = 8(z1.2){[T@DI} + 8 Bz, - Sy} (A3)

where [T(zl)]é is the hopping term that does not depend on B,
but is time-dependent as well, since it includes all the external
fields acting on the electrons. Using a condensed notation,
where the sums over all matrix indices and integrations over
intermediate times are implied, we can write

5G1 5
= G 'p T Gp
G'p-Gp=l=—=.Gp+G'p-—-=0
B B 8Bq B B 83“
JZ3 J33
5G 5G-1
—_— -
=Gp-G'p- j =—-Gg- aB -Gp.
5B, 5B,

(A4)

—_— P2
We can replace Gg - G~'p — Gp - G~'p = 1, since the two
expressions differ only by boundary terms that vanish due to
the Kubo-Martin-Schwinger relations [43] on the KP contour.
We then obtain the identity
G P> 8T,
—2 Gy —2 . Gp+Gp-—
8BY,. §BY §BY,.

JZ3

-Gp. (AS)
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We apply Eq. (A5) to Eq. (8), obtaining

X1'2,;(21,22523) =(X0)1%;; (21,225 23)

+ (r)§%(21.22:23),  (A6)
where
aa’ o 1
(X0)1%j (21,225 23) = — i (8% G o, 85 GT*) )
=—i) (8*GS” ).II‘ZA%GQZ (A7)
M
/ 8%p o
(Xr)1%, (21,225 23) = — i(S"’G - G)
83/23 B=0 212
1z1 ~Sws
= /d(UJ4,ws)Z S G4w4) k4 szwz
4,5
8(2 )4w4
B (A8)
(SBJZz B=0

We now perform some manipulations on Eq. (AS8). If the
dimensionality of the spin associated with quantum numbers k
is Sy, then a fundamental property of the spin matrices is that

M
(Z Sf”Sﬁ”) = 5 Su(Si + 1),
o’ M’

with &” € {x,y,z}. Using this relation, we obtain

(A9)

STl 3E5 8(Gp)us
— = d(wﬁ,un)z - —a,
zSBjZ3 BG 6 SBst

_/d( )Y :
= | dtwe.ws — Si,(Si, + DSig(Sig + D

5(S¢'SE m) It L 8(SE S G
X Z 8G()w(, Z CSBO[
o Twq a” JZ3
1
= [ d(ws,wr)
/y 627: Si,(Si, + DS (Si + 1)
L 8(8Y mydw
M Sws
x T T ows
ZZ is M4 Sng:
" 6we
o Ot GB)7w
x ZZ <) B —_— (A10)
o Jjz3
Inserting this into Eq. (A8) yields
(Xr)?f'é/;j(Zl,Zz;a)
1" 5w
= Z / d(ws, wsywe,w7)z 221 o,

4567

7"

s (D) T o &% (we w73 23), (A11)

where we have introduced the quantities defined in Eqgs.
(10) and (11). We note here that a more explicit form of
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Eq.(11)1is

"o

(1—-01 o )‘S‘wmguh — i
et S (Siy + DS (Sig + 1)

igM wy

M, 0%s,, M
XZ iy M’ 15][5411)6 (Slé )Mﬁ' (Alz)
5G7w7
Equation (A7) is related to Eq. (10) via the identity
oo’ aa’\121,JM
(0%, @1,22:2) = Y (X6 ) oo arees (A13)

M
and the quantity defined in Eq. (12) is related to Eq. (A7) via

(Xo)‘fﬁ'ﬁl;ﬂi(m ,2231)
= (X0){%;(z1.22:1(1) — (X0){%,; (21,223 1) (Al4)

By inserting Eq. (All) into Eq. (A6), one obtains the
generalized Bethe-Salpeter equation, given by Eq. (9) of the
main text.

APPENDIX B: NONEQUILIBRIUM DYNAMICAL SPIN
SUSCEPTIBILITY

To establish the relation between the supermatrix defined
in Eq. (8) and the physical susceptibility defined in Eq. (7), it
is first convenient to define the quantity

Xii (21,223 23) = ZX%@M;]‘(ZI’@;@)' (B1)
M

We obtain the physical susceptibility from Egs. (8) and (B1)
as follows. From Eq. (B1) we obtain

S5 [ der s,
iy
(Gp)!
= —lZZ/dZ3Sp{S;x8T”
i Y

o
B=0

=8[ —iSp(SFGil)]. (B2)

122

Jz3

This quantity is equal to the variation of the local magnetic
moment under a variation of the magnetic field, § (S’f‘(t)), if we
take z; = f(4) and z» = ¢_). Moving from the KP coordinates
to physical times (z3 — t(/+) if z3 € yy and 73 — t(’_) if z3 €
y_) gives

o0
(Srm) =Y / di [ X" testoy: 1)) 8B,
joa

— X5 (tatioy; t(/f))SB;[t,(L)]’ (B3)

where we have set § B;"~ = 0if z € yn. Moreover, the variation
of the magnetic field is physically meaningful only if § B;’t =
+)
§B%, = §BY(¢"). This gives
Tl J

o0
58 =>>" f dt 2 (t.1)8 BY (1)), (B4)
i o 1o
where the physical susceptibility is obtained as

xii 1) = x5 (et ty) — X5 (st to). - (BS)
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Using Eq. (B1), we immediately obtain that the relation
between Egs. (7) and (8) is given by Eq. (13).

APPENDIX C: SIMPLIFICATION OF THE
BETHE-SALPETER EQUATION IN THE CASE OF THE
SINGLE-ORBITAL HUBBARD MODEL

We show here the details of the simplification of the THF
Bethe-Salpeter equation for transverse susceptibility in the
single-orbital Hubbard model (SOH). Using the fact that
[A(t),5%] = 0, thus the total third component of the spin of
the system is a good quantum number, we obtain

X;YA//IN’TiM" (t:1)
= —i0(t — I)Z(S“ w88 (A @).87 @)
= —if(1 —t/)ST,(S"‘ WIS @).87@h])

"

=83, (S xE @), (C1)

Equation (25) simplifies as

X0)F 2.1 = — 6t — )8 (GG
— (GHGTR. (€2)
from which
(0)i(0.1) = — 6t — OH[(G™) L GH!
— (GG (C3)
Equation (24) simplifies as
X i S o — 1M s (s,
x (G (GO
— (GG

= 818y (S* i, (X0 (1,7). (C4)

i,i4is

Using these expressions, from Eq. (23) one obtains Eq. (28).

APPENDIX D: DERIVATION OF THE EQUATIONS FOR
THE SUSCEPTIBILITY IN THE FREQUENCY DOMAIN

We show here the detailed derivation of the frequency-
domain representations of the Bethe-Salpeter equation,
Eq. (28), and the equation for the bare susceptibility, Eq. (31).

We start from the Bethe-Salpeter equation. Equation (28)
becomes

)"(’i‘;i(T’T) - ()70)?}7(‘[171)
THF SOH T T © "
L dt// e //’_ e o
E f (X0)ik ( 5 st 2)

i " T 1
X (=Udx; |t —T+§,E+§—Z ) (D1)

where we have extended the lower boundary of integration
over t” to —oo. Applying the Laplace and Fourier transforms,
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we get

T (@.9) - o (@,9)
TgFSgH/ dt eiwr/ dT eiQTZ/ dt"
0 —o0 o

>\t ” T t”
X (X0)jk T+2—t —+ + 5

2 4 2
~i—f tt" T =
X (=Udx; |t —T—l—E,E—FE—Z . (D2

We change variables according to t” =t/ — 5 + T,

X~ (@,92) = (X)) (@,9)

o0 o0 o0
THFSOH _ / dt e / dT 9T / dr’
0 —o0 —00
_L_/
x Y ok (r 7T+ 3)
k

[ T—1
xUkX];; <r,T— 7 ) (D3)

Using the inverse Fourier transform on the second arguments
of the two susceptibilities, we perform the integration over T,

T (.9 — Gl (@.9)

oo o0 o0 / ,
_/ dr/ dr// d_Qei<w+¥)re—i%r/
0 —00 —00 2z

X Y G =T UKE (T -Q). (D4
k

For a fixed t/, we substitute 0 = 7 — 7’ and we obtain

X (@,92) = (Xo); (0,9)

THFSOH R T A 22y oLy
== — dt do e 2 e 2
—00 -1’ —00 2z

X Y Ko (0 QU T (T2 — Q). (D5)
k

Finally, we notice that the integrand vanishes when t/ < 0
because X(7';...) o 8(t'), so we can restrict the integration
over 7’ to the interval (0,00). The integrand also vanishes when
o < 0 because ¥o(o;...) «x 8(c), so we can also restrict the
integration over o to the interval (0,00). We then recognize
two Laplace transforms, and we obtain

X (@,92) = o) (@,2)
©dQ Q-
— A - —,Q/
[ %= ij(xm,k (w+ > )
Q/
x Uk;(,;<w—7,sz—9/). (D6)

We now treat the equation for the bare susceptibility,
Eq. (31). Introducing the Wigner coordinates, we obtain
~ +_ .e
(XO),‘] (t,T)|i0, —

i AT *
2T 2
SOH THF

22 5(0)8i;m j(T) + Nij(x.T). (D7)
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We multiply both sides of the previous equation by ¢/“7e!*T

and we integrate over T and 7', in both cases on the full real
axis (—o00,00). We obtain

8;im () + Aij(@,9)

SOHTHF/ / de aq’ i@

Q
X (XO)jj_ (t; Q)([B — 7>elwr iQT

A L Q-
- (Xo),, o+ BY;
. 2

We partially integrate on the variable t, and we note that the
boundary terms vanish, respectively, because Im(w) > 0 and
()”(0);7(1; Q') oc O(t). We then obtain Eq. (36).

>A (Q—Q).
(D8)

APPENDIX E: SIMPLIFICATIONS FOR SPATIALLY
PERIODIC SYSTEMS

If the system is spatially periodic (and stays so under the
application of the time-dependent external field), it is conve-
nient to write and solve the equations for the susceptibility in
wave-vector space. We define the spatial Fourier transforms
according to the usual conventions,

1 —ig(Ri—R;
N 2o Ty,

1 A
fii =ﬁ2€”“" Wy e fy=
q i,j
(ED)

ﬂq R

g = fze’q '8 & & = fz

By applying - ¥ Z e~ Ri=R)) to both Egs. (35) and (36), we

obtain
Xy (@,9) = (Xo); ~(w,9)
THESOH — [ dS¥ _ . Q-
HESOH T + Q
/_OO o Xo)y |+ 5
— Q ,
x%y (o 5.2-2). (E2)
Q ® d4dQ/
~ i ~
(w— 5)0(0),, (©.9Q) - f_ S
Q- AYv ’
x [w—+ QAR — Q)

ES 2w s(Q)m + Ay(0,9), (E3)

where we have introduced the spatial averages
8 q =0
g= Z g ==, (E4)
and we have noticed that the average magnetic moment

% Z mi(T) = (ES)
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is independent of time. If U; — U is spatially uniform, as we
shall assume, then also Um = A is time-independent, then
AR — Q) — 278(Q2 — Q)A, and Eq. (E3) can be solved
without further approximations:

THF SOH 273(S)m + Aq(o, Q)

) == w22 (E6)

G0 (@

By inserting this result into Eq. (E2), applying the adiabatic
approximation, and switching to the representation in terms of
(w; T), we obtain
(Fo)g (@:T)
1+ U(Xo)g (@;T)
7+ Ag(w;T)
— [=UA (@ D]

THF SOH AD

, (@ T) =

(E7)

If 1~\q(a); T) is almost independent of w at frequencies that are
small with respect to the Stoner excitations, we can define the
time-dependent magnon frequency as

wg(T) = —UN,0;T). (E8)

APPENDIX F: THE EQUILIBRIUM CASE
In equilibrium, we have the exact identity
Alw,Q) = 278(Q)A(w) (F1)

for the Fourier-Laplace transforms of the many-body functions
of T and T involved in our derivation, since the latter do
not depend on the total time 7. This is a particular case
of the adiabatic regime discussed in the main text, so all
the equilibrium results can be immediately recovered from
those valid in the adiabatic regime by just removing the
dependence of the exchange matrix (and, therefore, of the
magnon frequencies) on the total time 7. This can also
be checked by using Eq. (F1) to simplify Eqs. (36) and
(35), and then by solving those equations directly, following
exactly the same procedure that is discussed in the main
text.

In particular, from Eq. (52) we obtain the equilibrium
exchange parameters as

00
: . _ it sy 10
J,’j = lEiSsz €1*1>I51+/0 dte E,[(G )jio(G )l!Tt

i Lt 10
— (GG (F2)
In the Matsubara representation, it is assumed that the
statistical preparation of the initial state follows a thermal
distribution. At zero temperature (or 8 — o0), the above
expression is equivalent to

Jij zzisxjsﬁlim/ dr GY ()Gl (-1).  (F3)

where G(t) denotes a Matsubara Green’s function in the

imaginary-time (here denoted as t) representation. Switching

to the representation in terms of Matsubara frequencies
Wp,
1 i .

G(r) = 3 Y e Glioy), (F4)

Wy
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as well as using Eq. (32) in the equilibrium case, we obtain
Eq. (54).

APPENDIX G: A USEFUL SUM RULE FOR
NONEQUILIBRIUM GREEN’S FUNCTIONS

As mentioned in the main text, the fact that our theory is
consistent with the Goldstone theorem, even out of equilib-
rium, can be immediately seen from the fact that

> Aty =0
j

(GD

The Goldstone theorem can also be checked in an alternative
way by using a sum rule that we derive here, valid in and
out of equilibrium within the THF approximation. The Dyson
equations are given by Eq. (30), in particular

ilt THF
i
jtt" THF
it

—i0,(G®)}, = (GZTYY, + (G, 2,0,

10, G Z TG + =G
We multiply the first equation by (Gz)ﬁ,ﬂ and sum over j;

analogously, we multiply the second equation by (G§)iiitl/ and
sum over j. We obtain '

i T it
Z<G§> (=i 9 NG

= [(GHLTENGHN ],
+[GH T NGO (G3)

Z(Gg)jt’,,(i 3 NG

E[GHLTENGH] ],
+ (G =GN T (G4)

We subtract Eq. (G3) from Eq. (G4), divide by 2, and we obtain

RS

6D BsGHLT. (G5)

The sum rule Eq. (G5) can be used to immediately check that
Egs. (46) and (47) indeed satisfy

> [t + Xip(t.t)] = 0, (G6)

J

which is in agreement with the Goldstone theorem.
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