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Collective spin excitations in magnetic materials arise from the correlated motion of electron-hole pairs with
opposite spins. The pair propagation is described by the transverse magnetic susceptibility, which we calculate
within many-body perturbation theory from first principles employing the full-potential linearized augmented-
plane-wave formalism. Ferromagnetic materials exhibit a spontaneously broken global rotation symmetry in spin
space leading to the appearance of acoustic magnons (zero gap) in the long-wavelength limit. However, due to
approximations used in the numerical scheme, the acoustic magnon dispersion exhibits a small but finite gap
at �. We analyze this violation of the Goldstone mode and present an approach that implements the magnetic
susceptibility using a renormalized Green function instead of the Kohn-Sham one. This much more expensive
approach shows substantial improvement of the Goldstone-mode condition. In addition, we discuss a possible
correction scheme, which involves an adjustment of the Kohn-Sham exchange splitting, which is motivated by
the spin-wave solution of the one-band Hubbard model. The new exchange splittings turn out to be closer to
experiment. We present corrected magnon spectra for the elementary ferromagnets Fe, Co, and Ni.
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I. INTRODUCTION

Collective spin excitations play a fundamental role for the
physical properties of magnetic solids. For example, the spe-
cific heat [1] or the macroscopic magnetization [2,3] exhibit a
characteristic temperature dependence which can be attributed
to the low-energy spin waves (magnons) with excitation
energies ranging from a few meV up to a few hundreds
meV. Another type of spin excitations are the single-particle
spin-flip Stoner excitations. These Stoner excitations give an
important contribution to the damping of the magnon mode.
To study spin excitations, the central quantity of interest is the
transverse magnetic susceptibility, from which the complete
excitation spectrum, including single-particle spin-flip Stoner
excitations and collective spin-wave modes, can be obtained.
The excitations manifest themselves as peaks in the spectral
function, which is the central quantity in the scattering cross
section measured in neutron-scattering experiments [4–8].

In collinear magnetic systems without spin anisotropy, the
global spin polarization can be rotated by a homogeneous
magnetic field perpendicular to the magnetization axis without
a cost of energy. This corresponds to an acoustic magnon mode
with vanishing excitation energy in the long-wavelength limit,
a condition which we will refer to as the Goldstone condition.

For a theoretical description of spin dynamics various
formalisms have been established. The classical Heisenberg
model is a frequently used approach to study the collective spin
excitations in systems with localized moments. Its parameters,
the Heisenberg exchange parameters, can be obtained from
constrained density-functional theory [9,10]. The Goldstone
condition is identically fulfilled in this approach. However,
single-particle Stoner excitations are missing in the Heisenberg
model, and the local-moment approximation is not justified for
itinerant electronic systems.

Many-body perturbation theory (MBPT) provides a more
general theoretical framework that works for systems with lo-
calized moments and for metallic magnets alike. In this theory,

single-particle Stoner and collective spin excitations appear
simultaneously as poles in the transverse magnetic susceptibil-
ity, which describes the correlated motion of an electron-hole
pair coupled by an effective electron-electron interaction. First
applications to real systems [11–13] employed a tight-binding
description. The single-particle propagator and the effective
interaction then derive from the same Hamiltonian, and the
Goldstone condition is fulfilled by construction.

Parameter-free ab initio calculations of the magnetic sus-
ceptibility are scarce in the literature due to their large compu-
tational cost. Apart from calculations based on MBPT [14–16],
another method that is often used is time-dependent density-
functional theory (TDDFT) [17–26]. Due to approximations
in the numerical scheme, the Goldstone condition is often
numerically violated. In TDDFT, the origin of this violation is
attributed [23,26] to the fact that the exchange-correlation ker-
nel and the noninteracting magnetic susceptibility are derived
from different ground-state calculations. Lounis et al. ensure
the proper long-wavelength limit of the magnon spectrum by
deducing the exchange-correlation kernel from a magnetic
sum rule. Based on similar arguments, Rousseau et al. [26]
construct a correction scheme for the magnetic susceptibility
leaving the exchange-correlation kernel unchanged. Buczek
et al. [18,21] account for the Goldstone violation by setting the
smallest eigenvalue of the enhancement matrix equal to zero.

The first studies of itinerant ferromagnets using MBPT were
performed by Karlsson and Aryasetiawan [14] employing a
model potential for the effective interaction. Kotani and van
Schilfgaarde [15] studied spin waves based on quasiparticle
self-consistent GW calculations [27–30]. Similar to Ref. [23],
they determine the effective interaction from a magnetic sum
rule, which ensures fulfillment of the Goldstone condition.

Şaşıoğlu et al. [16] performed the first full ab initio study of
spin-wave spectra within MBPT. In contrast to previous works,
the screened interaction was calculated explicitly from the
random-phase approximation (RPA). To satisfy the Goldstone
condition, they introduced a scaling factor for the screened
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interaction which was relatively close to 1 in most cases but
could reach 1.5 for bulk nickel, unless the exchange splitting
was adjusted to the experimental value as an ad hoc correction.

The Goldstone violation in these calculations is more
fundamental than in the case of TDDFT. In particular, we argue
in this paper that the inconsistency between the free propagator
and the RPA screened interaction is to a large degree
responsible for the violation. These two quantities derive
from different Hamiltonians, the former from the Kohn-Sham
density-functional theory solution within the local spin-density
approximation (LSDA), and the latter from the GW self-
energy [31] with an additional static approximation. We
argue that constructing the single-particle propagator from a
self-consistent Coulomb-hole screened-exchange (COHSEX)
self-energy [31] instead should revoke the inconsistency. In
fact, numerical results for the bulk 3d transition metals iron,
cobalt, and nickel confirm this conjecture. Self-consistently
renormalizing the propagator with the COHSEX self-energy
substantially reduces the Goldstone violation.

In practice, the application of the COHSEX self-energy
is considerably more time consuming than standard LSDA
calculations. Therefore, we discuss a correction scheme for
the LSDA Green function of ferromagnetic materials. The
spin-wave solution of the one-band Hubbard model allows
the Goldstone condition to be analyzed in detail. It turns
out that the magnetization, the exchange splitting, and the
interaction among the electron-hole pairs are intimately
connected [32,33]. With this in mind, we propose a correction
scheme for the noninteracting susceptibility to resolve the
Goldstone violation. We show that the corrected LSDA
magnon spectra for the 3d transition metals iron, cobalt,
and nickel are close to the results obtained from the much
more expensive COHSEX approach and with experimental
measurements.

The paper is organized as follows. Section II sketches
the theoretical formulation of the transverse magnetic
susceptibility within MBPT. The details of the calculations
and the resulting acoustic magnon spectra are discussed in
Sec. III. We present and compare results for bulk Fe, Co, and
Ni obtained with the Kohn-Sham LSDA Green function and
with a Green function that is self-consistently renormalized
with the COHSEX self-energy. Additionally, we present a
correction scheme for the LSDA Green function yielding
results in good agreement with the more expensive COHSEX
approach. Section IV gives a summary.

II. THEORY

We briefly recapitulate the calculation of spin excitations
within many-body perturbation theory for a ferromagnetic
system with collinear magnetization. In neutron scattering
experiments, the incoming neutron beam is circular polarized,
creating a magnetic response that exhibits the same sense of
rotation as the generating field.

The linear response of the magnetic density at space-time
coordinate (r,t) to a change in the external magnetic field at
(r′,t ′) is described by the microscopic transverse magnetic
susceptibility

R(r,r′; t − t ′) = δσ+(r,t)
δB+(r′,t ′)

. (1)

The interacting single-particle Green function

Gαβ(r,r′; t − t ′) = −i〈�0|T [ψα(r,t)ψ†
β(r′,t ′)]|�0〉 (2)

with the interacting many-body ground state |�0〉, the time-
ordering operator T , and the Heisenberg field operators
ψ†

α(r,t) and ψα(r,t) allows the expectation value of the
spin-density operator to be written as

σ+(r,t) = −2i G↓↑(r,r; −η), (3)

where η is a positive infinitesimal that ensures the correct
time order of the field operators. The factor 2 derives from
the spin raising operator σ+

αβ = σx
αβ + iσ

y

αβ = 2δα↑δβ↓ with
the x and y Pauli spin matrices.1 This reformulation makes
Eq. (1) amenable to a treatment within many-body perturbation
theory. For the sake of convenience, we continue the derivation
in simplified formal notation. A detailed derivation can be
found in Ref. [34]. Inserting Eq. (3) into Eq. (1) yields,
beside prefactors, the functional derivative δG/δB. By means
of the Dyson equation G−1 = G−1

0 − 
 with the electronic
self-energy 
 and the single-particle noninteracting Green
function G0 of time-dependent Hartree theory we obtain a
Bethe-Salpeter equation for R

R = −2i
δG

δB
= −2i

δ

δB

(
G−1

0 − 

)−1

= 2iGG
δ

δB

(
G−1

0 − 

) = −2iGG + GG

δ


δG
R, (4)

where it has been used that G−1
0 = i∂t − H contains the

Zeeman term in the Hartree Hamiltonian H , so in simplified
notation2 δG−1

0 /δB = −1. The first term of Eq. (4) exhibits
poles at the single-particle Stoner excitation energies of the
noninteracting mean-field system. The second term describes
the correlated propagation of an electron-hole pair with
opposite spins. It is responsible for the collective spin-wave
poles in the magnetic susceptibility. Additionally, it describes
the mixture of these collective excitations with the Stoner
excitations. This mixing limits the lifetime of the spin-wave
excitations. It also gives rise to a many-body renormalization
of the Stoner-excitation continuum.

In practical applications the self-energy has to be approx-
imated as its exact form is unknown. We employ the GW

approximation [31]


αβ(r,r′; τ ) = iGαβ(r,r′; τ )W (r,r′; τ + η), (5)

with τ = t − t ′ and the screened interaction W = v + vPW ,
which incorporates the bare Coulomb interaction v(r,r′) =
1/|r − r′| and screening effects described by the random-phase
approximation (RPA) to the polarization function

P (r,r′; τ ) = −i
∑

α

Gαα(r,r′; τ )Gαα(r′,r; −τ − η). (6)

1The external field δB+(r′,t ′) ∝ e−iωt ′ refers to clockwise circular
polarization with respect to the magnetization direction.

2To be more precise, δG−1
0,αβ (r,t)/δB+(r′,t ′) = −geμBσ+

αβδ(r −
r′)δ(t − t ′)/2 with the electron Landé factor ge and the Bohr
magneton μB.
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R = + δΣ
δG

R

FIG. 1. Representation of Eq. (4) for the transverse magnetic
susceptibility in Feynman diagrams. Successive reinsertion of R

on the right-hand side and δ
/δG = iW generates the ladder
approximation.

Differentiating Eq. (5) with respect to G formally produces
two terms, of which one vanishes in the case of a collinearly
polarized system [34], leaving only δ
/δG = iW . We fur-
thermore approximate the dynamical screened interaction to
be instantaneous. As a consequence, the Fourier transform
is constant in the angular frequency ω, and we set it to its
static limit W (r,r′; ω) → W (r,r′; 0), which seems to be a
reasonable approximation since we are mainly interested in
the low-energy spin-wave excitations.

While R as defined in Eq. (1) is a two-point function, we
have to generalize its definition to a three-point function in
Eq. (4) because δG/δB depends on three points in space
and time. Successive reinsertion of R on the right-hand
side generates terms of ever increasing order in W , the
ladder approximation, as shown diagrammatically in Fig. 1.
Equation (4) is an integral equation, which can be made into a
matrix equation by expansion in a product basis {wμ(r)w∗

ν (r′)}
with {μ,ν} as a composite index to be defined below. We
also perform the Fourier transformation τ → ω. The magnetic
susceptibility then turns into a four-point quantity R(4), and
Eq. (4) can be solved by matrix inversion

R(4) = (1 − KW )−1K (7)

defining the two-particle free propagator as K = iGG. Both
quantities, R(4) and K , depend on four points in space and
one frequency argument. The original two-point magnetic
susceptibility of Eq. (1) is obtained by contraction

R(r,r′; ω) = −2R(4)(r,r; r′,r′; ω). (8)

For a comparison with measured spectral functions, one can
project the imaginary part onto the plane wave eiqr from
both sides, which gives the function ImR(q,ω). Peaks in this
function correspond to spin excitations, where well-defined
collective excitations, the spin waves, manifest themselves as
sharp δ-like peaks. Plotting the respective ω values against q
yields the magnon dispersion relation.

In the present paper, we focus on the long-wavelength
limit of the spin-wave excitation spectrum. The Goldstone
theorem states that the spontaneously broken spin-rotation
symmetry in ferromagnetic materials leads to the appearance
of a gapless magnon dispersion curve, i.e., the excitation
energy vanishes in the limit q → 0. This has a very simple
physical explanation. In the limit q → 0, the generating field
is a homogeneous magnetic perturbation perpendicular to the
ferromagnetic spin alignment. The B field acts to rotate all
electron spins collectively towards the field direction. In the
absence of spin-orbit coupling this rotation can take place
without a cost of energy; hence ω = 0. However, in practical
ab initio calculations this simple condition is often violated.

We analyze the Goldstone violation in the next section and
discuss possible solutions.

III. CALCULATIONS

The implementation of the transverse magnetic suscep-
tibility is realized in the SPEX code [35] and relies on
the full-potential linearized augmented-plane-wave (FLAPW)
method. The mean-field solution that serves as the starting
point for MBPT is provided by the FLEUR code [36], which
is a FLAPW implementation of density-functional theory
(DFT) [37,38]. The functions wμ(r) forming the product basis,
see above, have to fulfill two conditions. First, they should
be localized at atomic sites to enable an efficient truncation
of the numerically small off-site contributions [16,34], and,
second, they should be chosen such that the energetic subspace
one aims to describe is reproduced properly. As spin-wave
excitations are mainly driven by the electronic d states located
around the Fermi level, it is that energy region which is of
importance to the magnetic response function. In other words,
the set of Wannier functions must couple to the relevant hole
and electron Green function that attach to the vertices of
the four-point quantities. To fulfill these two conditions, we
employ for each material a set of nine maximally localized
Wannier functions [39,40] of s, p, and d orbital character,
which are constructed from the 18 energetically lowest mean-
field single-particle states ϕσ

kn(r) with Bloch momentum k,
band index n, and spin σ . We have also tested two sets that
are formed from the 12 and 24 energetically lowest states,
respectively, yielding very similar results. On the one hand,
the number of bands should not be too small to guarantee an
adequate description of the electron propagator (which is built
from empty states). On the other hand, one has to make sure
that the Wannier set still represents the low-energy electronic
bands sufficiently accurately. To this end, the number of bands
used in the Wannier construction should not exceed the number
of Wannier functions too much. The Wannier product basis is
used to represent R(4), K , and W as matrices, allowing Eq. (7)
to be solved by matrix inversion.

The screened interaction is first calculated within the
mixed product basis [35,41] before it is projected onto the
Wannier product basis. The two-particle propagator K = iGG

is directly evaluated in the Wannier product basis utilizing the
Lehmann representation of the Green function [16,34].

The many-body calculation of spin excitations is a mul-
tistage process. The first step is a self-consistent-field calcu-
lation of the electronic ground state within DFT, where we
employ the local-spin-density approximation (LSDA) for the
exchange-correlation energy functional in the parametrization
by Perdew and Zunger [42]. The calculations are performed
with the lattice constants 2.87 Å, 3.54 Å, and 3.53 Å for
Fe, Co, and Ni, respectively. The Brillouin zone (BZ) is
sampled with a 14×14×14 k-point grid for all calcula-
tions. For the BZ integrations we employ the tetrahedron
method [43].

In the following, we discuss the spin-wave spectra for the
elementary bulk ferromagnets Fe, Co, and Ni with regard to
the starting-point dependence of MBPT. We refer here to the
Green function with which the two-particle propagator K

is calculated. Since a set of single-particle states is already
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available from the ground-state calculation, a convenient
choice is the LSDA Green function calculated from the
corresponding Kohn-Sham wave functions and energies. The
resulting spin-wave dispersions for all three materials are
shown as blue triangles in Fig. 3, correctly showing a quadratic
behavior around the � point. However, they also clearly exhibit
a gap error: the spin-wave excitation energy does not vanish
in the center of the BZ as it should.

There are a number of possible reasons for this violation.
The most obvious among them are the approximations applied
in our numerical approach. For example, we have employed
an on-site approximation. While the electron-hole pair can
propagate over arbitrarily many lattice sites, they are not
allowed to separate further than one lattice site, i.e., we
expect the electron and hole to be on the same site for all
times. In other words, the screened interaction is assumed to
fall off sufficiently fast so that off-site contributions can be
neglected. The assumption of a short-range interaction seems
to be justified for the metallic systems considered in this work.
The nearest-neighbor interactions are found to be typically
98% smaller than the corresponding on-site terms. Second,
the choice of the Wannier basis effectively restricts the band
summation for the Green function to those bands that are
used in the construction of the Wannier functions (18 bands).
Related to this, the corresponding Wannier product basis might
be inadequate for representing plane waves with small Bloch
vectors, in particular the constant function relevant for the
Goldstone limit q → 0. Finally, convergence issues (k-point
set, basis sets, empty-state summations, etc.) might be partly
responsible for the gap error.

In contrast to these issues related to the numerical realiza-
tion, there is another more fundamental inconsistency in the
chosen approach, which we will investigate in the following.
This inconsistency concerns the choice of the starting point,
i.e., the LSDA Green-function propagator. Equation (7) is
derived under the assumption that the Green function is
renormalized with the self-energy 
 since it appears as the
solution of the Dyson equation in Eq. (4). Furthermore,
when evaluating the functional derivative δ
/δG with Eq. (5)
for the self-energy, we implicitly assume G to be self-
consistently renormalized with the GW self-energy. Only if
these conditions are fulfilled do we obtain the infinite series
of ladder diagrams shown in Fig. 1. This relationship is also
apparent in the form of Eq. (7). For a pole to appear in the
Goldstone limit, at least one eigenvalue of the matrix 1 − KW

must vanish exactly for q → 0 and ω → 0. This is obviously
not possible with arbitrary combinations of W and K , which
in turn depends on the choice of the Green function through
K = −iGG. The two quantities, G and W , are thus related,
and one must be chosen in accordance with the other. The fact
that the screened interaction itself depends on G through the
RPA approximation [Eq. (6)] could lead one to believe that a
consistent choice would be to generate K and W from the same
G. This is not so since the particular construction of W never
enters the derivation of Eq. (7). In this sense, the screened
interaction appears merely as a parameter, and G has to be
chosen in accordance with W for the Goldstone condition to
be fulfilled.

As a consequence, to remain consistent with the underlying
theory, we must choose the Green function to be one

that is self-consistently renormalized with the self-energy
Eq. (5). Unfortunately, fully self-consistent GW calculations
for transition-metal bulk systems are nowadays still a major
challenge due to the dense k-point sets that are needed. On
a second thought, however, we should also remember the
static approximation that we have applied to the screened
interaction. For this reason, the proper self-energy to be
used in the framework of our theoretical approach would
have to be constructed with the static screened interaction.
An obvious choice would be the screened-exchange (SEX)
self-energy, in which the dynamical W of Eq. (5) is replaced
by an instantaneous interaction, whose Fourier transform
would be the static W (r,r′) = W (r,r′; ω = 0), corresponding
to Hartree-Fock theory with the bare Coulomb interaction
replaced by W (r,r′)


σ
SEX(r,r′) = −

BZ∑

k

occ∑

n

ϕσ
kn(r)ϕσ ∗

kn (r′)W (r,r′). (9)

It is known however that the so-defined SEX self-energy is
not a good approximation. In fact, the static limit [31] of the
GW self-energy not only involves the SEX term but also an
additional Coulomb-hole (COH) contribution


σ
COH(r,r′) = 1

2δ(r − r′)[W (r,r′) − v(r,r′)], (10)

which acts as a local and spin-independent potential. It
accounts for the interaction energy of a quasiparticle with its
induced (static) polarization cloud. Therefore, this term only
couples charge degrees of freedom (if spin-orbit coupling is
set aside) and does not affect the linear response of transver-
sal spin fluctuations. Only the SEX self-energy [Eq. (9)],
corresponding to Eq. (5) with W (r,r′; τ + η) replaced by
W (r,r′), contributes to the right-hand side of Eq. (4) with
δ
/δG = iW (0). Obviously, this leads to the same form of
the Bethe-Salpeter equation [Eq. (7)] as before. Furthermore,
an additional static approximation of the screened interaction
is not needed anymore since the static limit is already taken in
the COHSEX self-energy.

To obtain the properly renormalized electronic Green func-
tion, we must solve the Dyson equation self-consistently with
the COHSEX self-energy. Technically, we start from the mean-
field LSDA solution and construct the LSDA Green function,
the corresponding polarization function [Eq. (6)], and the static
screened interaction W = v + vPW = (1 − vP )−1v, from
which the COHSEX self-energy 
σ

SEX+
σ
COH is evaluated.

The latter is a Hermitian operator defining a new mean-field
system. This allows the respective single-particle equations
of motion (quasiparticle equations) to be solved in a similar
way as the Kohn-Sham equations of DFT. To be more precise,
the single-particle equations are iteratively solved until the
density is converged. This process updates the density and,
consequently, the local effective potential in each iteration
while the COHSEX self-energy matrix remains fixed. This
produces a new set of wave functions and energies that are
then used to construct a new Green function and, ultimately, a
new COHSEX self-energy matrix, etc. The whole procedure
is repeated until self-consistency is achieved.

The mean-field solution of the 3d ferromagnets bcc iron,
fcc cobalt, and fcc nickel based on the COHSEX self-energy is
interesting in its own right. Figure 2 shows the density of states
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FIG. 2. DOS spectra for the bulk 3d transition metals iron, cobalt,
and nickel. The upper and the lower panel show the majority and the
minority spin channel, respectively. The Fermi level is set to zero.

(DOS) for Fe, Co, and Ni for both LSDA and COHSEX. At first
glance, the two DOS spectra look very similar for all materials.
The COHSEX self-energy yields thus qualitatively the same
correct result as LSDA: all three materials are ferromagnetic
metals. There are however slight quantitative changes. The
occupied band width shrinks, in particular for Co and Ni, and
the spin-up and spin-down states show a relative energetic
shift to smaller values. This observation is confirmed by the
exchange splittings of selected single-particle states listed in
Table I. The COHSEX values are systematically smaller than

TABLE I. Spin magnetic moments m and exchange splittings Eex

for selected states calculated within LSDA and COHSEX as well as
corrected LSDA and corresponding experimental values for Fe, Co,
and Ni.

LSDA LSDA corr. COHSEX Experiment

m (μB) Fe 2.20 2.16 2.11 2.08 [44,45]
Co 1.62 1.49 1.46 1.52 [44,45]
Ni 0.59 0.51 0.46 0.52 [44,45]

Eex (eV) Fe �′
25 1.8 1.7 1.5 2.1 [46–49]

H25 2.1 2.0 1.7 1.8 [49]
P4 1.4 1.3 1.1 1.5 [50]

Co �12 1.7 1.3 1.1 1.1 [51]
�′

25 1.4 1.0 1.2 1.1 [51]
Ni L3 0.5 0.3 0.4 0.3 [50]

X2 0.6 0.4 0.3 0.2 [52]

the LSDA ones, to the effect that the slight overestimation of
the magnetic moment found in LSDA is corrected to smaller
values in COHSEX, albeit somewhat too strongly in the case of
Co and Ni. With the exception of iron, the exchange splittings
are improved by the self-consistent COHSEX calculation,
most notably for Ni, whose exchange splitting is known to
be overestimated in LSDA.

Figure 3 shows the spin-wave dispersion calculated from
the COHSEX Green function as red crosses. Employing the
self-consistent COHSEX mean-field solution as starting point,
in fact, decreases the gap error systematically compared to
the corresponding LSDA values. In case of bcc iron, fcc
cobalt, and fcc nickel the error is reduced by 85%, 69%,
and 79%, respectively; see Table II. As a comparison, we
also show results obtained with the Perdew, Burke, and
Ernzerhof (PBE) [53] generalized gradient approximation for
the exchange-correlation functional, which yields even larger
gap errors than LSDA.

The ansatz presented so far is computationally very de-
manding. It requires the self-consistent calculation of the
COHSEX self-energy on a fine k-point set as a prerequisite.
On the other hand, aside from the gap error, the magnon
dispersions obtained from LSDA are very similar to the corre-
sponding COHSEX results (see Fig. 3). This raises the question
if it is possible to correct the LSDA Green function in a way
that respects the Goldstone condition. In fact, this is possible.

Our approach is motivated by studying spin-wave solu-
tions [32,33] of the one-band Hubbard model, which allows the
Goldstone condition to be analyzed and understood in detail.
When solved in the Hartree-Fock approximation, we obtain
the magnetic susceptibility as a simple algebraic expression in
the same form as Eq. (7) with the W matrix replaced by the
Hubbard (on-site) interaction parameter U . In the Goldstone
limit, the two-particle propagator simplifies to K = m/Eex

with the site magnetization m and the exchange splitting Eex,
and the Goldstone condition can be phrased in the form of the
simple relation

1 = Um

Eex
. (11)

To remain consistent, we have to evaluate K in the Hartree-
Fock mean-field system, in which case Eex = Um, and the
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FIG. 3. Spin-wave spectra for Fe, Co, and Ni obtained with the LSDA (blue triangles), corrected LSDA (black circles), and COHSEX (red
crosses) Green function as starting points. The spin-wave dispersion is shown along the high-symmetry line P → � → N and L → � → X
for the bcc and fcc structures, respectively.

Goldstone condition is identically fulfilled. The simple form of
the relation invites one to use one of the constituent quantities
as an adjustable parameter. The U parameter plays the role of
the screened interaction W , which is a matrix and thus cannot
be corrected easily by a single parameter. Besides, we obtain
W from a many-body treatment of screening, and it does not
seem to be appropriate to correct it in such an ad hoc way.
Second, the magnetization m results from the self-consistent
LSDA calculation and cannot be varied straightforwardly. At
last, Eex can be regarded as the energy difference between the
spin-up and spin-down electron bands. This band alignment
can easily be varied once a self-consistent LSDA solution has
been found. Moreover, this will specifically modify the LSDA
Green function, which was our intention, while leaving the
screened interaction unchanged. This correction can be hoped
to mimic to some extent the missing renormalization in the
Green function. Therefore, we choose Eex as an adjustable
parameter. To be more precise, we rigidly shift the spin-up and
spin-down states relative to each other

ε̃
↑/↓
km = ε

↑/↓
km ± �Eex

2
(12)

until the Goldstone condition is fulfilled. The LSDA Green
function corrected in this way is then used to construct the
two-particle propagator K , which after insertion into Eq. (4)
gives the spin excitations. We note that Refs. [14] and [16]
already discuss an adjustment of the exchange splitting,
which was however intended as an ad hoc correction applied
manually to fit to the experiment. Reference [16] anticipates
that a self-consistent scheme would bring about a correction
of the exchange splitting, which is indeed confirmed by the
present results.

This procedure yields magnon dispersions, which respect
the Goldstone condition and are close to the COHSEX results

TABLE II. Starting-point dependence of the spin-wave gap error
δω in the Goldstone limit q → 0 for Fe, Co, and Ni.

δωLSDA (meV) δωGGA (meV) δωCOHSEX (meV)

Fe 75 289 11
Co 294 457 90
Ni 155 242 32

for the three materials as shown in Fig. 3. The relative shift
in the band energies is such that the exchange splittings
decrease. For Fe, Co, and Ni, we find �Eex = 0.10 eV,
�Eex = 0.39 eV, and �Eex = 0.21 eV. The Fermi energy is
adjusted accordingly so that the correction affects the ground-
state magnetic properties as well. Interestingly, the resulting
magnetic moments and exchange splittings turn out to be very
close to the corresponding COHSEX values listed in Table I.
They also compare well with experiment. The proximity of
COHSEX and corrected LSDA values can be regarded as an
a posteriori justification of the correction of Eq. (12).

Among the three materials, fcc cobalt appears as a prob-
lematic case. The gap error is largest (see Table II) and
the COHSEX spin-wave dispersion shows an unusually flat
behavior at the � point. In fact, the curvature there is very
small, being between results from LSDA (small positive
curvature) and PBE (small negative curvature, not shown),
indicative of a magnetic instability. This is in accordance with
previous DFT results. Janak [54] found that there are two
competing magnetic ground states with low and high magnetic
moment, and Moruzzi et al. [55,56] report an unusually strong
dependence of the magnetic properties on the lattice constant.

The LSDA gap error was already discussed in Ref. [16],
where, as a pragmatic approach, the Goldstone condition
was enforced by a simple scaling of the screened interaction
W → λW . The screened interaction is q independent because
of the on-site approximation so that the correction affects the
spin-wave dispersion throughout the Brillouin zone. Techni-
cally, the scaling of W is a simple a posteriori correction, while
the adjustment of Eex requires the Fermi energy and, thus, the
Green function to be recalculated in an iterative way. On the
other hand, as already discussed above, there is no real theoreti-
cal justification for the scaling of the RPA screened interaction,
adopted in Ref. [16] as a simple pragmatic correction. Still,
it is worthwhile to see to what extent the resulting spin-wave
dispersions will differ. A comparison is shown in Fig. 4, in
addition to experimental data obtained from neutron scattering
measurements. In fact, the theoretical curves are rather similar
with the exception of Ni, where the spin-wave dispersion
obtained from the adjustment of the exchange splitting is closer
to experiment, in accordance with previous results [14,16].
Furthermore, for Ni and, to a lesser degree, for Co the scaling
of W tends to yield stiffer spin-wave dispersions.
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FIG. 4. Spin-wave dispersions that have been calculated using two different Goldstone correction schemes: LSDA corr. as explained in the
text and by scaling of W as suggested in Ref. [16]. Experimental values taken from Refs. [57–59] are shown for comparison.

The findings of the present paper can be interpreted in
a more fundamental way. Formally, the Hamiltonian which
describes the magnetic system is invariant with respect to
spin rotations, while the ferromagnetic ground state is not.
This implies the existence of a gapless excitation due to
a homogeneous magnetic perturbation perpendicular to the
magnetization axis. Kadanoff and Baym [60,61] formulated
a conserving and self-consistent scheme for correlation func-
tions. The scheme was extended by Brandt et al. [62–64] to
the magnetic case. They showed that for a spin-conserving
formulation of the magnetic susceptibility, which fulfills the
Goldstone theorem automatically, several conditions have to
be fulfilled. The chosen self-energy approximation is to be
calculated self-consistently with the Green function. This
ensures that the single-particle states which form the basis for
the electron-hole propagator are consistent with the applied
self-energy approximation. In addition, the spin-independent
interaction that is responsible for the correlation among
the electron-hole pairs with opposite spins is required to
be consistent with the self-energy as these properties are
connected via δ
/δG = iW . If both conditions are fulfilled,
the magnetic response function will fulfill the Goldstone
theorem. Then, the electron-hole pair propagator and the
screened interaction are compatible with the Ward identity
ensuring spin conservation. In particular, the correct limit
q → 0 is attained as we have seen in the present work.

IV. CONCLUSIONS

In this paper, we have studied the long-wavelength limit
of the spin-wave spectra for the bulk 3d transition metals Fe,
Co, and Ni from a many-body perturbation theory (MBPT)
perspective within the all-electron full-potential linearized
augmented-plane-wave (FLAPW) method. The transverse
magnetic susceptibility calculated from first principles
employing the ladder approximation allows the single-particle
Stoner excitations and the collective spin-wave excitations
to be accessed simultaneously. The long-wavelength limit

is of special interest as the Goldstone theorem demands the
existence of a gapless excitation in ferromagnetic materials
(neglecting spin anisotropy). Usually, this Goldstone condition
is numerically violated in practical calculations from first
principles.

We have shown in this paper that the gap error is substan-
tially reduced when using the COHSEX Green function instead
of the LSDA one. Furthermore, the self-consistent COHSEX
calculations give rise to an overall reduction of the exchange
splitting compared to LSDA, often leading to better agreement
with experiment.

The spin-wave solution of the one-band Hubbard model
employing the Hartree-Fock approximation motivates a cor-
rection scheme for the LSDA Green function, where the
exchange splitting of the Kohn-Sham system is adjusted so
as to enforce the Goldstone condition. The resulting spin-
wave dispersions are closer to the corresponding COHSEX
than to the original LSDA results. The same can be said
about the magnetic moments and exchange splittings obtained
from the COHSEX and the corrected LSDA Green function,
which are found to be very similar, while the original LSDA
values are a bit off.

As a result, the corrected LSDA Green function mimics
that of the self-consistent COHSEX calculation and is made
to fulfill the Goldstone condition exactly, while the numerical
cost is identical to a treatment within LSDA. This opens up
the possibility of efficient first-principles MBPT calculations
of spin excitations that respect the Ward identity of spin
conservation. We intend to apply this scheme in the future
to the calculation of the electron-magnon scattering within the
GT self-energy.
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