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Search for high-Tc conventional superconductivity at megabar pressures in the lithium-sulfur system
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Motivated by the recent report of superconductivity above 200 K in ultra-dense hydrogen sulfide, we search for
high-TC conventional superconductivity in the phase diagram of the binary Li-S system, using ab initio methods
for crystal structure prediction and linear response calculations for the electron-phonon coupling. We find that at
pressures higher than 20 GPa, several new compositions, besides the known Li2S, are stabilized; many exhibit
electride-like interstitial charge localization observed in other alkali-metal compounds. Of all predicted phases,
only an fcc phase of Li3S, metastable before 640 GPa, exhibits a sizable TC , in contrast to what is observed in
sulfur and phosphorus hydrides, where several stoichiometries lead to high TC . We attribute this difference to
2s-2p hybridization and avoided core overlap, and predict similar behavior for other alkali-metal compounds.
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The successful prediction of a record critical temperature
(TC) of 203 K in hydrogen sulfide (H3S) at 200 GPa [1–3]
gave a considerable impulse to the ab initio design of new
high-TC superconductors at extreme pressures. H3S was in
fact the first example of a conventional high-temperature
superconductor whose crystal structure and TC were first
predicted completely from first principles and later confirmed
experimentally. It is now understood that its record-high TC

stems from the constructive interference of large vibrational
frequencies, electronic van-Hove singularities at the Fermi
level, and large electron-phonon (ep) matrix elements due
to the formation of covalent H-S bonds [3–11]. A few
months after the H3S discovery, a high-TC superconducting
phase was also found in compressed phosphines, which is
compatible with several metastable PHx phases identified
by first-principles calculations [12–15]. Recent reports of
metallization in hydrogen at ∼350 GPa have given rise to
the hope of attaining superconductivity at room temperatures
or even higher [16–22]. While several hydrides have been
proposed as prospective superconductors along the lines of
H3S [23–28], high-TC superconductivity at high pressures in
hydrogen-free compounds is still a largely unexplored field.

In this work we search for high-TC superconductivity at
extreme pressures in the Li-S system, using the USPEX method
for ab initio evolutionary crystal structure prediction [29] and
density functional perturbation theory (DFPT) calculations of
the ep coupling as implemented in the QUANTUM ESPRESSO

code [30,31]. The underlying idea is to explore a hydrogen-free
system similar to H3S; Li-S is a natural choice, because
lithium belongs to the same group as hydrogen (similar
chemical properties) and has a small atomic mass (large
phonon frequencies). At ambient pressure, Li-S is stable in
crystalline form in the Li2S composition; this compound
has applications in lithium-based batteries, and has been
investigated by several authors [32,33]. We find that at high
pressures several new phases are stabilized, many of which
behave quite differently from the corresponding hydrides; in
particular, superconductivity is harder to attain, and the typical
TC’s are much lower. We will show that this can be explained
by the different chemistry of the two elements, caused by the
presence or absence of core electrons [34].

In fact, lithium passes through a sequence of transitions
under pressure from close-packed, metallic structures to open,
semimetallic or semiconducting ones [35–38]. The increasing
covalency is induced by the growing 2s-2p hybridization and is
accompanied by the characteristic phenomenon of interstitial
charge localization; i.e., the electronic valence charge tends
to localize in interstitial regions of the crystal to minimize
the overlap with underlying atomic core states (avoided core
overlap) [38–42]. Hydrogen, whose 1s valence electrons have
no underlying core and are well separated in energy from 2p

states, has a completely different behavior, transforming from
molecular insulating to close-packed metallic structures at very
high pressures [43]. The highest TC’s in the two elements
range from ∼16 K, measured in lithium at 100 GPa [44,45], to
∼350 K predicted for hydrogen in the metallic phase [16–19].

Figure 1 shows our theoretical phase diagram for the
Li-S system, constructed with a four-step procedure. (i)
First, we performed a preliminary scan of the phase space,
with variable-composition evolutionary algorithm (EA) runs
from 0 to 600 GPa at 50-GPa intervals. (ii) For the most
promising phases, i.e., those that lie on the convex hull, we ran
additional calculations at fixed compositions with 100-GPa
intervals starting from 0 GPa to identify thermodynamically
stable phases. (iii) The best three structures from each fixed
composition run were relaxed once more with stricter con-
vergence parameters to ensure the correct enthalpy hierarchy
of the phases. (iv) The best individuals were relaxed further
with a tighter convergence threshold, at pressure intervals
of 50–100 GPa, and the resulting energy vs volume curves
were then fitted to a Murnaghan equation of state [46]. This
allowed us to obtain analytical expressions for the enthalpy
vs pressure relation for all structures, from which we could
extract accurate stability ranges for all phases [47,48]. Note
that in order to maintain our search within a reasonable time
limit, we restricted the search space to phases with a maximum
of 24 atoms per unit cell and 6 atoms per formula unit (f.u.).

Before discussing the new phases found in our EA search,
we note that our calculations reproduce accurately literature
results for the known phases, that is, for the two end members
and Li2S. For elemental lithium, we find essentially the same
phase diagram as in Ref. [49], i.e., we predict a transition from
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FIG. 1. Phase diagram for the Li-S system predicted by our DFT-
EA search. The vertical bars delimit regions of stability. Blue and
red bars indicate insulating and metallic phases, respectively. Shaded
areas indicate phases with interstitial charge localization (see text).

a bcc to an f cc phase and then into a cI16 phase, stable until
100 GPa [35]. At 100 GPa, a Cmca phase with 24 atoms is
stabilized and remains the lowest in enthalpy up to ∼330 GPa,
where a simple cubic (P 4132) phase occurs. Our results are in
very good agreement with previous works which employ unit
cells up to 24 atoms [36,37], while recent calculations with
larger supercells predicted two additional phases between 60
and 270 GPa: Aba2-40 (40 atoms per cell) and Cmca-56 (56
atoms per cell). Having verified that the enthalpy differences
with respect to the Cmca-24 phases are minimal and do not
affect the calculated convex hull, we decided to use the Cmca-
24 phase in the whole range. For sulfur, we predict a transition
from the S8 α phase to the polymeric S-II (2 GPa) and S3-
polymer (20 GPa) phases [50]. At 80 GPa, the S3-polymer
phase transforms into the β-Po phase, which is metallic. At
very large pressures (∼510 GPa) we predict a transition to a
standard bcc phase, as in Ref. [51]. In agreement with previous
calculations, and despite several attempts, we did not find any
indication of a bco phase as seen by experiments between 83
and 162 GPa [52]. For Li2S, we correctly predict a transition
from the antifluorite structure (Fm3̄m) at ambient pressure to
the anticotunnite structure at 13 Gpa. At pressures higher than
26 GPa, a Ni2In-type structure (P 63/mmc), shown in Fig. 2,
becomes stable; similar transition sequences are observed in
other alkali-metal sulfides as Na2S and K2S [53,54], as well
as in the closely related compound Li2O. [33] The P 63/mmc

phase remains insulating up to 221 GPa, where an insulator-
to-metal transition takes place; we find that this phase remains
stable up to the highest pressure we calculated.

For pressures higher than 20 GPa, several new compositions
are stabilized; the relative structures are detailed in the Supple-
mental Material (SM) [55] together with band structure plots
and results of DFPT calculations. Figure 2 only shows those
relevant to our discussion, decorated with isosurfaces of the
electronic localization function (ELF). We start the discussion
from the Li-rich side: The Li5S composition becomes stable at

Li3S (Pm3̄m) LiS3 (Im3̄m) Li5S (Immm)

Li3S (Fm3̄m) Li2S (P63/mmc) LiS2 (I4/mmm)

FIG. 2. Crystal structure and isocontour (0.65) of the ELF
for (top) Li3S-Pm3̄m (100 GPa), LiS3-Im3̄m (100 GPa), and
Li5S-Immm (500 GPa), and (bottom) Li3S-Fm3̄m (500 GPa),
Li2S-P 63/mmc (500 GPa), and LiS2-I4/mmm (500 GPa). The
structures are shown in scale; Li and S atoms are shown as black and
white spheres, respectively. Black dashed circles indicate the location
of S hidden by isosurfaces; red dashed lines indicate important bonds
(see text).

15 GPa, in an orthorhombic Cmmm structure, with 12 atoms in
the unit cell. This is a very open and weakly metallic structure.
At ∼130 GPa, Li5S transforms to a more densely packed
Immm phase, shown in the first row of Fig. 2. The new phase
shows signatures of interstitial charge localization around
the center of the tetragonal faces. The Li4S stoichiometry is
stabilized only at extreme pressures (P > 290 GPa); the lowest
enthalpy structure is trigonal, with 10 atoms in the unit cell.
Due to the low symmetry and poorly metallic behavior, we
do not investigate this structure any further, but keep it in the
convex hull because it has a strong influence on the stability
of other phases.

Li3S is of particular interest, because it has the same
stoichiometry as high-TC H3S. Its stability ranges from 20 GPa
up to the highest pressure investigated. The lowest enthalpy
structure at 20 GPa, shown in the top left corner of Fig. 2, has
Pm3̄m space group. Sulfur occupies the 1b positions at the
center of the cube, and lithium the 3d positions at the middle
of the edges. Around the cube corners, there are large regions
of empty space; the ELF isocontours show that a substantial
fraction of charge tends to localize in these regions. Above
220 GPa, the simple cubic structure is destabilized toward an
I4/mmm variant, with three f.u. in the unit cell, in which
three cubic cells are stacked along one of the cubic axes, with
a small in-plane mismatch. Except for the different stacking,
the interatomic distances and interstitial charge localization are
very similar to the Pm3̄m phase. At 640 GPa, the simple cubic
arrangement is finally destabilized toward a completely differ-
ent phase, with space group Fm3̄m, shown in the bottom left
corner of Fig. 2. This structure, which has been reported at high
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pressures for Li3N [56], is very closely packed; it appears in our
evolutionary runs already at 500 GPa and is dynamically stable
up to the highest pressure we investigated. In this case, the ELF
shows that the valence charge, which can no longer occupy
the interstitial regions, rearranges and Li forms strong bonds
with its second nearest neighbor S along the (100) direction,
indicated by the red dashed line in Fig. 2. As we will show in
the following, the suppression of interstitial charge localization
in Fm3̄m-Li3S is the reason this structure is the only high-TC

superconducting phase of our study. The two S-rich phases
(LiS2 and LiS3) have very different structures and stability
ranges. LiS3 crystallizes in the same Im3̄m structure as H3S,
with S occupying the 6b Wyckoff positions of hydrogen, and
Li the 2a of S; this phase, shown in the middle of the first
row in Fig. 2, is thermodynamically stable only between 20
and 80 GPa. LiS2 crystallizes in an I4/mmm crystal structure,
with two f.u. (middle of lower row in Fig. 2), which is metallic
and lies on the convex hull at pressures larger than 350 GPa.
Both phases are superconducting with moderate TC’s.

Our precedent study shows that there are fundamentally
three pressure regimes in the high-pressure phase diagram
of the Li-S system in Fig. 1: (i) a low-pressure regime
(P < 15 GPa), where Li2S is the only stable composition;
(ii) an intermediate regime (P < 200 GPa), where new
stoichiometries are stabilized; some of the new phases, such as
LiS3, disappear at higher pressures, while others remain; and
(iii) a high-pressure regime, where new phases appear again.
With the exception of Li2S below 221 GPa, we identified all
new phases as metallic, which leaves us with an extremely
large pool of potential high-TC conventional superconductors.

For a given crystal structure and chemical composition, the
superconducting TC due to ep interaction can be estimated
through the McMillan-Allen-Dynes formula

Tc = ωlog

1.2kB

exp

[
− 1.04(1 + λ)

λ − μ∗(1 + 0.62λ)

]
. (1)

Here, kB is the Boltzmann constant and μ∗ is the Coulomb
pseudopotential. The ep coupling constant λ and the loga-
rithmic average phonon frequency ωlog are obtained from the
Eliashberg spectral function for the ep interaction α2F (ω),
calculated within DFPT [30]

α2F (ω) = 1

N (EF )

∑
kq,ν

|gk,k+q,ν |2δ(εk)δ(εk+q)δ(ω − ωq,ν),

(2)
as λ = 2

∫
dωα2F (ω)

ω
; ωlog = exp [ 2

λ

∫
dω
ω

α2F (ω) ln(ω)]. In
Eq. 2, N (EF ) is the density of states (DOS) at the Fermi level,
ωq,ν is the phonon frequency of mode ν and wave vector q,
and |gk,k+q,ν | is the electron-phonon matrix element between
two electronic states with momenta k and k + q at the Fermi
level [57,58].

Since ep coupling calculations in DFPT are computa-
tionally much more demanding than electronic structure
calculations, we could not afford a full scan of the phase space
at all pressures and compositions. Instead, we selected two
pressures, 100 and 500 GPa, representative of the intermediate-
and high-pressure regimes, respectively, and performed TC

calculations for all phases which are stable at these pressures
or in their immediate vicinity.
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FIG. 3. Calculated TC’s of intermediate (green) and high (red)
pressure Li-S phases. Blue symbols indicate values for the H-S
system, taken from literature [59,60]. The error bars show the
variations of TC due to pressure, when available. Phases with no
superconductivity are shown as negative values.

The calculated values of TC are plotted in Fig. 3 as green
(100 GPa) and red (500 GPa) symbols. Literature values for
different sulfur hydrides from Ref. [59] are shown as blue
symbols on the same scale; the error bars indicate pressure
variations of TC , when known. To give a visual impression of
the presence or absence of superconductivity, TC ’s smaller than
0.5 K are shown as negative. Table I reports the corresponding
values of ωlog and λ. Since we could not find any literature
values, we calculated also data for the P 4132 phase of Li at
500 GPa.

Figure 3 shows that only a few Li-S phases display a finite
TC , and a single phase, i.e., the high-pressure f cc phase of
Li3S, displays a critical temperature comparable to that of

TABLE I. Superconducting properties of the metallic Li-S
phases. TC’s are estimated from Eq. (1), with μ∗ = 0.1. Pressures
are in GPa, ωlog and TC’s are in K; Ñ (EF ) is the DOS at the Fermi
level, in st/Ry, divided by the number of atoms in the unit cell;
η = λ/Ñ (EF ) is in Ry atoms. Data for H3S are from Ref. [6].

Comp. P ωlog λ TC Ñ (EF ) η

Li3S (Pm3̄m) 100 754 0.08 0.0 0.62 0.13
LiS3 (Im3̄m) 100 409 0.52 5.4 1.45 0.36
Li (P 4132) 500 546 0.40 2.2 0.25 1.64
Li5S (Immm) 500 420 0.53 8.6 0.48 1.10
Li3S (Pm3̄m) 500 702 0.25 0.0 0.67 0.37
Li3S (Fm3̄m) 500 773 1.43 80.0 1.67 0.85
Li3S (Fm3̄m) 640 842 0.90 50.1 1.20 0.75
Li2S (P 63/mmc) 500 374 0.22 0.0 0.27 0.85
LiS2 (I4/mmm) 500 494 0.54 7.6 1.35 0.40

H3S (Im3̄m) 200 1200 2.40 180 1.83 1.31
Li3SH (Fm3̄m) 500 1156 1.43 169 1.67 0.86
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hydrides. Furthermore, two of the phases with a finite TC ,
LiS3 and LiS2, are S-rich phases, in which the ep coupling
is dominated by the sulfur sublattice, and thus not directly
related to hydrides. Other Li-rich phases, including elemental
Li, exhibit TC’s lower than 20 K. The contrast with the
corresponding hydrides is striking: for some compositions the
differences in TC are as large as two orders of magnitude.
This suggests a fundamental difference between hydrogen-
and lithium-rich compounds, which we will investigate based
on Eq. (1) and Table I.

First, the higher atomic mass of lithium implies a smaller
prefactor ωlog in Eq. (1). To a first approximation, the reduction
can be estimated as

√
MLi/MH � 2.6. For most cases reported

in Table I, this is clearly not the dominating effect. The
single notable exception is Fm3̄m-Li3S, which is the only
truly high-TC phase identified in our study; its TC is 80 K at
500 GPa, where it is metastable, and decreases to 50 K in its
stability range. If we take into account the mass effect, the
TC is comparable to that of H3S. To prove that, we performed
a calculation in which we replaced the Li mass with that of
hydrogen; this phase is indicated as Li3SH in the table. The
calculated TC is 170 K, i.e., comparable to that of H3S. We
want to note, however, that the pressure needed to stabilize a
high-TC phase in this case is almost three times larger as in the
hydrides. We will discuss this point further in the following.

Table I shows that with the exception of Fm3̄m-Li3S, where
λ � 1, all Li-S phases have small or at best intermediate ep

coupling constants (0.1 < λ < 0.55). The simplified Hopfield
expression λ = N(EF )I 2

Mω2 , where I is an average ep matrix
element and Mω2 is an average lattice force constant, permits
us to separate the ep coupling into a purely electronic
contribution given by the DOS and a factor η = I 2

Mω2 related
to the lattice. Values of Ñ (EF ), i.e., DOS per atom, and η for
all Li-S phases in Fig. 3 are reported in Table I.

First of all, we notice that in three high-pressure phases,
simple cubic Li, Li5S, and Li2S, λ is suppressed by an
extremely low Ñ (EF ). For Li and Li5S, the poor metallic
behavior is a consequence of 2s-2p hybridization; Li2S is
instead a semiconducting phase which has been metallized
by band overlap, and its DOS is intrinsically low. In the
two sulfur-rich phases—LiS2 and LiS3—the ep coupling is
moderate (λ ∼ 0.55) and the DOS is sizable; due to the high
sulfur content the characteristic phonon frequencies and TC’s
are relatively low.

Interestingly, for Li3S we observe a striking difference be-
tween the simple cubic (sc) Pm3̄m low-P and the f cc Fm3̄m

high-P structures: The sc phase has an extremely low λ = 0.08
in its stability range, which increases slightly at 500 GPa
(λ = 0.25), where it is still dynamically stable; both values
yield negligible TC’s. The high-TC f cc phase, instead, exhibits
a very high coupling (λ = 1.43) at 500 GPa and λ = 0.90 at
higher pressures (640 GPa); the corresponding TC’s are large.

Table I shows that in this case, besides the DOS, there is
a remarkable difference in the lattice contribution to the ep

coupling η between the low- and high-pressure phases. This
is due to the different nature of electronic states involved in
the superconducting pairing in the two structures. In fact, the
double-δ integral in Eq. (2) implies that the only electronic
states which give a finite contribution to the ep coupling are
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FIG. 4. Above: α2F (ω) for Pm3̄m-Li3S (top) and Fm3̄m-Li3S
(bottom) at 500 GPa; the black dashed lines show the frequency-
integrated ep coupling λ(ω). Note that the data for Pm3̄m-Li3S are
multiplied by 4. Below: Phonon DOS’s. Partial lithium contributions
are shown in red; the dashed areas in Fm3̄m-Li3S indicate vibrations
of the Li atoms which form bonds with S in the (100) direction (red
dashed lines in Fig. 2). The insets show isocontours of the square of
the wave function for the electronic bands that cross the Fermi level.

those that are at EF . If these states have a large intrinsic
coupling to phonons, as in covalently bonded solids, η and
thus λ are large [4,5,61]. On the contrary, interstitial electrons,
which are localized in empty regions of the crystal structure,
couple very little to lattice vibrations, and hence η and λ will
be low.

Figure 4 illustrates how the superconducting properties
of Pm3̄m- and Fm3̄m-Li3S differ due to matrix elements
effects. The two main panels show the Eliashberg spectral
functions and partial phonon DOS’s calculated for both phases
at 500 GPa: the two spectra extend up to 180 meV, but
the intensity and spectral distribution of the ep coupling is
crucially different. Note that for better readability of the figure,
α2F (ω) and λ of Pm3̄m-Li3S are multiplied by 4. Pm3̄m-Li3S
has an extremely uniform (and low) ep coupling, while
Fm3̄m-Li3S shows a strong enhancement in the spectral region
which corresponds to modes that distort the long Li-S bonds in
the (100) direction. In the small insets we plot isocontours of
the square of the wave functions for the electronic states at the
Fermi level; see the SM for the definition [55]. In Pm3̄m-Li3S,
these are localized in the interstitial region, i.e., around the
corners of the cube. In Fm3̄m-Li3S, on the other hand, they
are localized along the edges of the cube, i.e., along the long
(100) Li-S bonds, indicated by the red dashed lines in Fig. 2.
The different nature of the electronic states leads to a factor of
∼3 increase in η; the difference in λ is even larger.

We thus find that interstitial charge localization due to
avoided core overlap can be a fundamental limiting factor for
conventional superconductivity. This feature is very common
in many alkali-metal-rich phases, including several new Li-S
phases of this study, indicated by dashed areas in Fig. 1. When,
as in Pm3̄m-Li3S, the electron count is such that interstitial
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charge localization involves electrons at EF , the ep coupling
is strongly suppressed.

In conclusion, in this work we studied the thermody-
namic stability and superconducting properties of the Li-S
system up to 700 GPa, using methods for ab initio crystal
structure prediction and linear response calculations of the
ep coupling. The calculated convex hulls show that several
compositions besides the ambient pressure Li2S are stabilized
with increasing pressure. Most of these phases are metallic,
but they exhibit no or low-TC superconductivity. We attribute
this to two detrimental effects of core electrons in lithium:
(i) an increased insulating behavior under pressure due
to hybridization between 2s and 2p electronic states; and
(ii) interstitial charge localization due to avoided core overlap,
which can bring states to the Fermi level that are intrinsically
not coupled to lattice vibrations. This is observed for example

in Li3S, where a high-TCf cc phase appears only at pressures
high enough to stabilize close-packed structures. For this phase
we predict a TC of 50 K at 640 GPa, where it is the ground-state
structure, which increases up to 80 K at 500 GPa, where it could
be stabilized as a metastable phase [14]. Note that the phase
boundaries predicted in our study could also be shifted due to
anharmonic effects, as seen in hydrides [62].

Our study thus shows that high-TC superconductivity at
megabar pressures can be attained in Li-rich compounds,
similar to hydrides, but a general tendency to insulating
behavior and avoided core overlap will limit the possible range
of pressures and dopings.

The authors acknowledge computational resources from the
dCluster of the Graz University of Technology and the VSC3
of the Vienna University of Technology.
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