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Monte Carlo simulation of near-field terahertz emission from semiconductors
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We simulated the carrier dynamics in InGaAs after ultrafast photoexcitation. By using a finite-difference
time-domain approach we were able to analyze the near terahertz field emission caused by the motion of such
carriers. We found that both the current parallel and normal to the interface take a relevant role in the terahertz
emission. We also found that the ballistic motion of the carriers after photoexcitation dominates the emission
rather than diffusion.
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I. INTRODUCTION

The effect of emission of single-cycle subpicosecond
electromagnetic pulses upon ultrashort optical excitation of
a semiconductor surface [1,2] found widespread application
in terahertz (THz) time-domain spectroscopy. The underlying
mechanisms, however, are still under investigation. For the
optical excitation with photon energies above the band gap,
the electromagnetic pulses with spectral components across
the terahertz band are produced predominantly by a surge of
photocurrent [2–4]. The direction of the photocurrent vector in
unbiased semiconductors has been identified as perpendicular
to the surface, usually driven by the built-in surface field of the
material [2,5–7]. In semiconductors with small surface built-in
fields, the photocurrent was associated with the photo-Dember
effect [8,9]. Photocurrents in the direction parallel to the
surface have been considered negligible until only recently,
when several experimental studies reported emission of THz
pulses produced by the carrier motion in the surface plane
[10–14]. In particular, THz radiation was observed upon
asymmetric photoexcitation of the semiconductor surface, e.g.,
by illuminating the surface near an edge of a metallic film or
by clipping the excitation beam on one side [12,13]. More
recently, near-field mapping of the THz field generated by
InGaAs surfaces illuminated at normal incidence showed that
the source of THz radiation is not located in the center of
photoexcitation [15]. Instead, regions where the gradient of the
in-plane photocarrier density is highest, i.e., the edges of the
photoexcited region, were found to radiate the strongest THz
field [15]. This counterintuitive fact suggests that unbalanced
(ambipolar) expansion of the electron-hole ensembles within
the surface plays an important role in the process of THz pulse
generation. Furthermore, the amplitude of the field radiated
from the edges of the normal incidence excitation was found
to be comparable to the amplitude of the field radiated by the
same surface excited at 45◦ incidence, known to be optimal
for THz pulse emission. It suggests that the contribution of the
in-plane transient currents is underestimated [15].

Despite the growing experimental evidence that photocur-
rents in the surface plane contribute to the radiated THz
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field, none of the recent studies have definitively addressed
the essential question: which of the photocurrents, normal or
parallel to the surface, emits THz pulses most efficiently? The
driving force in the direction normal to the surface, i.e., the
built-in field or the carrier concentration gradient, is typically
stronger, producing higher photocurrents in that direction. On
the other hand, photocurrents in the surface plane can be
coupled out of the material and into free-space more efficiently.

In order to quantify contributions of the two orthogonal
photocurrent components, normal and parallel to the surface,
we model the photocarrier dynamics produced by the ultrashort
optical excitation using Monte Carlo simulations. The space-
and time-dependent photocurrent is then used to compute the
radiated THz field distribution, which is compared to the
experimentally observed distribution to verify the validity
of the simulations. We find excellent agreement between
the experiment and the simulations. The simulated carrier
dynamics are then used to separate the THz field radiated by
each one of the two orthogonal photocurrent components. This
analysis allows us to conclude that the photocurrent transients
in the direction normal to the surface and parallel to the surface
radiate THz pulses of comparable amplitude. We find that
the low (<300 GHz) frequency components of the radiated
spectrum are caused by the initial transient current, while
the high (>1.5 THz) frequencies are produced by the plasma
oscillations in the direction normal to the surface.

II. MODEL

The semiclassical Monte Carlo simulation of charge car-
rier dynamics used in this investigation works as follows.
Ten million pseudoparticles representing charge carriers are
assumed to move classically in a three-dimensional space,
following Newton’s second law, over 1 fs time periods. Initially
a random distribution of intrinsic carriers with energies given
by a Maxwell-Boltzmann distribution is assumed. The charge
density is calculated on a grid dividing the space, from it, the
Poisson equation is solved and the electric field is calculated.
For each time interval, quantum mechanical scattering rates
are calculated and pseudorandom numbers are used to decide
if the carriers scatter, as well as to determine their scattering
angle and energy loss. The carrier scattering mechanisms we
assumed are LO phonons, TO-phonon mediated intervalley
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FIG. 1. Schematically shows the intensity pattern used (left): it
follows a Gaussian profile in the x direction, while it is a step function
in the y direction indicated by the blue lines. The charge density from
the simulation 500 fs after photoexcitation is also shown (right).
Dashed lines indicate regions that are shown in greater detail in the
two smaller panels below.

(�, L, and X), acoustic phonons, charged impurity, and carrier
carrier. This process is repeated to simulate the carrier motion
for the duration of 8 ps. Further details on the simulation can
be found in Refs. [16–18].

In order to enable comparison with the THz field distribu-
tion observed in experiments, the photocarriers were injected
into the simulation space using a Gaussian distribution in
the x direction (σ = 30 μm), a steplike distribution in the
y direction (d = 200 μm), and an exponential distribution
in the z direction as schematically depicted in Fig. 1. The
optical pulse responsible for photoinjection was assumed to
have a Gaussian photon energy distribution consistent with a
50 fs pulse centered at 800 nm. Each one of the photoinjected
electron-hole pairs in the simulation was assumed to have
an energy equal to the difference between each photon and
the semiconductor’s band gap. The energy was distributed
between the two carriers imposing momentum conservation
in a random direction across 4π . All simulations assumed a
temperature of 300 K.

We used the two-dimensional transverse cut on the yz plane
(x = 0), space- and time-dependent charge density in order to
calculate the local current density for each time step. This
current density was then used as the source term in Maxwell’s
“curl” equations

∇ × ETHz = −∂BTHz

∂t
(1)

and

∇ × BTHz = 1

c2

∂ETHz

∂t
+ μ0J, (2)

which were subsequently solved numerically in a finite-
difference time-domain fashion on the yz plane in order
to obtain the emitted terahertz fields ETHz and BTHz [19].
This model provides a very detailed picture of both the
carrier dynamics and electromagnetic aspects of the near-field
terahertz emission process from photoexcited semiconductors.
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FIG. 2. Electric fields from the Monte Carlo simulation in the
near field as function of the position and time. (a) The Ez component
produced by J, (b) the Ey produced by J, (c) the Ez component
produced only by Jy , (d) the Ey component produced by Jy , (e)
the Ez component produced only by Jz, and (f) the Ey component
produced only by the Jz component.

III. RESULTS

Before starting the discussion of the results, it is worth
mentioning that no fitting parameters were used in order to
reproduce the experimental results. All the parameters used
in the carrier dynamics simulation correspond to the known
parameters of InGaAs and were taken from Refs. [16,18].
Furthermore the arbitrary units used in all the simulated
electric field plots are consistent with each other (i.e., they
are the same arbitrary units). Likewise, the signal arbitrary
units are also consistent with each other.

Figure 2 shows the generated THz field in the forward
direction at the distance of 30 μm from the surface. The right
column panels show the Ey component and the left column
show the Ez component. The top row [Figs. 2(a) and 2(b)]
show the electric fields produced by the full current vector J.
The middle row [Figs. 2(c) and 2(d)] show the radiated field
produced only by the current parallel to the surface (Jy) and
the panels in the lower row are the electric field components
produced only by the current normal to the surface (Jz).

As expected, the electric field with polarization parallel
to the surface is produced mainly by the current parallel to
the surface [Fig. 2(d)], and the electric field with polarization
normal to the surface is produced mainly by the current normal
to the surface too [Fig. 2(e)]. Both currents produce THz
fields with comparable amplitudes. There is also a relatively
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FIG. 3. (a) Electric field as function of position and time obtained
from the experiment. (b) Theoretically calculated signal. Panels (c)
and (d) are the theoretically calculated contributions to the signal
form for the Jy and Jz components of the current, respectively.

small but nonzero contribution of the crossed terms [Figs. 2(c)
and 2(f)].

In order to validate the simulation results we compare them
to the electric field distribution reported in experiments in
Ref. [15]. It must be noted that the near-field probe is sensitive
to the two vector components of the THz field [20]. It was
shown experimentally that, in the case of the Ey component,
the probe detects the temporal derivative of the incident field
Ey [21], whereas in the case of the Ez component, it detects
a spatial derivative of the field [22]. The probe sensitivity
to the Ey and Ez components of the field has been verified
numerically [22]. We can estimate the detected near-field
signal directly from the simulated Ey and Ez fields using the
following expressions [23]:

Sy(t,y) ∝ a
n

c

∂Ey(t,y)

∂t
, (3)

Sz(t,y) ∝ a
∂Ez(t,y)

∂y
, (4)

where a is the aperture size and c is the speed of light.
Figures 3(a) and 3(b) show the radiated field from the

experiment and the combined signal (Sy + Sz) as functions
of the probe position respectively for InGaAs illuminated
by a 200 μm wide strip of light at normal incidence. The
numerically simulated map [Fig. 3(b)] of the detected signal is
in remarkable agreement with the experimental map shown
in Fig. 3(a). Figures 3(c) and 3(d) show the two signal
components separately. The maps of the detected field Sy and
Sz are similar; however, there are distinctive differences: the
detected signal due to Sz field has longer “tails” and the field
varies slower in time compared to the Sy .

In order to analyze the two components further, we plot the
wave forms of the simulated signal contributions of Jy (Sy) and
Jz (Sz) near the edge of the optical excitation, i.e., for the probe

0 2 4

−1

0

1

Time (ps)

S
ig

. (
A

rb
. u

n
it

s)

S
z

S
y

(a)

0 2 4

−1

0

1

Time (ps)

S
ig

. (
A

rb
. u

n
it

s) (c)

S
total

S
Exp

0 2 4
0

0.5

1

Frequency (THz)

S
ig

. (
A

rb
. u

n
it

s)

(b)

0 2 4
0

0.5

1

Frequency (THz)

S
ig

. (
A

rb
. u

n
it

s)

(d)

FIG. 4. (a) Continuous curve is the calculated time-domain wave
form at the position of the illumination edge. The dashed and
continuous lines are the contributions to the signal from Jz and Jy ,
respectively. (b) The corresponding spectra for the wave forms shown
in (a) following the same line-type convention. (c) The continuous
line is the predicted signal produced by the full J vector and the dashed
line is the experimental wave form. (d) The corresponding spectra of
both the simulation for J and the experimental measurement.

location where the detected field is strongest (Fig. 4). The
wave forms show more clearly that the Sz component varies
in time slower compared to Sy . The corresponding spectral
peaks are therefore at different frequencies: 0.26 THz for Sz

and 0.38 THz for Sy . The amplitude of the radiated field due
to the current normal to the surface exhibits a relatively quick
drop in the 0.5 THz region, reaching a minimum in the 0.9 THz
region. This component however recovers across the 1.0 THz
to 2.0 THz band where it drops again.

The signal due to the in-plane current, Sy , on the other
hand has a negligible contribution at the low frequencies,
below 0.2 THz, where the Sz components dominate. Yet,
in the intermediate frequencies, between 0.6 and 1.5 THz,
Sy becomes the dominant contribution. It drops in power
becoming again smaller than the Sz component in the 2.0
to 4 THz region. Both signals eventually disappear at around
2.5 THz.

Figure 4(c) compares the wave form predicted by our
simulation, which accounts for the full J distribution, with
the experimental wave form (dashed line). The duration and
general form of the pulses, as well as their spectra, are similar.
In particular, the two spectra [Fig. 4(d)] show their maxima in
the 300 GHz region followed by a fast drop in the 500 GHz
region, reaching about 28% of their maximum amplitude
at 1 THz. In the region between 1 THz and 2 THz, both
spectra show an increase in the emitted energy. However,
the simulated spectrum shows clear ripples, whereas the
experimental spectrum is smooth.

The results presented in Fig. 4 allow us to draw the
following conclusions: the dominant contribution to the low
(<300 GHz) and high (>1.5 THz) frequency parts of the
signals spectrum comes from the current normal to the surface
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FIG. 5. Color maps represent the temporal evolution of the
spectrum for the Sy (a), Sz (b), and Stotal (c) wave forms. The white
curves shown on the bottom are the corresponding wave forms, and
the curves on the right hand side are the spectrum of the full wave
form provided as a reference for each panel. An additional dashed
line is provided in panel (c) which corresponds to the experimental
spectrum.

(Jz), while in the intermediate region, between 600 GHz and
1.5 THz, the contribution of the current parallel to the surface
(Jy) dominates.

The three color maps in Fig. 5 are spectrograms that show
the evolution of the spectrum of the wave forms over time for
the y (a) and z (b) components as well as the full current J (c).
This calculation was performed by applying a 0.8 ps FWHM
Gaussian filter to the wave forms and producing their Fourier
transforms as the Gaussian moves in time. A careful analysis of
the evolution of the spectrum shows that, while the main peak
of the spectrum below 1 THz is caused by the initial transient
acceleration of carriers, in both the y and z directions, the
high frequency components producing the moderate increase
in power between 1 THz and 4 THz is produced by more
subtle oscillations that are distributed from the moment of the
excitation (t = 0) onwards.

While the initial transient is, at least qualitatively, not very
dependent on the precise conditions of the carrier dynamics,
the smaller oscillations are more susceptible to the details
of the carrier motion conditions, in particular, the carrier
density. As described earlier, the electromagnetic calculations
are performed considering only the two-dimensional slice at
the center of the space simulated by the Monte Carlo code.
Therefore, the calculations presented correspond to a specific
carrier density. The measurement however incorporates the
contribution of radiation emitted at different x positions, which
have different carrier densities. This explains why the exper-
iment shows a broad continuous distribution between 1 THz
and 2.5 THz. Simulations for various values of the injected
carrier densities were performed in order to confirm this.

Further simulations were performed without the carrier-
carrier scattering. Only marginal differences could be seen in
the spectra, suggesting that the main contribution to the dipole
formation, and therefore to the THz emission, is from the initial
photoinjection velocity of the carriers and from further ballistic
transport rather than from diffusion. It is worth mentioning
that our carrier dynamics simulation does not include any
anisotropies related to the material which is appropriate for
photoinjection at normal incidence on a [100] zinc-blende
surface such as the InGaAs used in the experiments. Additional
experimental measurements with the InGaAs sample at various
angles around the [100] axis were performed, no significant
differences were observed that could be associated to any
material anisotropy.

IV. CONCLUSIONS

The Monte Carlo simulations of the carrier dynamics
combined with FDTD electromagnetic simulation of the
radiated field reveal that the radiated field contains a relatively
complex mix of contributions from the currents parallel and
perpendicular to the semiconductor’s surface. We find that the
low (<300 GHz) and high (>1.5 THz) frequency components
of the radiated spectrum are caused by the initial transient
current and the plasma oscillations in the direction normal
to the surface, respectively. The intermediate frequency com-
ponents (0.6–1.5 THz) have a more significant contribution
from the current transient in the plane of the semiconductor
surface. The simulated field agrees with the experimental
results recorded recently using THz near-field microscopy.
The numerical simulations show that an in-plane transient
dipole moment forms at the edges of the optical excitation
area immediately after the excitation. Correspondingly, the
radiated field within the first 1–2 ps after the excitation has
a strong contribution from the in-plane carrier dynamics. As
there is no driving field in the surface plane, the origin of this
terahertz radiation is the transient dipole moment formed at the
edges of the optical excitation area caused by different initial
velocities of photoexcited electrons and holes.
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