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Platform for engineering topological superconductors: Superlattices on Rashba superconductors
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The search for topological superconductors which support Majorana fermion excitations has been an important
topic in condensed matter physics. In this work, we propose an experimental scheme for engineering topological
superconductors. In this scheme, by manipulating the superlattice structure of organic molecules placed on top of
a superconductor with Rashba spin-orbit coupling, topological superconducting phases can be achieved without
or with little fine tuning of the chemical potential. Moreover, superconductors with different Chern numbers can
be obtained by changing the superlattice structure of the organic molecules.
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I. INTRODUCTION

Topological superconductors are new states of matter which
are gapped in the bulk and support gapless Majorana fermion
excitations at the boundary [1–8]. It has been pointed out that
Majorana fermions are self-Hermitian particles and obey non-
Abelian statistics with potential applications in fault-tolerant
quantum computations [9–11] and in spintronics [12,13]. Due
to these exotic properties of Majorana fermions, the search
for topological superconductors has been an important topic
in recent years.

It was first pointed out that Majorana fermions can exist in
chiral p-wave superconductors where spin-polarized electrons
are paired to form Cooper pairs [9,14]. It was shown that the
essence of creating chiral p-wave superconductors is to pair
electrons from an odd number of partially occupied subbands
at the Fermi energy [9]. However, intrinsic chiral p-wave
superconductors are yet to be identified.

After the discovery of topological insulators, Fu and
Kane proposed that conventional s-wave superconductors
in proximity to a topological insulator surface can be used
to engineer p-wave topological superconductors [15]. Their
proposal was based on the fact that (1) an odd number
of partially occupied surface bands exist on the surface
of topological insulators, and (2) the surface electrons are
helical, in the sense that electrons with opposite momentum
have opposite spin due to spin-orbit couplings (SOCs). As
a result, superconducting pairings can be effectively induced
by an s-wave superconductor through proximity effect.
The resulting s-wave superconductor can be mapped to an
effective p-wave topological superconductor. This proposal
has been pursued by several experimental groups [16–18] but
it is a challenge to distinguish the Majorana fermions from
other low energy fermionic excitations in the system.

Another promising way to create a chiral p-wave super-
conductor is to apply a Zeeman field to a semiconductor with
Rashba SOC) and induce s-wave pairing through proximity
effects [19–23]. First, the Zeeman field opens an energy gap at
the � point such that there is only one partially filled subband
at Fermi energy if the Fermi energy is inside the Zeeman
gap as depicted in Fig. 1(a). Second, the partially occupied
subbands have helical properties due to Rashba SOC. As a
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result, pairing of the helical electrons can also be induced by
an s-wave superconductor and result in an effective spinless
p-wave superconductor. Experiments following this scheme
have been performed but the results are not yet conclusive
[24–27]. One of the most challenging parts of the experiment
is to fine tune the chemical potential such that it falls within
the Zeeman gap at the � point, where the size of the Zeeman
gap is in the order of meV.

In this work, we propose that putting superlattices on top
of a system with Rashba split bands can be used to realize
effective p-wave superconductors without or with little fine
tuning of the chemical potential. To illustrate the ideas, we
first consider a one-dimensional (1D) system with Rashba split
bands with Fermi energy far away from the band bottom as
illustrated in Fig. 1(b). We demonstrate that a superlattice
potential can open an energy gap for one of the spin subbands
at the Brillouin zone boundary such that there is only one
partially occupied helical subband at the Fermi energy, as
depicted in Fig. 1(c). Inducing s-wave superconductivity on
the system will result in a topological superconductor.

Second, we consider a two-dimensional (2D) system with
Rashba split bands. We show that superlattices, together with
time-reversal symmetry breaking, change the Chern number
NChern of certain subbands of the system and make the system
topological. Interestingly, we show that states with different
NChern can be engineered using different superlattice structures
and different lattice spacing. Square, rectangular, and triangu-
lar superlattices are studied in detail as depicted in Figs. 4 and
5. Surprisingly, a superconducting quantum anomalous Hall
state, which has exotic transport properties, can be realized
by suitable superlattice structures. Recent experiments have
demonstrated that organic molecules can induce superlattice
potentials on metal surfaces to create different band structures
such as Dirac band structures [28,29]. We believe that inducing
a superlattice potential and s-wave superconductor on Au or Bi
surfaces which possess Rashba surface bands, can be used to
create topological superconductors without or with little fine
tuning of the chemical potential.

II. 1D REALIZATION

Schematic illustration. To illustrate the importance of band
folding introduced by superlattices, we first consider a wire
with Rashba spin-orbit coupling. In the basis of (ψk↑,ψk↓), the
Hamiltonian of the wire in the presence of a magnetic field
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FIG. 1. Schematic 1D band structures (a) in the presence of
Rashba SOC and a Zeeman field. When the chemical potential μ

is in the Zeeman gap, one subband is partially filled and (b) in the
presence of a Zeeman field, small Rashba SOC, and an infinitesimal
superlattice potential. The superlattice potential with period π/kF

reduces the Brillouin zone to [−kF ,kF ]. (c) With finite superlattice
potential, an energy gap opens at the Brillouin zone boundary and
results in a single partially occupied band at the Fermi energy.
Inducing superconductivity at the Fermi energy will result in an
effective p-wave superconductor.

and s-wave pairing can be written as [19–23]

H1D =
(

k2

2m
− μ

)
τz + Vxτzσx + αRkτzσy + �τyσy. (1)

Here, m is the effective mass of the electrons, αR is the Rashba
SOC strength, and Vx is the Zeeman energy from an external
magnetic field along the wire. As pointed out previously, the
wire becomes a topological superconductor when the chemical
potential is inside the Zeeman gap such that |μ| <

√
V 2

x − �2,
as depicted in Fig. 1(a). In this case, the chemical potential
intercepts a single nondegenerate band and the system can
be mapped to a spinless p-wave superconductor [19–23].
However, it is very difficult to gate the chemical potential
to the Zeeman gap experimentally.

In this section, we point out that the system can become a
topological superconductor without or with little fine tuning
of the chemical potential. The key is to introduce a superlattice
potential u(x) with period approximately equal to 2π/kF

where the kF is the Fermi wave vector. If the period of the
superlattice potential can be controlled precisely, there is no
need to tune the chemical potential to achieve the topological
phases.

To be specific, we first discuss the case with weak
Rashba SOC such that αRkF � Vx � t . These parameters
are applicable to realistic semiconducting wires used in recent
experiments [24–27,30]. In this case, we have two subbands
separated by the Zeeman energy. When the superlattice poten-
tial is infinitesimal, the size of the Brillouin zone is reduced
such that ±kF become the zone boundary points as illustrated
in Fig. 1(b). However, when the superlattice potential is finite,
it couples states with the same spin at k and k ± G, where G =
2kF and uG is the corresponding Fourier component of u(x).

This coupling will result in an energy gap at the reduced
Brillouin zone boundary as depicted in Fig. 1(c). Denote
|ψ(k)〉 as an eigenstate of H1D(k) with � = 0; the energy
gap at the reduced zone boundary is 〈ψ(kF )|UG|ψ(−kF )〉 =

UGVx (Vx+
√

V 2
x +α2

RG2/4)

V 2
x +α2

RG2/4+Vx

√
V 2

x +α2
RG2/4

. From Fig. 1(c), we see that if the
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FIG. 2. (a) The schematic illustration of a 1D wire with the
potential of every third site is modified. (b) The normal state band
structure with t = 1, αR = 0.01t , and Vx = 0.05t . (c) The spectral
function A(ω) with parameters as in (b) except � = 0.015t . (d) The
topological invariant NBDI of H1D TB. The topological regimes in (c)
and (d) coincide.

Fermi energy is within certain energy gaps of the Brillouin
zone boundary, there is only one partially filled subband at
the Fermi energy. Further introducing an s-wave pairing into
the system will result in a topological superconductor. It is
important to note that the key to reach the topological regime
without fine tuning the chemical potential is to introduce a
superlattice potential with an appropriate lattice constant.

Tight-binding calculations. To verify the above claims,
we construct a tight-binding model to describe H1D and the
superlattice potential. To be specific, the superlattice potential
is simulated by changing the on-site energy of one site out of
every three sites of the original wire as illustrated in Fig. 2(a).
The model can be written as

H1D TB =
∑
i,α

−t(ψ†
i+1,αψi,α + H.c.) − μψ

†
i,αψi,α

+
∑
i,α,β

−iαRψ
†
i+1,α(σy)αβψi,β

+
∑
i,α,β

ψ
†
i,α(Vxσx)αβψi,β

+
∑
i,α

�ψ
†
i,αψ

†
i,−α + uψ

†
3i,αψ3i,α + H.c. (2)

Here, i denotes the lattice sites and the spin indices are denoted
by α and β; t and μ are the hopping amplitude and the chemical
potential, respectively; αR is the Rashba coupling strength; Vx

is the Zeeman energy; � is the s-wave pairing amplitude; and
u is the on-site potential which is nonzero for every three sites.

As a result of band folding, the new Brillouin zone boundary
is located at ±π/3a where a is the lattice spacing of the
tight-binding model. The energy spectrum of the model in the
absence of superconducting pairing is shown in Fig. 2(b). As
expected, energy gaps open at the Brillouin zone boundary
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as well as the � point. The system is expected to be a
topological superconductor when the chemical potential is
within the regime where an odd number of subbands are
partially occupied.

To verify the existence of the Majorana end states of H1D TB,
we plot the spectral function A(ω) = Tr[ImG(R,R,ω)] of the
last site R of a semi-infinite wire as a function of chemical
potential and energy in Fig. 2(c). Here, G is the lattice Green’s
function of H1D TB [31]. From the spectral function, it is evident
that zero energy modes, which correspond to Majorana end
states of the wire, appear at the regime where an odd number
of subbands are partially occupied. The topological regime at
low chemical potential is due to the opening of the Zeeman
gap near the band bottom which would appear even in the
absence of the superlattice potential. On the other hand, the
topological regime created by the opening of an energy gap at
the Brillouin zone boundary at the Fermi energy is due to the
superlattice potential.

Topological invariant. To further study the topologi-
cal properties of the system, we write H1D TB in the
momentum basis. Due to the superlattice potential, there
are three sublattices in each unit cell. The basis can
be written as (�k,↑,�k,↓,�

†
−k,↑,�

†
−k,↓), where �k,α =

[ψk,α(1),ψk,α(2),ψk,α(3)] and ψk,α(j ) denotes an electron
annihilation operator of the j sublattice. In this basis, H1D TB

is in the BDI class due to the presence of the particle-hole
symmetry P = τxK and the chiral symmetry C = τx , where
K is the complex conjugate operator and τx operates on
the particle-hole sector. As a result, we can classify H1D TB

by a topological invariant NBDI where NBDI is defined in
Appendix A. The topological invariant NBDI as a function of
the chemical potential is shown in Fig. 2(d). By comparing the
topological regime in Fig. 2(d) with the gap opening regime
at the Brillouin zone boundary in Fig. 2(b), it is evident that
the system is topologically nontrivial when an odd number of
subbands are partially occupied.

We note that introducing a superlattice potential can also
create topological regimes at the Fermi energy when Rashba
energy is strong. In this case, due to the large Fermi momentum
difference between the two subbands, the lower subband with
larger kF is gapped out at the Brillouin zone boundary by the
superlattice potential. On the other hand, the upper subband
remains gapless. The system is topologically nontrivial when
an odd number of subbands in the normal state are partially
occupied and when s-wave superconductivity is induced.

Robustness of the new topological regime. To illustrate the
effects of disorder, we study the effect of disorder in a one-
dimensional wire. As depicted in Fig. 1, placing a superlattice
on a 1D Rashba superconductor can create new topological
regimes as shown in Figs. 2(c) and 3(a). Since electrons with
higher kinetic energy are less likely to be localized by disorder,
the new topological regimes are more robust against disorder
than the topological regime near the conduction band bottom.
To illustrate this, we numerically calculate the energy spectrum
of the wire with and without disorder. The results are depicted
in Fig. 3. It is evident that in the presence of strong disorder,
the bulk gap is closed and Majorana end states are destroyed
when the chemical potential is low. However, the zero energy
states can survive in the new topological regimes created by
superlattices where the chemical potential is high.
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FIG. 3. (a) Energy spectrum of the 1D system without disorder.
The parameters are the same as those in Fig. 2(c). (b) Energy
spectrum of the 1D system with on-site disorder. The disorder
strength is uniformly distributed from −10� to 10�, where � is
the superconducting gap. It is evident that the topological phase with
higher chemical potential is more robust against disorder than the
topological phase with lower chemical potential.

III. SUPERLATTICE IN 2D SYSTEMS

The above section illustrated how 1D superlattices with
suitable lattice spacing can be used to engineer a 1D topolog-
ical superconductor. In this section, we demonstrate that 2D
superlattices on metal surface states can be used to engineer
topological superconductors with different NChern without or
with little fine tuning of the chemical potential.

Our proposal is inspired by a recent experiment in which
coronene molecules were deposited on top of copper (111)
surfaces [29]. The superlattice potential induced by the
molecules creates a honeycomb lattice structure on the surface
and results in a Dirac spectrum of the surface states. The
positions of the coronene molecules on the copper surface
can be manipulated by the scanning tunneling microscope tips
so that the lattice spacing and structures of the superlattice
potential are highly tunable. Several types of artificially made
defect states and zero energy states associated with the zigzag
edge of the sample were observed, demonstrating the great
tunability of the setup [29]. With this recent advancement in
experimental technique, we believe that desirable superlattice
potential can be engineered on metal surfaces with strong
Rashba surface states as well.

Square lattice. To be specific, we consider Au(111) surfaces
and the Au thin layer is placed on top of a superconducting
substrate as illustrated in Fig. 4(a). It is shown both theoreti-
cally and through angle-resolved photoemission spectroscopy
(ARPES) experiments that the surface states have large Rashba
splittings of about 100 meV [32]. It was proposed that
Au(111) surface states, when combined with Zeeman field
and superconductivity, can be used to generate topological
superconductors. However, the chemical potential has to be
tuned to the Zeeman gap near the Rashba band bottom [33].
Since the Fermi energy of Au is about 0.4 eV above the Rashba
band bottom [32], it is very difficult to gate the chemical
potential to the Zeeman gap. As we show below, a suitable
superlattice potential and a Zeeman field can make the Au thin
film a topological superconductor.

We first place organic molecules on top of the Au(111)
surface to induce a superlattice potential as illustrated in
Fig. 4(a). If the superlattice potential has a square structure
with lattice spacing π/kF , where kF is the Fermi wave vector
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FIG. 4. (a) Organic molecules on the top of the Au(111) surface
where Au is grown on top of an s-wave superconductor. (b) The
outer (green) and inner Fermi (blue) circles in the superlattice
Brillouin zone. The square indicates in reduced Brillouin zone due
to superlattice potential. (c) The band closing and reopening at the
X point, as a function of Vz. The chemical potential μ = −3.3t

and Vzc = 0.026t denotes the critical value of Vz at which the
band gap closes. (d) The energy spectrum of the Au surface with
the square superlattice potential. The tight-binding model H2D TB

used is described in Appendix B with αR = 0.2t , � = 0.02t , and
Vz = 0.05t . The superlattice is chosen such that the NChern is −2. It
is evident that there are two crossings at zero energy corresponding
to the two zero-energy Majorana modes at each edge. (e) NChern of
H2D TB as a function of the chemical potential for a fixed superlattice
configuration.

of the Rashba band with larger Fermi momentum, the X and Y

points (±kF ,0), (0, ± kF ) become the Brillouin zone boundary
points as depicted in Fig. 4(b). From ARPES experiments,
kF is about 0.2/Å [32] and the superlattice spacing should
be about 1.6 nm. This superlattice spacing falls within the
experimentally accessible regime.

Now, if an s-wave pairing is induced on the Au(111)
surface, a pairing gap opens at the Fermi energy as illustrated
in Fig. 4(c). The energy spectrum in Fig. 4(c) is based on
a tight-binding model introduced in Appendix B. Due to the
pairing gap, one may classify this two-dimensional system
by NChern. However, due to time-reversal symmetry, the total
NChern of the occupied bands has to be zero. Indeed, from the
tight-binding model calculations, one can show that the outer
and inner occupied bands have NChern 1 and −1, respectively.

Importantly, a Zeeman field can close the bulk gap at the
time-reversal invariant points X and Y and reopen it again
as illustrated in Fig. 4(c). After the gap reopening, NChern

of the outer subband is changed by two, from 1 to −1. As a
result, the total NChern of the occupied bands is −2. The energy
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FIG. 5. (a) The schematic illustration of organic molecules,
denoted by the disks, on the Au(111) surface. The local potential
energy of the Au under the molecules is modified. A hexagonal
unit cell with 16 Au sites, used in the tight-binding model, is
shown. (b) The hexagon denotes the reduced Brillouin zone due
to the superlattice potential. The superlattice is chosen such that
the M points touch the Fermi surface of the outer Rashba band.
(c) The energy spectrum of a superconductor with NChern = 3. The
superconductor is obtained by adding superconductivity � = 0.03t

and a Zeeman field Vz = 0.1t to a system with reduced Brillouin zone
given in (b). (d) NChern as a function of the chemical potential for a
fixed superlattice configuration.

spectrum of the system with an open boundary condition in the
y direction and a periodic boundary condition in the x direction
is shown in Fig. 4(d). It is evident that in-gap Majorana edge
states appear in the energy spectrum. The tight-binding model
used is described in Appendix B.

Interestingly, if the superlattice potential is rectangular such
that only the energy gap at the X point in Fig. 4(b) is closed
and reopened by the Zeeman field, NChern of the outer band is
zero. As a result, the total NChern of the system is −1 instead.

Triangular lattice. One of the great advantages of the
superlattice scheme is that many different lattice structures
can be constructed on the metal surfaces. An interesting
possibility is to construct a triangular lattice on top of the
Au(111) surface as depicted in Fig. 5(a). If the superlattice
spacing is approximately π/kF , the new Brillouin zone will
have a hexagonal shape and the three M points will touch the
outer Rashba bands of the Au(111) surface states as shown
in Fig. 5(b). Adding an s-wave pairing potential will gap out
the Fermi surfaces and the total NChern of the occupied bands
is zero. However, increasing the Zeeman field can close and
reopen the gap at the three M points such that the NChern of
the outer band is changed by 3 from 1 to −2. As a result, the
total NChern of the occupied bands is −3. This results in three
chiral edge states at a zigzag edge of the sample as shown
in Fig. 5(c). The NChern as a function of chemical potential
for a fixed superlattice configuration is shown in Fig. 5(d).
It is important to note that, at fixed chemical potential, one
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may adjust the superlattice constant to turn the system into the
topological regime.

IV. DISCUSSION

In the above sections, we discussed how nonmagnetic
superlattice potentials and a uniform magnetic field can be
used to engineer topological superconductors in systems with
Rashba split bands. In particular, we pointed out that the
superlattice potential on a Au(111) surface can be induced
by nonmagnetic coronene molecules. However, a strong
external uniform magnetic field is not necessary. Indeed,
the nonmagnetic molecules can be replaced by organic
molecules with magnetic centers. For example, it has been
shown that Co-phthalocyanine and Fe-porphyrin adsorbed
on a Au(111) surface carries magnetic moments and exhibit
Kondo resonances [34–36]. As a result, the moments can be
aligned by a weak external magnetic field. These ferromagnetic
superlattice potentials can result in topological superconduc-
tors similar to a uniform magnetic field with nonmagnetic
superlattices.

It is also important to note that the superlattice method
proposed in this work is very general. The Au(111) surface
can be replaced by other 2D systems such as Bi(111) [37] and
Sb(111) [38,39] surfaces which also support Rashba bands.

Another possible way to realize topological supercon-
ductors is to place magnetic molecules on superconducting
Pb thin films. It has been shown that Pb thin films on
Si substrate possess Rashba split bands [40] and become
superconducting at low temperatures [41,42]. Importantly, it
has been shown that magnetic metalorganic molecules on Pb
surfaces can induce Yu-Shiba states [43]. Therefore, we believe
that superlattice potentials on Pb surfaces induced by magnetic
molecules can be used to realize topological superconductors
without or with little fine tuning of the chemical potential as
demonstrated above.

Note added. Recently, we noted that there are proposals
using 2D arrays of Yu-Shiba states to engineer topological
superconductors [44,45], even though the importance of band
folding was not emphasized in these works.
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APPENDIX A: CALCULATION OF NBDI

To calculate the 1D topological invariant of H1D TB, we note
that in the basis which diagonalizes C, H1D TB can be block

diagonalized as

H1D TB(k) =
(

0 A(k)

AT (−k) 0

)
. (A1)

With the matrix A(k), one can define the phase θ ,

z(k) = eiθ(k) = Det[A(k)]/|Det[A(k)]|, (A2)

such that θ (k) = nπ at k = 0,±π with integer n. The winding
number of θ (k) can be used as the topological invariant which
characterizes the Hamiltonian H1D TB(k) [46,47]. The winding
number NBDI, which counts the number of Majorana end states
at one end of the wire, can be written as

NBDI = −i

π

∫ k=π

k=0

dz(k)

z(k)
. (A3)

NBDI as a function of the chemical potential is shown in
Fig. 2(d). When comparing Fig. 2(b) to Fig. 2(d), it is evident
that the system is topological when the chemical potential
intercepts a single subband.

APPENDIX B: 2D TIGHT-BINDING MODELS

The Rashba bands of the Au(111) surface with the superlat-
tice potential is described by a tight-binding model. The lattice
structure of the Au(111) surface is triangular as depicted in
Fig. 5(a). To include the effect of the superlattice, we choose
a hexagonal unit cell with 16 sites and the on-site chemical
potential of the seven sites inside the muffin-tin circles are
modified. The tight-binding model can be written as

H2D TB = −t
∑
〈i,j〉

ψ
†
i ψj − μ

∑
i

ψ
†
i ψi +

∑
i

u(i)ψ†
i ψi

− iαR

∑
〈i,j〉,α,β

ψ
†
i,α(ei,j × σ ) · ezψj,β

−Vz

∑
i

(ψ†
i↑ψi↑ − ψ

†
i↓ψi↓) − �

∑
i

ψ
†
i↑ψ

†
i↓

+ H.c. (B1)

Here, eij is a unit vector connecting sites i and j , ez is a unit
vector in the z direction, and u(i) is nonzero for sites inside
the muffin-tin circle as depicted in Fig. 5(a). In the calculation
we set u(i) = 3t , αR = 0.2t .

In the square lattice case, for simplicity, we have chosen
a square lattice tight-binding model to simulate the Rashba
bands. A unit cell of 16 sites is used and the superlattice is
simulated by changing the local chemical potential of some
of the sites in the unit cell, similar to the triangular case.
The square lattice model can be justified by the fact that the
Fermi surfaces of the Rashba bands of the Au(111) surface
are circular and far from the original Brillouin zone boundary.
The same circular Fermi surface can be reproduced by square
lattice models as long as the Fermi surface is far away from
the Brillouin zone boundary.
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[37] C. R. Ast and H. Höchst, Phys. Rev. Lett. 90, 016403 (2003).
[38] K. Sugawara, T. Sato, S. Souma, T. Takahashi, M. Arai, and T.

Sasaki, Phys. Rev. Lett. 96, 046411 (2006).
[39] D. Hsieh, Y. Xia, L. Wray, D. Qian, A. Pal, J. H. Dil, J.

Osterwalder, F. Meier, G. Bihlmayer, C. L. Kane, Y. S. Hor,
R. J. Cava, and M. Z. Hasan, Science 323, 919 (2009).

[40] J. H. Dil, F. Meier, J. Lobo-Checa, L. Patthey, G. Bihlmayer,
and J. Osterwalder, Phys. Rev. Lett. 101, 266802 (2008).

[41] Y. Guo, Y. F. Zhang, X. Y. Bao, T. Z. Han, Z. Tang, L. X. Zhang,
W. G. Zhu, E. G. Wang, Q. Niu, Z. Q. Qiu, J. F. Jia, Z. X. Zhao,
and X. Q. Xue, Science 306, 1915 (2004).

[42] D. Eom, S. Qin, M. Y. Chou, and C. K. Shih, Phys. Rev. Lett.
96, 027005 (2006).

[43] B. W. Heinrich, L. Braun, J. I. Pascual, and K. J. Franke,
Nat. Phys. 9, 765 (2013).

[44] J. Li, T. Neupert, Z. J. Wang, A. H. MacDonald, A. Yazdani,
and B. A. Bernevig, arXiv:1501.00999.

[45] J. Rontynen and T. Ojanen, Phys. Rev. Lett. 114, 236803
(2015).

[46] C. L. M. Wong and K. T. Law, Phys. Rev. B 86, 184516
(2012).

[47] S. Tewari and J. D. Sau, Phys. Rev. Lett. 109, 150408 (2012).

024507-6

http://dx.doi.org/10.1088/0034-4885/75/7/076501
http://dx.doi.org/10.1088/0034-4885/75/7/076501
http://dx.doi.org/10.1088/0034-4885/75/7/076501
http://dx.doi.org/10.1088/0034-4885/75/7/076501
http://dx.doi.org/10.1146/annurev-conmatphys-030212-184337
http://dx.doi.org/10.1146/annurev-conmatphys-030212-184337
http://dx.doi.org/10.1146/annurev-conmatphys-030212-184337
http://dx.doi.org/10.1146/annurev-conmatphys-030212-184337
http://dx.doi.org/10.1038/nnano.2013.33
http://dx.doi.org/10.1038/nnano.2013.33
http://dx.doi.org/10.1038/nnano.2013.33
http://dx.doi.org/10.1038/nnano.2013.33
http://dx.doi.org/10.1088/0953-8984/25/23/233201
http://dx.doi.org/10.1088/0953-8984/25/23/233201
http://dx.doi.org/10.1088/0953-8984/25/23/233201
http://dx.doi.org/10.1088/0953-8984/25/23/233201
http://dx.doi.org/10.1070/1063-7869/44/10S/S29
http://dx.doi.org/10.1070/1063-7869/44/10S/S29
http://dx.doi.org/10.1070/1063-7869/44/10S/S29
http://dx.doi.org/10.1070/1063-7869/44/10S/S29
http://dx.doi.org/10.1016/S0003-4916(02)00018-0
http://dx.doi.org/10.1016/S0003-4916(02)00018-0
http://dx.doi.org/10.1016/S0003-4916(02)00018-0
http://dx.doi.org/10.1016/S0003-4916(02)00018-0
http://dx.doi.org/10.1103/RevModPhys.80.1083
http://dx.doi.org/10.1103/RevModPhys.80.1083
http://dx.doi.org/10.1103/RevModPhys.80.1083
http://dx.doi.org/10.1103/RevModPhys.80.1083
http://dx.doi.org/10.1103/PhysRevLett.112.037001
http://dx.doi.org/10.1103/PhysRevLett.112.037001
http://dx.doi.org/10.1103/PhysRevLett.112.037001
http://dx.doi.org/10.1103/PhysRevLett.112.037001
http://dx.doi.org/10.1038/ncomms4232
http://dx.doi.org/10.1038/ncomms4232
http://dx.doi.org/10.1038/ncomms4232
http://dx.doi.org/10.1038/ncomms4232
http://dx.doi.org/10.1103/PhysRevB.61.10267
http://dx.doi.org/10.1103/PhysRevB.61.10267
http://dx.doi.org/10.1103/PhysRevB.61.10267
http://dx.doi.org/10.1103/PhysRevB.61.10267
http://dx.doi.org/10.1103/PhysRevLett.100.096407
http://dx.doi.org/10.1103/PhysRevLett.100.096407
http://dx.doi.org/10.1103/PhysRevLett.100.096407
http://dx.doi.org/10.1103/PhysRevLett.100.096407
http://dx.doi.org/10.1126/science.1216466
http://dx.doi.org/10.1126/science.1216466
http://dx.doi.org/10.1126/science.1216466
http://dx.doi.org/10.1126/science.1216466
http://dx.doi.org/10.1038/ncomms2042
http://dx.doi.org/10.1038/ncomms2042
http://dx.doi.org/10.1038/ncomms2042
http://dx.doi.org/10.1038/ncomms2042
http://dx.doi.org/10.1038/nphys2744
http://dx.doi.org/10.1038/nphys2744
http://dx.doi.org/10.1038/nphys2744
http://dx.doi.org/10.1038/nphys2744
http://dx.doi.org/10.1103/PhysRevLett.103.020401
http://dx.doi.org/10.1103/PhysRevLett.103.020401
http://dx.doi.org/10.1103/PhysRevLett.103.020401
http://dx.doi.org/10.1103/PhysRevLett.103.020401
http://dx.doi.org/10.1103/PhysRevLett.104.040502
http://dx.doi.org/10.1103/PhysRevLett.104.040502
http://dx.doi.org/10.1103/PhysRevLett.104.040502
http://dx.doi.org/10.1103/PhysRevLett.104.040502
http://dx.doi.org/10.1103/PhysRevLett.105.077001
http://dx.doi.org/10.1103/PhysRevLett.105.077001
http://dx.doi.org/10.1103/PhysRevLett.105.077001
http://dx.doi.org/10.1103/PhysRevLett.105.077001
http://dx.doi.org/10.1103/PhysRevB.81.125318
http://dx.doi.org/10.1103/PhysRevB.81.125318
http://dx.doi.org/10.1103/PhysRevB.81.125318
http://dx.doi.org/10.1103/PhysRevB.81.125318
http://dx.doi.org/10.1103/PhysRevLett.105.177002
http://dx.doi.org/10.1103/PhysRevLett.105.177002
http://dx.doi.org/10.1103/PhysRevLett.105.177002
http://dx.doi.org/10.1103/PhysRevLett.105.177002
http://dx.doi.org/10.1126/science.1222360
http://dx.doi.org/10.1126/science.1222360
http://dx.doi.org/10.1126/science.1222360
http://dx.doi.org/10.1126/science.1222360
http://dx.doi.org/10.1021/nl303758w
http://dx.doi.org/10.1021/nl303758w
http://dx.doi.org/10.1021/nl303758w
http://dx.doi.org/10.1021/nl303758w
http://dx.doi.org/10.1038/nphys2479
http://dx.doi.org/10.1038/nphys2479
http://dx.doi.org/10.1038/nphys2479
http://dx.doi.org/10.1038/nphys2479
http://dx.doi.org/10.1103/PhysRevLett.109.186802
http://dx.doi.org/10.1103/PhysRevLett.109.186802
http://dx.doi.org/10.1103/PhysRevLett.109.186802
http://dx.doi.org/10.1103/PhysRevLett.109.186802
http://dx.doi.org/10.1038/nature10941
http://dx.doi.org/10.1038/nature10941
http://dx.doi.org/10.1038/nature10941
http://dx.doi.org/10.1038/nature10941
http://dx.doi.org/10.1103/PhysRevLett.113.196803
http://dx.doi.org/10.1103/PhysRevLett.113.196803
http://dx.doi.org/10.1103/PhysRevLett.113.196803
http://dx.doi.org/10.1103/PhysRevLett.113.196803
http://dx.doi.org/10.1103/PhysRevLett.109.267002
http://dx.doi.org/10.1103/PhysRevLett.109.267002
http://dx.doi.org/10.1103/PhysRevLett.109.267002
http://dx.doi.org/10.1103/PhysRevLett.109.267002
http://dx.doi.org/10.1103/PhysRevB.83.094525
http://dx.doi.org/10.1103/PhysRevB.83.094525
http://dx.doi.org/10.1103/PhysRevB.83.094525
http://dx.doi.org/10.1103/PhysRevB.83.094525
http://dx.doi.org/10.1103/PhysRevLett.77.3419
http://dx.doi.org/10.1103/PhysRevLett.77.3419
http://dx.doi.org/10.1103/PhysRevLett.77.3419
http://dx.doi.org/10.1103/PhysRevLett.77.3419
http://dx.doi.org/10.1103/PhysRevB.85.094516
http://dx.doi.org/10.1103/PhysRevB.85.094516
http://dx.doi.org/10.1103/PhysRevB.85.094516
http://dx.doi.org/10.1103/PhysRevB.85.094516
http://dx.doi.org/10.1126/science.1113449
http://dx.doi.org/10.1126/science.1113449
http://dx.doi.org/10.1126/science.1113449
http://dx.doi.org/10.1126/science.1113449
http://dx.doi.org/10.1038/ncomms1210
http://dx.doi.org/10.1038/ncomms1210
http://dx.doi.org/10.1038/ncomms1210
http://dx.doi.org/10.1038/ncomms1210
http://dx.doi.org/10.1103/PhysRevB.91.045440
http://dx.doi.org/10.1103/PhysRevB.91.045440
http://dx.doi.org/10.1103/PhysRevB.91.045440
http://dx.doi.org/10.1103/PhysRevB.91.045440
http://dx.doi.org/10.1103/PhysRevLett.90.016403
http://dx.doi.org/10.1103/PhysRevLett.90.016403
http://dx.doi.org/10.1103/PhysRevLett.90.016403
http://dx.doi.org/10.1103/PhysRevLett.90.016403
http://dx.doi.org/10.1103/PhysRevLett.96.046411
http://dx.doi.org/10.1103/PhysRevLett.96.046411
http://dx.doi.org/10.1103/PhysRevLett.96.046411
http://dx.doi.org/10.1103/PhysRevLett.96.046411
http://dx.doi.org/10.1126/science.1167733
http://dx.doi.org/10.1126/science.1167733
http://dx.doi.org/10.1126/science.1167733
http://dx.doi.org/10.1126/science.1167733
http://dx.doi.org/10.1103/PhysRevLett.101.266802
http://dx.doi.org/10.1103/PhysRevLett.101.266802
http://dx.doi.org/10.1103/PhysRevLett.101.266802
http://dx.doi.org/10.1103/PhysRevLett.101.266802
http://dx.doi.org/10.1126/science.1105130
http://dx.doi.org/10.1126/science.1105130
http://dx.doi.org/10.1126/science.1105130
http://dx.doi.org/10.1126/science.1105130
http://dx.doi.org/10.1103/PhysRevLett.96.027005
http://dx.doi.org/10.1103/PhysRevLett.96.027005
http://dx.doi.org/10.1103/PhysRevLett.96.027005
http://dx.doi.org/10.1103/PhysRevLett.96.027005
http://dx.doi.org/10.1038/nphys2794
http://dx.doi.org/10.1038/nphys2794
http://dx.doi.org/10.1038/nphys2794
http://dx.doi.org/10.1038/nphys2794
http://arxiv.org/abs/arXiv:1501.00999
http://dx.doi.org/10.1103/PhysRevLett.114.236803
http://dx.doi.org/10.1103/PhysRevLett.114.236803
http://dx.doi.org/10.1103/PhysRevLett.114.236803
http://dx.doi.org/10.1103/PhysRevLett.114.236803
http://dx.doi.org/10.1103/PhysRevB.86.184516
http://dx.doi.org/10.1103/PhysRevB.86.184516
http://dx.doi.org/10.1103/PhysRevB.86.184516
http://dx.doi.org/10.1103/PhysRevB.86.184516
http://dx.doi.org/10.1103/PhysRevLett.109.150408
http://dx.doi.org/10.1103/PhysRevLett.109.150408
http://dx.doi.org/10.1103/PhysRevLett.109.150408
http://dx.doi.org/10.1103/PhysRevLett.109.150408



