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Domain wall in a quantum anomalous Hall insulator as a magnetoelectric piston
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We theoretically study the magnetoelectric coupling in a quantum anomalous Hall insulator state induced by
interfacing a dynamic magnetization texture to a topological insulator. In particular, we propose that the quantum
anomalous Hall insulator with a magnetic configuration of a domain wall, when contacted by electrical reservoirs,
acts as a magnetoelectric piston. A moving domain wall pumps charge current between electrical leads in a closed
circuit, while applying an electrical bias induces reciprocal domain-wall motion. This pistonlike action is enabled
by a finite reflection of charge carriers via chiral modes imprinted by the domain wall. Moreover, we find that,
when compared with the recently discovered spin-orbit torque-induced domain-wall motion in heavy metals,
the reflection coefficient plays the role of an effective spin-Hall angle governing the efficiency of the proposed
electrical control of domain walls. Quantitatively, this effective spin-Hall angle is found to approach a universal
value of 2, providing an efficient scheme to reconfigure the domain-wall chiral interconnects for possible memory
and logic applications.
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Introduction. Motivated by the possibility of realizing
unique magnetoelectric phenomena, the breaking of time-
reversal symmetry in recently discovered topological insu-
lators (TIs) [1] has become one of the central themes of
theoretical and experimental research. In particular, a proximal
magnetic order can induce a gap in an otherwise linear
spectrum of Dirac electrons residing on the surface of a
TI, resulting in a phase transition to a quantum anomalous
Hall (QAH) state [2]. This QAH phase manifests itself via
the appearance of quantized surface Hall currents and chiral
modes (at the boundary where the gap vanishes), which,
in turn, give rise to two types of magnetoelectric effects.
First, the Oersted fields originating from the surface Hall
currents result in a topological magnetoelectric effect [3] (a
condensed matter realization of axion electrodynamics [4]).
Examples of predicted consequences of this magnetoelectric
effect include the appearance of image magnetic monopole
[5] and charging of magnetization textures [6]. Second,
the surface Hall currents and chiral modes exert exchange
coupling-induced spin torque on the magnetic order both
in and out of equilibrium. Here, the magnetoelectric effects
explored theoretically include surface Hall current-induced
switching of monodomain magnets [7], coupled dynamics of
the domain wall and chiral mode imprinted by the wall [8,9],
and equilibrium spin torque-induced interfacial anisotropy and
Dzyaloshinskii-Moriya interaction [10].

Technologically, the magnetoelectric effects in the QAH
regime provide an opportunity to construct spintronic devices
with minimal dissipation [7], owing to the dissipationless
nature of Hall currents and chiral propagation. A prototypical
example of a spintronic application envisioned for next
generation information processing is based on a domain wall,
owing to its nonvolatile nature. In such a device, information
stored in a domain-wall configuration is manipulated electri-
cally [11] for memory (such as racetrack memory [12]) and
logic [13] applications. However, mitigating Joule heating
incurred during this electrical manipulation is one of the
major challenges [12], demanding the search for alternate
mechanisms to control domain configurations electrically. A
natural question then arises as to the possibility of taking

advantage of low-dissipation magnetoelectric effects in the
QAH phase for this purpose. In this Rapid Communication,
we answer this question affirmatively by proposing an energy-
efficient scheme to move domain walls electrically, exploiting
the magnetoelectric coupling mediated by the chiral modes
in the QAH regime. On another front, magnetic-field-induced
domain dynamics has recently been visualized in the QAH
phase [14], resulting in dissipation [15] and fragility of the
perfect quantization [16]. To this end, the proposed current-
induced domain dynamics adds an experimental knob to
explore nonequilibrium phenomena in the QAH regime.

Main results. The proposed system consists of a single
domain wall, separating domains with spins oriented per-
pendicular (i.e., along ±z) to the plane of the TI film (see
Fig. 1). This system is motivated by a recent experimental
observation of the QAH effect in a magnetically doped
TI [17] and giant spin-orbit torque-induced switching of
perpendicular magnets [18] in the same system. The opposite
out-of-plane magnetizations, in the respective domains, open
gaps of opposite signs. This results in “local” QAH states with
chiral edge modes propagating in opposite directions on the
same edge of the sample (shown by the red and green lines,
respectively). At the domain wall, the out-of-plane component,
and hence the gap, vanishes, imprinting two comoving chiral
modes [1]. The magnetoelectric system is then formed by
connecting the film to two electrical leads, as shown in Fig. 1.

We begin by summarizing the two main results of this Rapid
Communication, i.e., Eqs. (1) and (2), which will be derived
later. First, the motion of the domain wall pumps charge current
between the reservoirs maintained at the same electrochemical
potential. For a domain wall moving with a velocity v in a
mirror- (about the xz plane) symmetric system, this pumped
current is given by

Ip = evkF R/π. (1)

Here, e is the charge of an electron, kF is the Fermi wave
number of electrons propagating along the chiral modes, and
R is the reflection coefficient of the domain-wall region (from
the view of the edge modes). This phenomenon is found to
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FIG. 1. Schematic of the magnetoelectric system: A magnetically
doped topological insulator with the configuration of a domain wall
connected by two electrical leads that can be maintained at voltages V1

and V2. The domain-wall configuration results in opposite quantum
anomalous Hall effects in two domains, with the presence of chiral
edge modes as indicated by the red and green lines. An external
magnetic field can be applied to move the domain wall.

be similar to the particle current dragged by a piston, having
a reflectivity R, moving through a gas of particles. Second,
sending current through the chiral modes (for example, by
application of an external voltage V between the reservoirs)
induces motion of the domain wall. The corresponding
domain-wall velocity is given by v = γHV δw/α, with γ ,
δw, and α being the gyromagnetic ratio, domain-wall width,
and Gilbert damping, respectively. Here, we have defined an
electrical bias-induced effective magnetic field as

HV = πθV �Iq

2eλF MsdW
, (2)

with Iq ≡ e2V/h being the Landauer-Büttiker current through
a single mode and θV ≡ 4R. Here, � is the reduced Planck’s
constant, λF ≡ 2π/kF is the Fermi wavelength, while Ms ,
d, and W are the saturation magnetization, thickness, and
the width of the magnetically doped TI film, respectively.
Recently, utilizing spin-orbit interaction has emerged as an
efficient scheme for moving domain walls. In one popular
scheme, the ferromagnet is interfaced with a heavy metal
which, via a spin-Hall-like mechanism, applies torque to
induce domain-wall motion [19]. The effective drive field
for such a mechanism is given by HS = πθS�I/2etmMsdW ,
where tm is the thickness of the heavy metal and the efficiency
of the drive field is given by the so-called spin-Hall angle
θS (more precisely, referred to as the spin-Hall tangent [20]).
Comparing HV with HS , we note that θV plays the role of
efficiency, much as the spin-Hall angle. Moreover, we show
that with increasing sample width, when the reflection coeffi-
cient approaches 0.5, the effective spin-Hall efficiency reaches
a universal value of θV = 2, for the proposed mechanism.
For typical heavy metals, θS ∼ 0.1 [21], suggesting the QAH
regime could be an attractive alternative for efficient electrical
manipulation of domains. Furthermore, dissipation in the QAH
regime is localized only at the domain wall and the electrical
contacts. Consequently, the QAH phase has the advantage
of dissipation scaling with the number of domain walls, as
opposed to the entire length of the magnetic sample outside of
the QAH regime [12].

Model. The magnetic sector, exchange coupled to Dirac
electrons on the surface of TI, is described by the free

energy [8]

FM =
∫

d3r

(
A|∇m|2

2
+ Km2

z

2
+ Dmz∇ · m − HMsmz

)
,

(3)

where m ≡ (mx,my,mz) is a unit vector oriented along the
magnetization, H is a z-directed external magnetic field, and
we have defined ∇ ≡ x∂x + y∂y . Phenomenologically, the
parameters A and K represent the strength of the exchange
interaction and perpendicular anisotropy in the magnet, re-
spectively, while D parametrizes any inversion symmetry-
breaking-induced interfacial Dzyaloshinskii-Moriya interac-
tion [22] (for example, due to different materials on the
top and bottom of the magnetic TI film). We focus on the
configuration of a one-dimensional domain wall and adopt
the collective coordinate approach [23] to describe its dy-
namics. To this end, the free energy FM can be expressed in
terms of X and 	 by substitution of a Walker wall ansatz [24]
ln{tan[θ (x)/2]} = (x − X)/δw, φ(x) = 	 in Eq. (3). Here, we
have parametrized the magnetization field in terms of the polar
and azimuthal angles as m ≡ (sin θ cos φ, sin θ sin φ, cos θ ),
while X and 	 label, respectively, the position and the
azimuthal angle of the domain-wall magnetization at the
location where its out-of-plane component vanishes. Adding
the electrical reservoirs, we then arrive at the free energy for
our magnetoelectric system as

F(Q,X,	) = −2MsdW (HX + HDδw cos 	) − QV. (4)

Here, we have defined an effective Dzyaloshinskii-Moriya
field HD ≡ πD/2Msδw. The electronic degrees of freedom
of the reservoirs are represented by a single thermodynamic
variable Q ≡ (Q1 − Q2)/2, with Q1 and Q2 denoting the
electrical charge in reservoirs 1 and 2, respectively. The con-
jugate force, V ≡ V1 − V2, is the voltage difference between
the respective contacts. Such a reduction to a single variable Q

can be done assuming Q̇1 + Q̇2 = 0 (i.e., no charge is being
deposited in the QAH region), whose applicability will be
discussed later.

Within the linear response, the out-of-equilibrium dynamics
is then governed by [25]

⎛
⎜⎝

Q̇

Ẋ

	̇

⎞
⎟⎠ =

⎛
⎝Lqq Lqx Lqφ

Lxq Lxx Lxφ

L	q Lφx Lφφ

⎞
⎠

⎛
⎝fQ

fX

f	

⎞
⎠, (5)

where the thermodynamically conjugate forces, identified
from Eq. (4), are fQ = V , fX = 2MstWH , and f	 =
−2MstWHDδw sin 	. The kinetic coefficients for the electric
and magnetic sector are fixed by the Ohm’s law and the
substitution of the Walker ansatz into the Landau-Lifshitz-
Gilbert equation [26], respectively, as Lqq = G, Lxx =
(γ /2MstW )αδw/(1 + α2), Lφφ = (γ /2MstW )α/δw(1 + α2),
and Lφx = −Lxφ = (γ /2MstW )/(1 + α2). Finally, the pro-
posed magnetoelectric coupling is encoded in Lqx,Lqφ , de-
scribing domain-wall dynamics-induced charge pumping, and
Lxq,Lφq , describing the electrical bias-induced domain-wall
motion. We next use Büttiker-Brouwer’s formalism [27] for
deriving the functional form of Lqx , followed by the use of
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FIG. 2. Schematic depicting the scattering process. (a) Top view
of the QAH system of width W and length L, with a domain wall at
a distance X from the left contact. The magnetization at the domain-
wall center is depicted by the arrow making an angle φ with the
x axis. Electrical transport occurs via chiral modes at the edges of
the sample (with their respective wave vectors denoted by ki), which,
upon reaching the domain-wall region (marked by the dashed ellipse),
can intermix. This intermixing is parametrized by a scattering matrix
of the wall region Ŝdw . (b) Schematic of “1D piston” with the gas of
particles (represented by the solid circles) constrained to move along
the length of the wire. The piston, having an opacity R, is moving
with a velocity v through the gas of the particles and can thus drag a
flux. This phenomenon, as discussed in the text, is equivalent to the
current pumped by the moving domain wall in (a).

Onsager reciprocity, as in Ref. [28], to obtain Lxq and hence
the main results of this Rapid Communication.

Charge transport and pumping. The charge pumping by a
dynamic domain wall is an example of a parametric pump.
The electrical transport between the reservoirs occurs via the
chiral modes, as sketched in Fig. 2(a). The modes emanating
from the respective contacts reach the domain-wall region
without scattering where, via a finite probability to intermix,
they can either transmit or reflect. The scattering, in turn,
depends parametrically on the location of the domain wall
via the propagation phases acquired during the journey of
the chiral modes between the reservoirs and the domain
wall. Thus, a domain wall moving with a constant velocity,
according to the Büttiker-Brouwer’s formalism [27], results
in the pumping of a charge current. We start by writing
down the scattering matrix Ŝ for the QAH insulator with a
domain wall located at a distance X from the left contact.
Adopting the following definition for the scattering matrix,
(out1
out2

) ≡ Ŝ(in1
in2

), where in1(out1) and in2(out2) represent the
amplitude of incoming (outgoing) modes from left and right
contacts, respectively, we have

Ŝ =
(

rei(k1+k2)X t ′eik3Lei(k2−k3)X

teik4Lei(k1−k4)X r ′ei(k3+k4)Le−i(k3+k4)X

)
. (6)

Here, L is the length of the QAH insulator between the reser-
voirs, ki represent the propagation wave vectors in different
sections of the chiral modes, and Ŝdw ≡ (r t ′

t r ′) denotes the
scattering matrix of the wall region, which can depend on 	,
as depicted in Fig. 2. Using the Büttiker-Brouwer’s formula
[i.e., formula (5) from Brouwer’s paper in Ref. [27]] on Eq. (6),

the charge current pumped by a dynamic domain wall is then
given by

I1 = γ eHδw

2πα
(R{k1 + k3} + k2 − k3),

I2 = −γ eHδw

2πα
(R{k1 + k3} + k4 − k1), (7)

where R ≡ |r|2 is the reflection probability of the domain-wall
region. In arriving at Eq. (7), we have focused on the case of
the charge pumped by a steady state of the domain wall moving
with a constant velocity v = γHδw/α and 	̇ = 0. This regime
is established when the strength of the external magnetic field
is below the so-called Walker breakdown field, i.e., H < HW

[24]. Here, from the equation of motion for the magnetic angle
in Eq. (5), this Walker breakdown field is, in turn, set by the
Dzyaloshinskii-Moriya field as HW = αHD . We note that, in
general, I1 + I2 �= 0, reflecting the fact that charge can be
repopulated along the edges, adding a capacitive energy cost to
the free energy of our magnetoelectric system [27]. However,
focusing, for clarity, on systems which are mirror (about the
xz plane) symmetric results in I1 + I2 = 0, as explained next.

First, we note that a simultaneous mirror (about the xz

plane) and time-reversal transformation leaves the magnetic
configuration and external fields invariant while interchanging
k1 with k2 (and k3 with k4). Consequently, for the aforemen-
tioned mirror-symmetric case, we have k1 = k2 and k3 = k4.
Additionally, we note that the two domains and corresponding
chiral modes are related by time reversal, invoking which, we
further get k1 = k3 and k2 = k4 [29]. Under these assumptions,
substituting k1 = k2 = k3 = k4 = kF in Eq. (7), we arrive at
the first main result of this Rapid Communication, I1 = −I2 =
Ip, where the pumped current Ip is given by Eq. (1). This
pumped current can also be understood in terms of charge
pushed by a piston, having a reflection coefficient R, moving
with a velocity v in a strictly one-dimensional wire [referred
to here as the “1D piston” and sketched in Fig. 2(b)]. Taking,
for simplicity, a Galilean invariant 1D piston with quadratic
energy dispersion, i.e., E(k) = �

2k2/2m (with m being the
effective mass of fermionic particles at low temperature), the
particle current dragged by the piston can be calculated by
going into the frame of reference where the piston is static. In
this frame, the wave vectors get boosted as k → k + δk, with
δk = mv/�. Consequently, the energy difference between the
left and the right movers, i.e., �E = 2(∂E/∂k)δk, appears
as an effective bias voltage given by eVeff = �E = 2�kF v.
Given the reflectivity of the piston is R, the Landauer-Büttiker
charge current in the frame of reference of the piston is then
given by Ip = (R − 1)e2Veff/h = (R − 1)evkF /π . Finally,
transforming this current back in the wire frame, the pumped
current becomes I = RevkF /π , establishing the equivalence
mentioned above. Having found the charge pumped by a
moving domain wall, we get Lqx = γ eδwR/αMsdW using
Eqs. (1) and (5). Invoking Onsager reciprocity [25,28], we
then get Lxq , which, when combined with Eq. (5), gives the
other main result, i.e., an electrical bias-induced effective field
given by Eq. (2).

Microscopically, the reflection coefficient governing the
efficiency of this effective field is determined by the in-
termixing of the chiral modes at the domain-wall region.
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FIG. 3. Depiction of the intermixing process in the domain-wall
region: The red and the green channels, i.e., the modes emanated from
the left and right contacts of Fig. 1, can intermix upon reaching the
domain-wall region. This intermixing is facilitated by two processes:
(i) Sharp turns in the conduction path at either end of the domain
wall, represented by circular scatterers with transmission probability
ξ . (ii) During propagation along the domain wall, tunneling can
occur between the modes due to the finite width of each mode (as
depicted by the overlap of two Gaussians), which is parametrized by
the tunneling conductance per unit length g.

Recently, such an intermixing process has been discussed in
the context of edge state mixing in the quantum Hall state
of graphene [30]. There are two sources of this intermixing
process, which are illustrated schematically in Fig. 3. First,
the potentially abrupt change in the direction of propagation
at the beginning and the end of the domain wall (as indicated
by the circular scatterer) can result in a distribution of charges
between the chiral modes. Due to conservation of current,
this distribution can be parametrized by a single parameter ξ ,
denoting the transmission probability of each such scatterer.
Second, during the propagation of modes along the domain
wall, proximity-induced finite tunneling (as parametrized by a
tunneling conductance per unit length g) can also result in the
equilibration process. The reflection coefficient is then given
by [30]

R = 1 + (1 − 2ξ )2e−W/λ

2
, (8)

where λ ≡ e2/2gh is defined as the equilibration length for
intermode scattering during propagation along the domain
wall. When the full equilibration between the chiral modes
occurs by scattering at the start and end of the domain wall, i.e.,

for ξ = 1/2, the reflection coefficient becomes independent of
the sample width, just as the spin-Hall angle, and takes a
value of R = 1/2. On the other hand, in the regime when the
intermixing at the sharp turns can be neglected, i.e., ξ = 0,
the width of the sample as compared to equilibration length
becomes an additional important parameter governing R. For
W � λ, the reflection coefficient again approaches the value
of R = 1/2. Consequently, θV for the proposed mechanism
can quite generally be expected to approach a universal value
of 2.

Quantitative estimates. We focus on magnetic TI structures
with material parameters based on a Cr-doped (Bi,Sb)2Te3

system [17]. In this case, A ∼ kBTc/a ∼ 4 × 10−8 erg/cm,
where Tc = 30 K is the Curie temperature and a ∼ 1 nm is the
typical distance between two Cr atoms, while K = 5 × 104

erg/cm3 and Ms = 10 emu/cm3. For estimating the largest
possible pumped current (Imax), while still maintaining our low
energy description based on the QAH insulator phase, we have
kF ∼ �/�vF . Here, vF parametrizes the linear dispersion of
the form E(k) = �vF k for the chiral modes, and 2� is the gap
opened in the surface state dispersion due to exchange coupling
to magnetic order. Using this, we get Imax ∼ eRv�/hvF . The
Fermi velocity for the chiral modes is the most uncertain
parameter here, estimating which from the typical surface state
Fermi velocity vF = 105 m/s [31], using � ∼ 0.1 eV [32]
and v = γH

√
A/α

√
K ∼ 100 m/s (for applied H = 10 Oe

and α ∼ 0.01), we get Imax ∼ 4 nA. Next, the effective
magnetic field for an applied bias of eV = � = 0.1 eV
and a typical nanowire geometry with W = 100 nm and
t = 5 nm is estimated to be HV = 2πR�Iq/eλF MstW ∼
1 Oe. Consequently, the expected order of current-induced
domain-wall velocity is given by v ∼ 10 m/s. We note that the
proposed phenomenon is well within the reach of experimental
observation in present day magnetically doped topological
insulators (where the QAH phase has been observed up
to ∼2 K [33]), while alternative large gap systems, such
as Ref. [34], could provide possible candidates for room
temperature applications. It should be emphasized that the
main results of our phenomenological theory (expressed
in terms of reflection coefficient) are valid for any QAH
insulator.
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