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Sound waves and resonances in electron-hole plasma
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Inspired by the recent experimental signatures of relativistic hydrodynamics in graphene, we investigate
theoretically the behavior of hydrodynamic sound modes in such quasirelativistic fluids near charge neutrality,
within linear response. Locally driving an electron fluid at a resonant frequency to such a sound mode can
lead to large increases in the electrical response at the edges of the sample, a signature, which cannot be
explained using diffusive models of transport. We discuss the robustness of this signal to various effects,
including electron-acoustic phonon coupling, disorder, and long-range Coulomb interactions. These long-range
interactions convert the sound mode into a collective plasmonic mode at low frequencies unless the fluid is charge
neutral. At the smallest frequencies, the response in a disordered fluid is quantitatively what is predicted by a
“momentum relaxation time” approximation. However, this approximation fails at higher frequencies (which
can be parametrically small), where the classical localization of sound waves cannot be neglected. Experimental
observation of such resonances is a clear signature of relativistic hydrodynamics, and provides an upper bound

on the viscosity of the electron-hole plasma.
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I. INTRODUCTION

Recently, direct evidence [1,2] has been found for the
long-sought Dirac fluid in graphene—a strongly interacting
quasirelativistic plasma of thermally excited electrons and
holes [3.,4]. This Dirac fluid is of great interest for two reasons.
Firstly, it contains features of “relativistic” quantum critical
dynamics, yet is simpler than other quantum critical points.
As quantum criticality may underlie a variety of puzzles in
condensed matter physics [5], any toy experimental and/or
theoretical system which may be systematically investigated
is of particular interest. Secondly, as a strongly interacting
quantum system with no sharply defined quasiparticles, the
Dirac fluid is an excellent place to observe ‘“relativistic”
hydrodynamics in a (by now) standard solid-state system.

Hydrodynamics is the universal description of how the
conserved quantities of any interacting system—generally
charge, momentum, and energy—relax to global thermal
equilibrium. Itis valid on long time and length scales compared
to the mean free path (or thermalization length, in the absence
of quasiparticles). In the hydrodynamic limit, the microscopic
degrees of freedom are not important. The equations of motion
are simply the conservation laws for conserved quantities, and
as we review in Sec. II, they are readily constructed without
detailed knowledge of the microscopic system of interest. This
makes hydrodynamics a particularly powerful tool for studying
strongly interacting quantum systems, where microscopic
calculations are quite hard, if not essentially impossible.

The majority of theoretical studies of hydrodynamics of
electrons in metals focuses on the hydrodynamic regime of
ultraclean Fermi liquids of electrons [6—11]. Although such
samples have a large Fermi surface with long-lived quasi-
particle excitations, these quasiparticles do interact weakly
and so hydrodynamics ought to be valid on long time scales
compared to the quasiparticle-quasiparticle collision rate. This
analog of the hydrodynamics of classical gases (which obey the
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same Navier-Stokes equations as ordinary liquids) is, however,
usually absent in metals—electron-phonon coupling, umklapp
processes, and impurities are all generally the dominant
mechanisms for quasiparticle scattering. More recently, in
ultraclean samples, the hydrodynamics of a Fermi liquid
of electrons has been experimentally observed in multiple
different metals [12-14].

The Dirac fluid of interest in this paper is more complicated
than the Fermi liquid of quasiparticles observed experimen-
tally in metals with large Fermi surfaces [12-14]. Firstly,
like classical liquids such as water, we cannot systematically
use kinetic theory to compute its properties: quasiparticles
are not parametrically long-lived excitations. Secondly, the
linearized hydrodynamics of the Dirac fluid looks identical to
arelativistic fluid near charge neutrality [15—18]. The resulting
equations of motion and associated phenomena are distinct
from usual (Galilean-invariant) fluids.

So far, most theoretical and experimental work on the
hydrodynamics of electrons in metals focuses on steady-state
flows. This limit neglects the effects of the elementary hydro-
dynamic excitation—the sound mode. This is the fundamental
excitation of a clean fluid and is parametrically long-lived at
low energies. Hence it is natural to ask whether or not such
sound waves could be detected in an electron fluid in a metal.

There are other hydrodynamic systems in condensed matter
which are more accessible experimentally. Liquid *He is
an atomic Fermi liquid, where hydrodynamic effects due
to interactions are readily observable (in contrast to the
Fermi liquid of electrons in metals). The transition between
nonhydrodynamic “zero sound” modes and “first” sound
modes (the classical sound described above) has been observed
long ago in liquid *He [19]. It may also be possible to observe
hydrodynamic sound in strongly interacting cold atomic gases,
where other hydrodynamic behavior has been observed [20].

This paper is focused on the study of hydrodynamics
in metals. We present a plausible setup for an experiment
that could detect key qualitative signatures of sound modes
in a charge-neutral electron-hole plasma. In contrast to the
other quantum fluids mentioned above, disorder, long-range
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Coulomb interactions, and electron-phonon coupling all read-
ily spoil the propagation of pure sound modes in an electron
fluid in metals. Our aim is to quantitatively describe how these
effects complicate and distort the propagation of sound waves.

A. The hydrodynamic limit in charge-neutral graphene

As experiments on charge neutral graphene are the most
likely to realize the physics proposed above, let us provide a
few more details about the Dirac fluid in graphene. The Dirac
fluid consists of linearly dispersing fermions with dispersion
relation €(q) = vg|q|, interacting via instantaneous long-range
Coulomb interactions with potential V(r) = «/r [3,4]. The
thermalization length scale [y, scales as

hvg
kgT o
We have assumed that the effective fine structure constant’
1 ¢
* T 137 Vg€,

where ¢/vp ~ 300 and €, ~ 1 is a dielectric constant. For
details on the relevant dimensional scales in graphene, see
Appendix A. Up to the moderate factor of =2, (1) agrees with
the prediction of quantum critical theories [5]. Equation (1)
is a parametrically shorter thermalization length than that in a
Fermi liquid, by a factor of kg 7'/ EF.

In fact, o decreases with temperature, as Coulomb interac-
tions are marginally irrelevant [3,4]. However, this decrease
is logarithmically slow, and hence does not lead to o < 1
at room temperature. As all first-principles computations of
the properties of the Dirac fluid rely on kinetic theory, they
are perturbative computations in «. We hence are of the
opinion that the best way to determine the hydrodynamic
and thermodynamic properties of the Dirac fluid is to directly
measure them.

The Dirac fluid is readily realized (in principle) in mono-
layer graphene, a two-dimensional honeycomb lattice of
carbon atoms where sublattice symmetry protects multiple
“species” of Dirac fermions. Due to ineffective screening
[21,22], these interactions are not renormalized away as
effectively as in an ordinary Fermi liquid: instead, we form the
Dirac fluid. As there is no obvious hydrodynamic experiment
to detect these different species, we expect the Dirac fluid to
consist of a single relativistic fluid.

In order to detect hydrodynamics cleanly, we require that
(1) is the shortest length scale in the problem. The competing
length scales include electron-phonon scattering lengths, as
well as the density of charge puddles. The latter is much
more serious. The Dirac fluid in graphene is subject to in-
homogeneities in the charge density, commonly called charge
puddles [23,24]. This inhomogeneous chemical potential is
a direct consequence of charged impurities, primarily in the
substrates on which a single layer of graphene is laid. If the
amplitude of the local chemical potential obeys |u| > T,

I ~ ~ 100 nm. €))]

@

The precise value depends on the particular experimental setup,
but it is expected to be large enough that perturbative approaches
formally break down.
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then the local physics is that of a Fermi liquid, and not
the Dirac fluid. Due to recent materials advances [25], the
size of charge puddles can now be made at least as large
than (1), and the amplitude can be made small enough that
the regime of u < T can be reached [1]. In such a regime,
it is natural to approximate that the Dirac fluid exists, and
locally reaches thermal equilibrium at temperature 7', with the
chemical potential varying on length scales large compared
to (1) [2]. On length scales large compared to (1), the only
degrees of freedom that are relevant, are the hydrodynamic
modes, including the sound mode.

Let us also briefly note that in the literature, a third “slow”
mode called the imbalance mode is often studied [26-28].
The imbalance mode consists of the number density of elec-
trons and holes together—hence, combined with conservation
of charge, we conclude that both electrons and holes are
separately conserved. This mode is related to the fact that
accounting for two-body collisions alone it is not possible
to have processes such as e — e + e + h. This is a conse-
quence of the conservation laws and the relativistic dispersion
relation—the “collinear” scattering event which is allowed
occupies a negligible fraction of phase space. However, higher
order processes are certainly less constrained [26], and so this
imbalance mode is not an exact conserved quantity. Since the
parameter « in Eq. (1) is not small, higher order processes are
not guaranteed to be negligible. Hence we do not consider this
imbalance mode in our hydrodynamic description.

B. Setup

In this paper, we will develop a theory of the response
of a (semi-)realistic quantum critical electron fluid, assuming
approximate Lorentz invariance, to a localized finite-frequency
drive. Some qualitative features of this theory will remain true
for quantum critical points with other forms of scale invariance
[29,30]. In particular, some of these critical points are charge-
neutral [31], where we expect detecting sound modes to be
especially clean. Given the experimental advances described
above, however, we will focus on the possibility of detecting
sound modes in the Dirac fluid in graphene.

Our proposed experimental setup is depicted in Fig. 1. A
modulated source of light pumps energy into the electronic
fluid at a localized region in a metal. We then measure the

I(t) = Io + I, cos(wt)

L

FIG. 1. A metallic slab of length L, depicted in gray, is connected
to a large bath (depicted in gold). An energy source, which we take
to be a laser with time-dependent intensity /(¢), shines locally on the
metal, with a spot size much smaller than L or x,, the distance to the
left contact.
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FIG. 2. A plot of | J| as given in Eq. (24), assuming ' = 1,L =
100,Cy = C; = 1,00 = 0.1, = 0.3, and y = 0, for different values
of ny. Note how both the sharpness of the acoustic resonances and
the number of observable resonances increases as the viscosity 7o
decreases. The circles compare our numerical methods to the analytic
prediction for one such value of 7y, confirming the accuracy of our
numerical methods.

electric current flowing through one-dimensional contacts [32]
at the edges of the metal. If the laser intensity is small, then it
is reasonable to treat the electronic fluid in a linear response
regime. The electric currents measured in the contacts will
consist of a dc response (which we are not interested in) and
an ac response, whose magnitude will be the focus of this
paper.

The signal we are after is depicted in Fig. 2. Upon changing
the modulation frequency w of the energy source, the electron-
hole plasma in a clean sample where disorder and electron-
phonon effects are not substantial will be driven at a resonant
frequency, leading to a large jump in the magnitude of the
current flowing out of the edges. This resonance is directly
associated with the normal modes of electronic classical sound
waves, and is the electronic analog to the resonances that occur
when air is excited in long pipes such as musical instruments.
Such resonances cannot be seen if the electronic dynamics is
dominated by diffusive “Ohmic” processes.

We also note that similar experimental setups (at @ = 0)
have been performed to uncover “hot carrier” dynamics
in graphene [33-37]. In this limit, the electrons behave
diffusively, albeit with some unexplained signals reported near
charge neutrality [37]. In our simpler setup, however, there is
very little signal of interest at = 0. We will briefly comment
in the conclusion on alternative measurements which may be
simpler, but the key physics of interest is easiest to understand
in this simple setup.

C. Main results

We now state the main results of this paper. While basic
results which are similar have appeared before in the literature
[38], our hydrodynamic framework differs subtly, as we
will explain later. We will review the correct hydrodynamic
framework for the Dirac fluid in Sec. II.

(1) Working under the assumption that the electronic dy-
namics is collective (no single-particle effects), the observation
of resonances in the finite-frequency response is a smoking
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gun signature for the hydrodynamic sound mode: see Sec. III.
Assuming the absence of charge puddles, we can solve the
hydrodynamic equations exactly: see (24) and Appendix E.
Assuming that dissipation is weak enough to observe the n™
sound mode, a resonance will be measured at frequency

wy N UE

o 27 /dL ~

m
x 0.3 THz. 3)

n X

The numbers presented are estimates for graphene, where the
number of spatial dimensions d = 2. A realistic sample may
have L = 10 um, in which case observing the first sound mode
requires reading off the electric current flowing across the
contacts at 30 GHz.

(2) Experimental observation of acoustic resonances gives
semiquantitative upper bounds on the viscosity 1 of the
electron fluid, see Eq. (29).

(3) Taking into account long-range Coulomb interactions,
the sound modes morph into plasmonic modes with different
dispersion relations. The resonances in Eq. (3) will shift to new
frequencies. Such modes have been found before in theoretical
models [38], though it appears that our formula for the lifetime
of these plasmons is new.

(4) Although momentum loss due to phonons and disorder
may appear similar in the @ — 0 limit, at finite » the response
of the fluid becomes qualitatively different depending on
the mechanism for momentum relaxation. If the dominant
source of momentum relaxation is long-wavelength charge
density inhomogeneity, and not coupling to acoustic phonons,
the observed sound resonances can be parametrically larger
than predicted using simpler models, making experimental
detection much easier, see Sec. V.

(5) From a theoretical perspective, the classical Ander-
son localization of sound waves in inhomogeneous electron
fluids is rather interesting, with the localization length a
nonmonotonic function of the frequency. Localization can
lead to a complete breakdown of momentum relaxation time
approximations, which are commonly employed to mimic the
interplay of the electron fluid with disorder, see Sec. V A.
The breakdown of this approximation occurs at at a frequency
scale given in Eq. (58), which can be arbitrarily small.

(6) Depending on the equations of state of the Dirac fluid,
and the quality of a graphene sample, it may be possible
to quantitatively extract the speed of sound through our
experimental setup. The speed of sound in the Dirac fluid
is given by (21) and contains no fitting parameters. Since (21)
is an irrational multiple of v, it would be unambiguous to ex-
perimentally distinguish between single-particle resonances,
observed in carbon nanotubes in Ref. [39], and hydrodynamic
sound resonances.

In this paper, we will generically work in units where
h=vg = kg = e = 1. When presenting numerical results,
we will further work in units where the background fluid
temperature is set to 7 = 1—this fixes all quantities to be
dimensionless. Hydrodynamics is applicable when /T < 1.
The units may always be restored straightforwardly with
dimensional analysis—see Appendix A. We will discuss what
we believe are the major experimental challenges in the
concluding section. Technical details of computations are
placed in Appendices.
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II. HYDRODYNAMIC LINEAR RESPONSE THEORY

In this section, we review the hydrodynamics of quantum
critical fluids with emergent Lorentz invariance [40]. In linear
response, this hydrodynamics describes the electron-hole
plasma in charge-neutral graphene [16,17]. These equations
are the conservation of charge, along with the conservation of
energy and momentum up to external sourcing (including that
due to the external chemical potential inhomogeneity):

OT" + 0, T" = J 0o + S, (4a)
a,T" + 3jTij = J'duo — yv', (4b)
J' + 0,07 =0, (4e)

where T#" is the stress-energy tensor, J* is the charge current,
and g is an externally imposed chemical potential. S is an
external source of energy—in the setup described in Fig. 1,
this is due to a laser causing local heating of the electron-
hole plasma. The parameter y > 0 accounts for the loss of
momentum due to electron-phonon coupling. We will keep
the number of spatial dimensions d of the fluid generic for
much of the paper; obviously, for the application to graphene,
one can setd = 2.

For simplicity, in this paper, we will assume that the disorder
is only inhomogeneous along one spatial direction, which we
denote as x. This is for computational simplicity, although
such an assumption is likely appropriate for highly oblong
samples of graphene in experiment. Hence the disorder profile
is a simple function pg(x).

Letus begin by finding a static solution to (4). The equations
of state of relativistic hydrodynamics in the Landau frame
are

T" = € + 0O(v?), (5a)
T™ = (e + P)v + O(v*), (5b)
T = P — n'd,v + O(v?), (5¢)

J'=n+ 0@, (5d)

J* =nv— UQ<8x(l/L — Wo) — %&CT) + O(vz) (5e)

with T the temperature, u the chemical potential, v the fluid
velocity, n the charge density, € the energy density, and P the
pressure, all locally defined using thermodynamics, and

, 2
77=§+77<2—5) (6)

with ¢ and 7 the bulk and shear viscosity, respectively. Upon
using the thermodynamic relation

dP =ndu + sdT @)
J

noyfi + SaxT - 8x(n/axﬁ) = [1(1)(6 +P)— V]f),
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with s the entropy density, we see that (4) is solved by T = Tp,
uw = po(x), and v = 0 [2,41]. We will find the identity

e=dP ®)

useful, and will often write € + P = (d + 1) P interchangably.
In linear response about this solution, we define i =
w— o, T =T —Tpy, and ¥ = v,; indeed, tilded variables
henceforth denote first-order quantities in linear response. The
linearized charge and energy-momentum currents are

de o€

T" = M~+8—TT=dnﬁ+dsT, (9a)
T = (e + P)i = (d + 1) P9, (9b)
T =P — 3,0, (9¢c)
Jt = S—Zﬂ—i— o, ©Od)
¥ :nﬁ—aQ(ax[L— %aﬁ). (%)

For simplicity, we have also dropped the O subscript on the
background p, and will do so for most of this paper. Note that

0P =nd i +iidep + 50T (10)

As described in Introduction, we assume in our setup that
S is periodically driven in time at angular frequency w. Using
standard tricks, we hence solve the linear response equations
using the complex-valued source

S = Sy(x)e ', (11)

and look for solutions where [i(x,7) = fi(x)e™!, etc. Hence
we may replace 9, — —iw in Eq. (4). The real part of the
solutions are physical, but we will often study the complex
modulus of the response, which corresponds to the overall
amplitude of temporal oscillations. When doing analytic
calculations, we will consider the following simplified model
for the local injection of energy:

So(x) =T 8(x — xo), 12)

but more generally we can also solve these equations with a
smoothed out § function, and will indeed do so in our numerics.

Putting it all together, we need to solve the elliptic linear
ordinary differential equations

0;((e + P)v) = |:nf) —0g <8X,& - %8xf)i|8xu + So(x) + iwd(nfi + sT), (13a)
(13b)

on .
ﬁT) (13¢)

3. | no o — Ko T o "+
|0 — ool 0xit — =0, =iw| —
Q| oxHM T 8MM
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in a finite domain, which we take tobe 0 < x < L. We assume
the boundary conditions

ilx =0,L)=T(x=0,L)=0, (14)

corresponding to the physical assumption that near the con-
tacts, the electron fluid is well thermalized to the external bath.
These boundary conditions are sufficient for the hydrodynamic
equations defined previously to be well-posed, as we explain
in Appendix B. We solve these equations using standard
numerical techniques, which we review in Appendix C.

It is helpful to keep in mind the following simple symme-
tries of our hydrodynamic equations (below A > 0is a constant
rescaling parameter):

P — AP, o0o— Aoy, 17 —> A, y —> iy, (153)
X —=> AX w— k_lw, y — )F'y, 0q —> AOg,
n — An. (15b)

The latter is especially helpful, as it means that the effects
of dissipation can be (in principle) made arbitrarily large or
small, locally (neglecting y, as we will often do).

When doing numerics, we must be more specific about the
equations of state. We will follow [2] and employ the simple
equations of state

€ Co rari | C2 amans
S=p=_0 pdtty 22 apdl 16
7 11 + oM (16a)
n=CyulT4", (16b)
C

s = CoT? +(d — 1)72;L2T”‘2, (16¢)
n =T, (16d)
0q = apT 2. (16e)

III. RESPONSE OF A HOMOGENEOUS FLUID

We now exactly solve these equations under the assumption
that the background chemical potential is constant.

A. Normal modes

When the background fluid is translation invariant, it
is natural to study hydrodynamics by looking for normal
modes—solutions to the equations of motion with x and
t dependence given by e?*~/_ Even in our finite size,
locally driven system (which breaks translation invariance),
knowledge of such normal modes is useful. We thus begin
with a thorough review of the theory of such normal modes in
a relativistic fluid such as the Dirac fluid.

Let us choose the variables P.7i, and § as our dynamical
hydrodynamic variables. P and 7 may be related to i and T
using (9) and (7). Equation (13) reduces to an algebraic set of
equations

0 = —iwii + ignt + ¢*>Dii — ¢*CP, (17a)
0 = —iwd P + (d + 1)ig P, (17b)
0= [y —iw(d + 1)P)o +ig P + ng*v. (17¢)
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where we have defined

Oy on  uon
C=—"—[—+=—], (18a)
s0un —ndrn \oT T ou
0o d+1nHpP

D= . (18b)
§0,n — ndrn T

The equations governing P and # decouple from the others.
Note that the thermodynamic equations are constrained so that
D > 0[42].

Studying the solution to (17) assuming nonvanishing P
and ¥, we obtain dissipative sound waves as w,qg — 0, with
the dispersion relation

> (v+n Y
o== " - —~
d  \2d+ 1P

In the limit where y < Pw, we obtain ordinary sound waves
damped by viscosity:

Yy +1q?
2d+ )P’

19)

ir]’qz

~ + - 1+ 0(gY), 20
w ~ Fuslq| 2(d—+—l)P+ (q”) (20)
with the speed of sound given by
1
v, x @D

Az
This is a robust prediction of relativistic hydrodynamics,
assuming the absence of dimensionful scales other than . and
T, and follows from (8). When y > Pw, we instead obtain a

diffusive mode
d+ 1P
=—i[—( j{' ) —n’i|q2 (22)
14

along with a finite lifetime mode w = —iy /(d 4+ 1) P. We have
implicitly assumed that y was small when writing down (13),
so the diffusion constant above is positive. Similar sound waves
were described in Refs. [27,38], but these papers assume a
different dissipative structure in hydrodynamics. It is necessary
to follow [40] to obtain a nonvanishing electric current, under
any circumstances, at charge neutrality.

In a sound wave 7 is slave to P and . There is also a
diffusive charge mode with

w = —iDg?, (23)

in which only 7i is nonvanishing.

The qualitative form of the hydrodynamic modes listed
above is very similar to those in Galilean-invariant fluids,
including liquid *He. We review this theory in Appendix D.
However, the theory of Galilean-invariant fluids becomes
singular if the fluid is charge-neutral—there is no charge
current or momentum density. As a consequence, it is
important to use the relativistic theory of hydrodynamics to
study charge-neutral electron-hole plasma, as can be found in
graphene. This is especially important once we account for
disorder in Sec. V.

B. Observing resonances near charge neutrality

The setup of interest in this paper may readily detect the
sound modes described above. To show this, we must solve
the boundary value problem described in the previous section.
As this uses relatively standard techniques, we present the
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calculation in Appendix E. The current at x = 0 is given by

] r iw i(d + 1)PCq?
= n
(d+ 1P |iw — Dg? dw
sin(gs(L — x0))  sin(ga(L — xo)) 24)
sin(gs L) sin(qqL) |
where we have defined
1+ iy
=0 | TG (252)
d~ @+hP
iw
= |—. 25b
qd D (25b)

For many purposes, it is acceptable to neglect the g,-
dependent term in Eq. (24). Let us temporarily make this
assumption. In the limit of small dissipation, the response
of the fluid becomes parametrically sharp as o is tuned to
a resonant frequency, which will occur when sin(gsL) = 0.
Expanding g; to linear order in w, this occurs when

id’? no’L i\/ELy
0 ~ sin(wL~d
sin(w “/_)C(’s(z(dﬂ) P Taatrp
id3? nw’L ivdLy
LA/ d)si .
+ cos(w ‘/_)Sln(Z(d—l-l) P 2d+ P
(26)
Hence, if
T nmwvs 27

o= L_\/ﬁ =7
we see that as w — 0,

PP g
2(d +1) PL

VdLy
toas 1)P>' (28)

And if T — oo and n — 0, so that dissipative effects are very
small, we see that the current J flowing through the contacts,
given in Eq. (24), is proportional to the inverse of a small
parameter. Indeed, these resonances correspond to the normal
modes of a one dimensional wave equation with standard
(closed-closed) boundary conditions. When the argument of
the sinh becomes large, then we cannot observe any more sharp
resonances. We numerically plot (24) for various values of 7
in Fig. 2.

As the assumption that Coulomb interactions are negligible
is best near the charge neutrality point (as we will discuss
later), we now assume that © = 0 and discuss the practical
consequences of (28) in d = 2 (relevant for experiments on
graphene). Let us first assume that the sample is perfectly
clean. At charge neutrality, then (d + 1)P = T's, and sharp
resonances occur when

sin(gsL) = sinh (

n - TL 1 L

s ~10n2  10n?ly
Ideally, we could observe at least n = 3 resonances, mean-
ing that experimentally L > Iy x 100n/s. If we use the
experimentally-derived estimate that /s ~ 10 [2], (1) implies
that L > 100 um, which is an order of magnitude too large

(29)
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FIG. 3. A plot of |J| as given in Eq. (24), and a comparison to
numerics, for 79 = 0.1, and otherwise the same parameters in Fig. 2.
Here we focus on the limit w — 0, where we see that J — 0.

for many experiments. Of course, if we only wish to see
the first resonance, or (as postulated in Ref. [2]) n/s is in
reality closer to 2, then L > 10 um may be sufficient, and
within experimental reach. Alternatively, we may say that if
n resonances are observed, then the ratio n/s is heuristically
bounded from above by (29).

Finally, let us also note that in the limit w — 0,J as given
in Eq. (24) vanishes—see Fig. 3. Hence, the signal we are
looking for is strictly finite frequency. However, the frequency
scale at which the vanishing of this signal disappears is w ~
D/L?, which (for realistic parameters for graphene) is about 1
GHz. Hence, for all practical purposes, this effect is incredibly
suppressed by the time we reach the scale of sound resonances
at ~30 GHz.

C. The diffusive limit

Figure 4 shows the consequences of adding y > 0. As
expected, the presence of electron-phonon coupling degrades
the sharpness of the acoustic resonances of the electron fluid,
surprsingly quickly, even when y ~ 0.04. We can estimate y
in charge-neutral graphene, following [43,44], assuming that

0.4

1
0 0.05 0.1 0.15 0.2 0.25
w

FIG. 4. A plot of |J| as given in Eq. (24), assuming ' = 1,L =
100,Cy = C; = 1,00 = 0.1, = 0.3, and 5y = 0.1, for different val-
ues of y. Upon increasing y, the strength of the observed signal
decreases exponentially, and fewer resonances are easily visible.
Furthermore, the maximal strength of the observable signal is set

by y.
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the electrons are noninteracting:
v DksT)

d+ 1P 22

~ 10" s7! ~ 1073 (natural units).
1 pm Vv,

(30)

Here, D is the deformation potential of graphene, py, is the
mass density of the graphene crystal, and vp, ~ 0.02vg is the
speed of acoustic phonons; appropriate numbers are given in
Ref. [43]. This simple estimate suggests that the effects of y
are rather negligible for a realistic experiment.

If y 2 (d+1)Pw, then we never see any resonances.
Defining

- d+ 1P
D:u 3D
dy
and
1w
w = - =, 32
q B (32)

we obtain from (24) that the current flow at the endpoints is
approximately given by

||’\4

sinh(¢. (L — x0))
sinh(g,, L) ’

It is straightforward to check that this function of w is

monotonically decreasing, and will admit no resonances.

At higher frequencies, neglecting viscosity, we may expand
¢s to first nontrivial order in w. (24) and (28) lead to

- d
|J|~exp[ m}’

(33)

- (34)
2(d+ 1P
and so even at high frequencies, the remnants of the ho-
mogeneous (electron-phonon) momentum relaxation channel
leads to exponential suppression of the signal. This effect is
readily observed in Fig. 4. We will see that the inhomogeneous
momentum relaxation channels do not have this property.
The absence of resonances in a diffusive limit implies that
the detection of nonmonotonic behavior in J(w) is a powerful

J

[nf) - aQ<aX;1 +9.(K ® i) — %BTHBM + So(x) + iwd(nji + sT) = 3:((€ + P)D),
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test for clean hydrodynamics in an electronic fluid. In contrast,
Ohmic models such as “hot carrier dynamics” [33] predict
monotonically decreasing J(w) once w > D/L?.

IV. COULOMB INTERACTIONS

In this section, we discuss the role of long-range Coulomb
interactions more carefully. As we will see, unlike for = 0
phenomena, at finite w it is important to account for such
interactions. As a “worst case scenario,” we will assume that
long-range Coulomb interactions are completely unscreened.
In reality, thermal fluctuations can lead to additional screening,
analogous to the Debye screening of ions in water [45], on the
longest wavelengths. Secondly, in an experiment such as in
Ref. [1], the presence of gates near the sample leads to image
charges ~600 nm from the sample, which modifies further the
Coulomb kernel beyond this length scale. Both of these effects
will reduce the complications of Coulomb screening—and
possibly eliminate them (qualitatively) when looking for sound
modes with wavelengths ~10 um. Nonetheless, itis instructive
to understand possible complications such Coulomb effects
could lead to.

Following [2,15], we account for long-range Coulomb in-
teractions by replacing 1o(x), the externally imposed chemical
potential, with the “external” electrochemical potential

o — @ = o — / dy K(x;y)n(y), (35)

where K is a long-range Coulomb kernel which we will
describe in more detail later. This causes two changes. Firstly,
the background is no longer given by u = pg, but by a
more complicated solution where p varies so that pu(x) =
o — @luo]. Since the hydrodynamic equations depend either
on u (through the local equations of state), or o — ¢ = u, it
is acceptable to “ignore” this effect through a redefinition of
Wo- Physically, this is the statement that the electronic fluid
only is sensitive to the electrochemical potential. The second
change is nontrivial, however. The linear response equations
now read

(36a)

nyfi +nou(K @) + 59, T — 3,(n'9,0) = [iw(e + P) — y]d, (36b)

3| no ji+ 0u(K @) — Lo T Y Y (36¢)

| nd — oo 0 N i) — —0, =iw| — —T), c
o oK T ot T ar

where K ® 7i denotes the convolution in Eq. (35), but only over
the linear response perturbation to the local charge density,
i = @un)it + @rm)T.

We now describe the form of K (x,y). The Poisson equation
governing the long-range Coulomb interactions in the physical
three spatial dimensions reads

(87 +82)p = —4man §(2), (37

where z is the out-of-plane direction, we have placed the
graphene sheet at z = 0, and « is the effective fine structure

(

constant, discussed in the introduction. In the infinite plane,
one finds

K(x,y) = —2aln|x — y|. (38)
It is helpful to Fourier transform this expression
5 2o _
(K ®)(q) = mn(q)- (39

In a finite domain, subject to the boundary conditions @g(x =
0,L) = 0,K(x,y) can be expressed as a Fourier series, which
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FIG. 5. A plot of |J| vs w for various values of 1y and oy, keeping I' = 1,Cy = C, = 1,u = 0.6,y = 0,x9 = L/2, and L = 50 fixed.
Vertical dotted lines denote the predicted resonances of (45) when ¢ = nz/L, forn = 1,3,5,....

we explicitly compute in Appendix F. For distances [x — y| <
L, it reduces approximately to (38).

A. Sound waves and plasmons

The normal modes of a fluid, accounting for long-range
Coulomb interactions, may be found analogously to Sec. IIT A.
We state the results—now explicitly plugging in for d = 2.
Assuming that n # 0, the frequencies of the normal modes are
given by the solutions to the equation

0=y —3iwP+1nq>

3iPg* ian|g| 2inw—3CPg?
+ . . (40)
2w 20 iw— Dg?* —oyalq|
We find a diffusive mode given by
90, P20
0q Hn 2 + ... (41)

2T (n? + oqy)(sdn — nd,s)

and propagating plasmon modes with

—i(y+6ma Poglq|)/24ma Pn?|q|—(y +6ma Poglq|)?
w~
6P

+0(¢*2,n).
When y < 6waPoglq|,

(42)

2ran?
3P

and when y > 6raPogylgq|, we find a damped mode with
w = —iy /3P, and a “diffusive” mode with

lg| —imaoglg| +-- -, 43)

2ran?
w=—i

lq1. (44)
In the dissipationless limit where y = ' = o, = 0, the prop-
agating modes have dispersion relation

2 2wan?
2 _ 49 4

2 3P

Equation (45) was found earlier in Ref. [38]; the above formula
is written in terms of simple thermodynamic quantities. Equa-
tion (45) recovers the well-known square root dispersion of
plasmons in graphene [46], interpolating between propagating
plasmons as ¢ — 0 and propagating sound modes as ¢ — o©.
The long-range nature of the Coulomb interactions, with
K ~ |q|~!, is responsible for the curious scaling of the second
term of (45).

w (45)

g1

Let us note a few things about these results. Firstly, by
studying the dissipationless limit, it is easy to identify the
diffusive mode (41) as associated with the dynamics of the
combination P + 2nan|q|’1ﬁ. Secondly, if n = 0, then no
matter how strong the Coulomb interactions are, the dispersion
relation reduces to that of simple sound modes. At finite
density, the excitations look like plasmons whenever

2 au?

~ —_—

T

< dran
~ 3P

Above this frequency, the propagating modes will look very
similar to ordinary sound. However, this crossover is quite
slow.

We show in Appendix F 1 that normal modes are exactly
present in our finite domain, with (39) obeyed exactly when
q = nm/L with n a positive integer. Hence we predict that
in our setup, at any odd n there is a normal mode in the
dissipationless limit when xo = L /2, so we expect to see sharp
resonances in J at the associated values of w, predicted by (45).
in Fig. 5, we numerically show this is the case.

(n < T). (46)

V. DISORDER

In this section, we will study the role of disorder on
the propagation of sound modes, and the observation of
resonances. Analogous to [2,41], we assume that disorder is
introduced via inhomogeneity in the chemical potential:

N
() = fig+ Y fy sin (? + ¢k), @7)

n=1

with p; and ¢ random variables. fiy denotes the average value
of the chemical potential, and N counts the number of disorder
modes that are included. Such disorder is externally imposed
on the fluid via charged impurities, and is known to be the
dominant source of disorder in graphene, for example [47].
We denote with u the strength of disorder, defined through the
variance of the chemical potential profile:

1 L
=Bl — i = / dx (W) — BoP. (48)
0

In graphene, the local u(x) does not fluctuate with heavy-
tailed statistics [47]. For this reason, we approximate that (¢(x)
consists of a sum of sine waves with random coefficients, as in
Ref. [2]. We assume that the 1, are independent and identically
distributed with a uniform distribution, chosen so that (48)
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holds. The disorder correlation length & is defined by

L 49
N (49)

For simplicity, in this section, we usually assume that
the fluid is on average charge neutral (to avoid, as much as
possible, the transition to plasmons described in the previous
section). Hence, we will set jip = 0 unless otherwise stated.

Disorder has a variety of interesting consequences. One of
them can be observed already at w = 0. Before, we showed
that there is no signal in our setup at w = 0, but in the presence
of disorder, we generally find a finite (though small) value of
|J(x = 0,0 = 0)|—see Appendix G.

3

A. Analytic results

Recall that x is the distance between our source of energy
and (one) boundary. The measurable signal at the boundary is
generically exponentially small in x:

Xo
. (50)
%_loc )

&joc corresponds to the length scale over which the fluid
effectively responds to our localized injection of energy, and
it is now our goal to compute of &, in a disordered fluid.
This allows us to understand what the limiting effects are for
observing signatures of sound waves in experiments. It is also
of interest from a theoretical viewpoint: we will discover mul-
tiple time scales between which the hydrodynamic response of
the disordered electron fluid is dominated by entirely different
processes.

For now, we will neglect long-range Coulomb interactions,
which allows us to derive some analytic results for &,.. We
will later justify this assumption when fip = 0 numerically.

So far, dissipative effects for the electronic fluid (viscosity,
electron-phonon coupling) have been entirely responsible for
finite &c. In the clean limit,

|J(x = 0)| ~ exp (—

1
— = [Im(gy)|. 61V}

gloc

For simplicity, let us focus on what happens as w — 0. If
y = 0 then

1 \/Ena)z

— = . (52)
‘i‘-loc 2(d + I)P
If y # 0, we instead find
1 d
_ 4wy (53)

Eloc 2d+ P’

In this section, we address how &, is modified in the presence
of disorder, both as w — 0 and at higher frequencies. The com-
putations of &, are much more involved in disordered fluids. In
some limiting cases, we may compute &j,. analytically. These
computations can be found in Appendix H—we summarize the
results here and discuss the physical interpretations. We also
caution the experimentally oriented reader that many of the
parameters we employ in numerical simulations in this section
are unrealistic for experiments—the numerical parameters are
chosen to make quantitative contact with simple theoretical

PHYSICAL REVIEW B 93, 245153 (2016)
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FIG. 6. Numerical simulations measuring &, as defined by (50).
We compare to the theoretical prediction given in Eq. (54), as @ — 0.
Each set of data points corresponds to a single disorder realization. All
simulations used d = 2, np = 0.1, Cy = C, = 1, L ~ 1000 (precise
values vary, but were unimportant), and « = y = 0. The y axis
has been rescaled for each curve in accordance with theoretical
predictions, and the only fit parameter in numerics is the overall
amplitude of J. Hence there is a constant offset in the vertical
direction, but the slope of the lines is not a fit parameter. The scaling
behavior ends when w < rc?, the predicted momentum relaxation

rate: for the simulations displayed, rc;l >T.

predictions. Some of these parameters can be made more
realistic using the rescaling symmetries (15).
As w — 0, assuming jip = 0, we generically find

1 dw (811)2 )
— =, ——— ) u%
5100 26Q(6 + P) 8“

Figure 6 demonstrates that (54) is indeed found in numerical
simulations. We can understand (54) as follows. The particular
power of w, which appears in Eq. (54), is consistent with
homogeneous diffusive transport on the longest length scales,
analogous to the case of momentum relaxation due to coupling
with acoustic phonons (22). Indeed, we may interpret (54) as

(54)

1 dw

— = , 55
5100 Tep ( )

where 1, is the momentum relaxation rate of the fluid due
to the inhomogeneous chemical potential [2].2 Equation (55)
holds even for fip # 0, and is derived in Eq. (H33). Upon
comparing to (53), it is natural to postulate (as is done almost
uniformly in the recent literature on hydrodynamics of electron
fluids) that (13) is a good model of dynamics in disordered
media, with y accounting for momentum relaxation due to all
channels—both electron-phonon coupling and disorder:
€+ P e+ P

= VYel—ph + .
Teff Tep

Yeft = (56)
Indeed, it was shown perturbatively in Refs. [2,41] that for
the purposes of computing dc transport (in higher dimensions
as well), we may approximate that the fluid is exactly

’In Ref. [2], 7., was computed by studying the thermoelectric
conductivities, which characterize the response of the fluid to uniform
electric fields and temperature gradients. That these two different
computations lead to the same 7, justifies our interpretation.
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FIG. 7. Numerical simulations measuring &, as defined by (50). We compare to the theoretical prediction given in Eq. (57), which is
the localization length for sound waves. We have split the data into two plots, to emphasize the scaling at slightly larger values of wé&. All
simulations used d = 2,09 = 19 = 1073,Cy = C, = 1,L ~ 2000 (precise values vary, but were unimportant), and @ = y = 0. The y axis has
been rescaled for each curve in accordance with theoretical predictions, and the only fit parameter in numerics is the overall amplitude of J.
Hence there is a constant offset in the vertical direction, but the slope of the lines is not a fit parameter. Each set of data corresponds to a
single realization of disorder; the “rugged” nature of some curves is related to high frequency resonances that are pronounced. The agreement
between numerics and theory is insensitive to the specific values of oy and 1, so long as they are small. Changing N corresponds to changing

&, through (49).

homogeneous, but with a correction to y due to the disorder
in the chemical potential. This can be understood on rather
general grounds at the quantum mechanical level [48].

However, this “relaxation time approximation” is not al-
ways accurate for spatiotemporal dynamics at finite frequency.
(1) Even at rather small values of w. Equations (22) and (56)
predict that only when wt,, 2 1 will we see the breakdown of
(54). In fact, Fig. 6 shows the breakdown of the &,. ~ w12
scaling when wt., ~ 0.01, in some cases. Hence, at finite
frequency, approximation (56) will fail.

(2) We predicted in Eq. (34) that (56) implies that |J| is
always exponentially suppressed, even when wt¢, >> 1. In Fig.
9, we will show that the exponential suppression of resonances
is far less pronounced for actual disordered systems.

Why does approximaton (56) fail? An intuitive argument
is as follows: Eq. (54) appears independent of the disorder
correlation length &, defined in Eq. (49). However, if we send
a finite-frequency sound mode through the fluid, we expect the
response to be different depending on whether or not w¢§ < 1
or w& > 1. In the latter regime, the wavelength of sound is
very small compared to &, and so locally the medium will look
completely homogeneous. The WKB approximation suggests
that once w& > 1, a sound mode should hardly feel the effects
of the disordered background.

This intuition is almost—but not exactly—correct. Ne-
glecting dissipative effects in the equations of motion, when
wé ~ 1, waves may become classically Anderson localized.?
As a wave phenomenon, Anderson localization has been
studied in a variety of disordered classical wave equations
[49,50]; the localization of classical sound has even been
observed experimentally in solids [51]. The breakdown of
(56) will be due to the onset of a regime where Anderson
localization dominates the response.

3In truth, waves are always localized in low dimensions, but when
w& > 1 the localization length is essentially negligible for practical
purposes.

Equation (52) suggests that when 7 is small, if y = 0 then
there is a very large window over which the dissipative decay
of sound waves should be negligible (at high frequency). So
let us focus on the (for now, heuristic) limit where 7,0, — 0
and £ — oo. In this limit, @ ~ 1/& should be small enough
so that viscous dissipation is relatively weak. Neglecting
dissipative (1),y,04) terms in the hydrodynamic equations, we
find in Appendix H that the dynamics reduces to a simple
inhomogeneous wave equation. Once wé < 1, a calculation

reveals that
1 2dn* (9on 2y 57)
foc 5 \du) (Tswpgd

For the first time, we see that &, can be finite even in a
dissipationless* fluid, so long as there is disorder. The inter-
pretation of this is natural. (57) is the Anderson localization
length of classically localized sound waves. In contrast to (54),
(57) predicts that the decay of the signal now decreases as
w increases. Figure 7 demonstrates (57) can be observed in
numerical simulations.

We have seen that the localization length of sound modes
can control the response of our fluid to a localized perturbation
at frequencies w& ~ 1, and that this response is effectively
dissipationless. Itis rather strange, then, that the response given
by (54) as w — 0 is a dissipative response (as &, depends on
0y). To understand how this can occur, we first note that the
dissipationless hydrodynamic equations become ill-posed at
o = 0: we find two conservation laws (entropy and charge)
which are inconsistent with one another when o, = 0 [2].
Hence dissipation is necessary to even have a well-posed set of
equations. More physically, the presence of conservation laws
means that the full, dissipative hydrodynamic equations of

“Here, we are using the term dissipationless to refer to the fact that
entropy production vanishes. Energy and momentum can, however,
be exchanged via coupling to the external chemical potential.
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FIG. 8. A plot of |J| vs e for various disorder realizations. We
used parameters L = 1000, o9 =19 =0.01,Co =Cy, =1, and y =
0. Dashed lines have u = 0.1 and solid lines have u = 0.2. Note in
particular how all solid lines overlap at small frequencies, independent
of N (and thus &), in agreement with (54). The transition between
(54) and (57) is qualitatively visible. We also caution that data points
with |J| < 107 may be unreliable as our numerical computation
employs double-precision arithmetic.

motion must have delocalized modes at w = 0, corresponding
to the transport of conserved quantities. These delocalized
modes suggest that the true localization length must diverge as
w — 0, in a manner which is consistent with (54) [52,53].
Indeed, when (54) holds, the localization length of the
eigenstates of the hydrodynamic equations may generically
grow faster than w~'/2, and will not generically equal &. This
is acceptable: at low frequencies, dissipative processes—and
not wave interference—are responsible for the spatial decay
of the signal which is measured by &,.

We thus find that disordered electron fluids are rather
interesting. At both low and high frequency, hydrodynamic
dissipation (o, and 7n) plays a crucial in the spatiotemporal
dynamics. However, there may be a broad range of inter-
mediate frequencies, near w& ~ 1, where dissipative effects
become rather negligible. In sharp contrast to clean fluids,
where ideal hydrodynamics emerges on very long time scales,
ideal hydrodynamics is best probed in an electron fluid at
strictly finite frequencies.

So far, the discussion of the difference between (54) and
(57) has been qualitative. in Fig. 8, we show numerically the
transition from (54) to (57) and beyond. In the Appendix, we
discuss this transition a bit more quantitatively. The punch line

0.15

0.1
=
0.05
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is as follows: the momentum relaxation time approximation
(54) is quantitatively accurate for

oS o= Avs, (58)
where Ap is a dimensionful quantity, dependent on the
thermodynamic equations of state, but seemingly not on u.
We expect that above this scale, but below w& ~ 1, (57)
properly describes the response. Since (58) scales as &2,
as & — oo, there can be a parametrically large regime of
frequencies where the classical localization of sound waves
dominates the nonlocal response in our setup. Interestingly,
the localized response is larger than the response predicted by
(54).

The theory that we have discussed is particular to one-
dimensional disorder. As is well-known, localization becomes
much weaker in higher dimensions [54]. This one-dimensional
theory is probably not relevant to experiments, except in very
long and thin samples. Nonetheless, the qualitative signatures
of Anderson localization may show up in experiments, as we
will detail in the next section.

B. Numerical results

Figure 8 compares the signals between two different
disorder realizations; on a logarithmic scale, we see that
for the large samples being studied, the difference between
disorder realizations is qualitatively rather minor. However,
keeping in mind the relevant length scales for graphene, we
note that L = 1000 is about a factor of 10 larger than what is
currently feasible. Hence we now turn to numerical simulations
in smaller samples, where finite size effects are important,
to discuss the practical feasibility of our setup. Figure 9
compares the response six disorder realizations for samples
with a smaller amount of disorder. We see that depending on
the ratio C»/ Cy, the response is more or less sensitive to the
particular disorder realization, especially as w increases. At
smaller values of C,/Cy, we see that higher order resonances
(n=15,7,...)occur at frequencies similar to the clean theory,
whereas at higher values some samples either do not have
visible resonances, or these resonances do not appear at the
same frequencies.

In Fig. 10, we demonstrate the effects of increasing disorder
strength for a large variety of different possible equations of
state. In each case, we assume that jiy = 0. Below we comment
on general lessons. (1) We see that when oy is small enough,

0.15
w

0.2 . 0.3

FIG. 9. A plot of |J| vs w for six disorder realizations. We used parameters fip =0, N =8, L =100, oy =1n9o=0.1, Co =1, y =
0, and xo = L/2. (Left) C, = 0.3. (Right) C; = 1. In the left panel, we see a generic alignment of higher order resonances in w between
disorder realizations. In the right panel, we see hints of localizaton at small frequencies, and spurious resonances at higher frequencies.
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vs w for fip = 0.1 and a single disorder realization, but with the amplitude of disorder rescaled. Parameters
a=0,Co=C,=1, y =0, xg =L/2, and ny = oy = 0.1, with the following exceptions: (b) ny = oy = 1;

(c) y =0.02; (d) C, =0.3; (e) op = no = 0.01; and (f) op = 1. Extensive comments on this figure may be found in the main text.

the effects of localization become quite severe. This follows
from the fact that 1/&,c ~ 00—1/ %in Eq. (54). This is especially
visible in (e), which is reminiscent of Fig. 8. As oy increases,
we first observe the effects of localization becoming less and
less important, albeit visible in (a), and the main challenge is
that resonances are shifted away from their ideal frequencies.
Once o0y is large enough, then higher order resonances are not
quantitatively shifted from their predicted frequencies.

(2) The dominant effect of viscosity near charge neutrality
determines the sharpness of resonances, as well as the number
of visible resonances: compare panels (a), (b), and (f).

(3) As we emphasized in this section, momentum relaxation
due to electron-phonon coupling is qualitatively distinct at
higher frequencies, compared to momentum relaxation due to
disorder. This is most evident in panel (c), where we see that
the dominant effect of electron-phonon scattering, encoded in
¥, is simply to reduce the overall signal J, as well as further
broaden the resonances. Other qualitative features of (c) are
shared with panel (a), which has identical parameters up to
y = 0: shifting of resonances at large disorder, and hints of
localization at stronger disorder.

(4) As in Fig. 9, we see that when C, ~ dn/du is smaller,
the signal becomes much cleaner, at all disorder strengths: see
panel (d).

Figure 10 neglects the effects of long-range Coulomb
interactions. In Fig. 11, we demonstrate the consequences of
long-range Coulomb interactions in disordered samples. The
key points are as follows. (1) Depending on C,, the effects of
Coulomb interactions when disorder is taken into account can
either nearly destroy resonances (a) and (b), or have relatively

minor effects (c)—(f). In the Dirac fluid, it is predicted [see
(A2)] that C,/Cy is closer to 0.3, suggesting that the effects of
Coulomb screening may not be as severe in experiment.

(2) If finite « not outright destroy resonances, as in panels
(c)—(f), then they do not shift substantially the locations of a
given resonance. Indeed if disoder is weak, as in panel (e), it
is possible for the signal to be practically immune to «.

(3) In panels (c)—(f), increasing « decreases the amplitude
of the observable signal, though this effect rarely destroys
resonances outright.

(4) Perhaps surprisingly, some of the features of localization
(lack of low w resonances) are visible irrespective of the
strength of nonlocal Coulomb interactions. This effect is most
evident in panels (a) and (d).

VI. OUTLOOK

In this paper, we have theoretically demonstrated that
charge neutral strongly interacting electron-hole plasmas that
arise in ultrapure solid state systems, such as the Dirac fluid
in graphene, have sharply defined sound modes that can be
observed upon injecting energy into the system at a modulated
rate. At the charge neutrality point, we have emphasized that
the acoustic resonances are essentially immune to any possible
long-range Coulomb screening, and are also robust to moderate
amounts of disorder.

A. Experimental viability of ac response in graphene

Is the detection of such acoustic resonances experimentally
plausible in graphene? As we noted earlier, our setup is
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FIG. 11.
as follows: N =8, Co =1, C, =0.3, y =0,xp
(b) ng =09 =1;(d) N =20; (¢) u =0.1; and (f) y = 0.02.

somewhat similar to the setup in Refs. [33-37], where a laser
locally injects energy into the sample. The crucial difference
in this paper is that energy is not injected at a constant rate,
but instead at a finite (angular) frequency w.

The most important question to ask is whether or not it is
feasible to drive the electronic system in the linear response
regime. Here we make a crude estimate of this. The total energy
rate injected into the system is given by

it = T'W ~ hwpm X agwm, (59)

where W is the transverse width of the sample, wgy is the
(angular) frequency of laser light, and gy is the rate at which
photons are absorbed. In principle, we require agy = , where
w is the modulation frequency of the signal. Assuming W ~
10 um, w ~ 100 GHz, and wgy ~ 1000 THz, we obtain

(60)

~ 10" 2~ 102
e+ P S
Hence the velocity of the excited fluid is much smaller than
vr and indeed the velocity of the electronic fluid should be
small. At an extremely sharp resonance, linear hydrodynamics
would break down—however, this is acceptable since there
would nevertheless be strong evidence for a resonance.

The most serious challenge is to detect the rapid changes in
the electric current at angular frequency w. Plasmons have been
detected at w > 1 THz [55-57], but such high frequencies are
beyond the regime of validity of hydrodynamics. It may also be
easier to study the second order response to a finite-frequency
drive, which will contain an @ = 0 component. This static
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A plot of | J| vs w for fiy = 0 and a single disorder realization, but with the amplitude of « rescaled. Parameters are generically
=L/2, no =09 =0.1, and u = 0.2, with the following exceptions: (a) and (b) C; = 1;

response will be easier to detect experimentally, given the
challenges with driving the electronic fluid at v < 1 THz.

It may also be possible to use optical transmission exper-
iments to detect signatures of hydrodynamics (see Ref. [58]
for a theoretical model in a Fermi liquid). However, here the
“bumps” in the signal are exponentially suppressed, in contrast
to the resonances in Fig. 2.

B. Open theoretical questions

The main theoretical development presented in this paper
is the analysis of nonlocal finite-frequency response of
disordered electron-hole plasma. With or without Coulomb
interactions, we see that the finite-frequency response can
behave qualitatively differently from the response predicted
by “momentum relaxation time” theories, at parametrically
smaller frequencies than predicted by 7., as given in
Eq. (56). Hence these toy models of disorder can exhibit
qualitatively different finite-frequency response than other
models of disorder. This almost certainly has relevance
for many other quantum systems, including those studied
using holographic duality, where similar cartoons of disorder
which neglect inhomogeneity are quite popular [59-61]. We
expect the dynamical response of disordered electron fluids to
hence be much more interesting—especially on intermediate
time scales—than previous studies would suggest. It would
be interesting to investigate this further in future work.

Deep in the Fermi liquid regime, it is possible to crisply
use nonlocal electrical measurements to detect viscous elec-
tron flow [10,11,13]. However, near charge neutrality the
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energy-momentum and charge sectors decouple within hy-
drodynamics (up to charged disorder). Indeed, Ref. [13]
found no experimental evidence for viscous electron flow
at charge neutrality. In this work, we have focused on
finite-frequency response as a way to detect hydrodynamics
near charge neutrality, but it is also important to develop
tests for time-independent hydrodynamic flows near charge
neutrality. Thermoelectric transport has been one proposal
[1,2,40], but there may be a nonlocal measurement which
provides complementary evidence for hydrodynamics.

Although we have focused on graphene in relating our
theory to experiment, there are other materials of interest,
which are charge neutral, including recently realized Weyl
semimetals [62—64]. It would be of interest to observe sound
resonances in any such electron-hole plasma.

Finally, it is of great interest to move beyond the linear
response regime when studying hydrodynamic electron flow
in solid-state systems. Indeed, experimental observation of
nonlinear hydrodynamic phenomena such as turbulence would
be remarkable. However, electron fluids are complicated by
the breaking of boost invariance by Coulomb interactions,
mediated by the true speed of light ¢, and so the equations
of state may pick up a complicated velocity dependence.’
Whether or not these effects have a qualitative change on
nonlinear flow patterns is an important question for future
study.
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APPENDIX A: DIMENSIONAL ANALYSIS

Here we present the relevant energy, length, etc., scales for
graphene, assuming temperature 7 ~ 100 K:

velocity ~ vg ~ 10° m/s, (Ala)
length ~ % ~ 100 nm, (Alb)

kgT
time ~ i ~ 0.1 ps, (Alc)

kgT
energy ~ kg7 ~ 100 K~ 0.01 eV, (Ald)
conductivity ~ % ~0.25kQ7. (Ale)

For example, we frequently plot the response in the main
text as a function of frequency. w = 0.1 refers to w = 0.1 x
10" 57! = 10"2 s~!. We also note that chemical potential
scales as energy, and charge density scales as [length]™¢, in
our notation.

5This phenomenon seems to be hinted at in Ref. [65] and may be
an entirely quantum mechanical effect.
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For the Dirac fluid, kinetic theory predicts that at leading
order in « [3,4,17,18]:

Cy ~ 3.4402, (A2a)
C, ~ 0.88a2, (A2b)
oo ~ 0.12072, (A2¢)
no ~ 0.45. (A2d)

APPENDIX B: BOUNDARY CONDITIONS

Here we justify the claim in the main text that the hy-
drodynamic equations are well-posed with Dirichlet boundary
conditions only on ji and 7. More precisely, we will show that
four boundary conditions are sufficient to fix the problem. To
do so, let us consider a junction between two domains R_ =
[x_,x0) and R, = (xp,x.] where we have a solution to the
differential equations in the domains R_ and R separately. We
will show that there are two linearly independent constraints
relating i, T, and their first derivatives.

Let us begin by supposing that d, t(xg) = 0. Using that all
parameters in the hydrodynamic equations are functions of u,
we conclude that all parameters in Eq. (13) are locally constant
at xo. Then we obtain a constraint equation

(€ + P)d,v = iwd(nji +sT) + Sp. (B1)
Upon plugging this equation into (13b), we obtain
no i + 59,7 — —L—a. [iwd(nji + sT) + Sol
e+ P
= [iw(e + P) — y]7, (B2)

which provides us a linearly independent constraint equation.
At this point, we can see that we may locally remove both & and
d, U and are left with two independent second-order equations
for i and T'; hence we have exhausted our constraints.

If 0, # 0 locally, then we follow a similar procedure,
beginning with the first constraint:

|:nﬁ —0q <8X;1 — %8x7~‘>1|

_ 3:((e + P)b) — Sy —iwd(nfi + sT)

B3
m (B3)
Now, taking the derivative of both sides, we obtain
on _ n on -
iw| — —
o T ar
s 70,(e + P) + —Sy — iwd(nji + sT)
7 !
P
Ea+ 825. (B4)

Equation (13b) gives us a linearly independent expression for
8?17 in terms of /ZL,T,T) and their first derivatives. Hence we
find a second linearly independent constraint, just as before.
Again, this set of constraints is exhaustive, and the remaining
equations are independent second order equations for fi
and T

A heuristic argument for the reason that there are 4
independent modes to these equations from the fact that
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there are a pair of sound modes and an independent diffusive
mode. Each such mode would correspond to one second order
differential equation, implying that in total there are four
boundary conditions to fix.

APPENDIX C: NUMERICAL METHODS

We solve differential equations numerically using standard
pseudospectral methods [66]. We discretize the spatial coor-
dinate x into a list of N points {x;} = x. We further discretize

N—-1 N
fi(x) ~ Zmn(%) =Y @fix),  (C
a=0 i=1

where fi, are coefficients, T, is the Chebyshev polynomial
of order «, and fi; = ji(x;). Exactly at the grid points of
interest, the discretized vector is chosen to agree with the
exact function; away from these points, we interpolate the
true function with a sum of polynomials. Defining the 3N x 1
vector

), T, o T o), 5(x1), -, 5ew))T
(C2)

u= (/:L(xl), NN

and definining an appropriate N x N (nonlocal) derivative
matrix D, acting on ji; to approximate 9, fi(x;), differential
equations of the form (13) may then be written as

Lu=s (C3)

with L a 3N x 3N matrix which is built as follows: local
functions such as n(u) are turned into diagonal matrices with
entries n((x;)), and 9, is replaced by D.

It is straightforward to implement K ® 7i numerically. K
becomes a nonlocal matrix acting on a discrete vector of
data7i; = fi(x;). Hence, as a discretized matrix, the Coulomb
kernel K becomes

K. ~ St +Xj-1
ij ~ )

with straightforward modifications for the endpoints.

— Dy,
5K (x.x)), (C4)

1. Domain decomposition

For more complicated problems without long-range
Coulomb interactions, we employ domain decomposition
[67] to greatly increase the number of grid points in the
computational domain. The essential idea is as follows: we
divide our total grid

L L L L
0,0]=]0,—|u|=2=|u.-.ulL—-—=.L]|
Ny Ny Ny Ny

(C5)

In each domain, we solve an equation of the form (C3), subject
to the boundary conditions fi and T fixed but arbitrary at the
endpoints; hence, we solve the equation four times in each
domain, to account for all possible linearly independent sets
of boundary conditions.

We then must glue the domains together. We demand
continuity of ¥ and 9./, which we have found to be
more numerically stable at extremely low frequencies than
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continuity of d, 7 and 9, i. This leads to a second linear algebra
problem, which we may solve for ji and T at all (interior)
endpoints, as i(0,L) = 7(0,L) = 0. Once we have fixed the
interior values of i and T, we may glue the solutions in each
domain together to find a global solution.

APPENDIX D: GALILEAN INVARIANT FLUIDS

In this Appendix, we briefly review the theory of sound
waves in ordinary Galilean invariant fluids [68]. Galilean
invariance imposes a slightly different form of the constitutive
relations than (9). In particular, it is no longer appropriate to
think about a relativistic stress-energy tensor—such a tensor
would no longer be isotropic, as the momentum density and
energy current are distinct. The linearized conservation laws
for “charge,” energy, and momentum read

01 +no,v =0, (D1a)
mnd v+ 8, P — 08?0 =0, (D1b)
8&+ (e + P)d, b — kod?T = 0. (Dlc)

In many cases—such as the classical fluid water—the “charge”
conservation listed above is not conservation of electric charge.
However, Galilean invariance affords an additional conserved
quantity, which we commonly take to be particle number. In the
above equations m is a mass parameter, and «, is a dissipative
coefficient.

We emphasize that «, is distinct from o,,. In a relativistic
fluid, the energy current is proportional to the momentum
current, but in a Galilean-invariant fluid, the particle current
is proportional to the momentum current. This has important
consequences for dissipation, as we will shortly see.

It is straightforward to construct the dispersion relations
associated with (D1). One finds a diffusive mode where P ~ 0
and

o ~ —iDk> (D2)
and a pair of sound modes:
w ~ +ck —ilk?, (D3)
with
) 1 /0P
cc=—|— , (D4a)
m\on/,
Ko
D= —M— (D4b)
Tn(dr(s/n))p
I = 77/ @(anT)s/n(aeP)n
YT 2mn 2 (8,P)gm

o Kq oT i
- 2mn+2Tn[<8(s/n)>n <a(s/n)>P]‘ (Ddc)

As standard, thermodynamic derivatives with objects outside
parentheses imply that the derivative is taken with the external
quantity held fixed. The thermodynamic identity

e+ P

Tnd> = de — dn (D5)
n

is helpful to simplify the resulting expressions above.
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There are two points worth emphasizing, to contrast with
the theory of sound waves in the gapless relativistic fluids.
(1) A gapped relativistic fluid (or more generally, a relativistic
fluid with a third energy scale beyond w and T') will also have
I's not proportional to n'. I's ~ 1’ for “relativistic” electron-
hole plasma, where measuring sound attenuation can directly
measure the viscosity.

(2) In Ref. [38], the dissipative structure of the above
equations was used (the energy current had a dissipative con-
tribution). While this hydrodynamics is suitable for Galilean
invariant fluids, we see that the charge neutral (n — 0) limit of
(D1) is very singular, with the momentum and charge currents
identically vanishing. It is necessary to use the hydrodynamics
presented in this paper for a consistent theory of sound in
charge neutral fluids such as the Dirac fluid in graphene.

APPENDIX E: DRIVING A CLEAN FLUID

Recall from (17) that the dynamics of P and —the only
variables sourced by S—decouple from 7 in a clean fluid.
Keeping w fixed, the solution to the wave equations is

p— {Asin(a)x/vn) 0<x<uxp

Xo<x <L’ (ED)

B sin(w(L — x)/vy)
as we impose boundary conditions at x =0 and x = L are
that the electronic fluid does not exchange momentum with
the leads. Indeed, one can readily see from (17b) in position
space that P = 0 implies 9,7 = 0, and hence the perturbed
stress tensor will vanish at the boundaries. Further integrating
over the equations at x = xp, we find that

r

ﬁ(x(‘f) —0(xy) = m, (E2)
and that P is continuous at x¢. Using that
3P = dliwd + P —y —ng?]. (E3)
we fix
=— d [ia)(d +1HP —y — nqz]
(d + 1) Pgssin(gsL) )
x sin(gs(L — xo)), (E4a)
I .
B = [iwd + DP —y —ng?]

" (d + 1)Pgsin(gsL)

X sin(gsxo). (E4b)
Hence the velocity field is given by
sin (gs(L—
H(x)= _(d+r1)P smiiqn((q,L;CO)) cos(gsx) 0 <x < xp
- I sin(gsxo) .
@+nP Sslirxll(zs)z)) cos(gs(L —x)) 0<x <xg
(ES)

As we mentioned in the main text, 7i is slave to P in a sound
wave. The precise relation is

) iCq2(d + )P
(i — Dg?)it = nd, o+ Co2P = (n + M)axs.

dw
(E6)
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Hence, in a sound wave, the electric current is given by

N iC2d+ 1P\ i
J = 5 U. E7
(n + dw iw — Dq? Y E7

Equation (E2) implies that J is not continuous at x = xo,
which violates the equations of motion. Hence we must add to
our solution a charge diffusion mode which makes the net
J continuous at x = x. This diffusive mode (which only
involves 71) takes the form

0<x<uxg
Xo<x <L’

(E8)

SN sin (qa(L — X)) sin(gqx)
Alx) = ¢ x {sin (gaxo) sin(qs(L — x))

where c is a constant to be determined. Note that, as required,
7i is continuous at x = xo. Employing (E7), that the diffusive

mode above creates electric current / = —Dd, 71, and requiring
continuity of the net J at x = xy fixes
. iCq2(d+1)P iw r
Dsin(gsL)c = > .
qaD sin(gaL)e <n + dw iw—Dq? (d+1)P
(E9)

From here, it is straightforward to obtain (24).

APPENDIX F: COULOMB KERNEL IN A FINITE DOMAIN

In a finite domain, the Coulomb kernel K (x,y), defined via

Px) = /dyK(x,y)ﬁ(y) (F1)

is not translation invariant. We construct it by solving (37) in
a Fourier series, assuming a point source 7i = §(x — y):

(87 +07)@ = —dmad(x — ¥)8(2). (F2)
K(x,y)is then given by @(x,z = 0). Away from z = 0 we may
solve (F2) in a Fourier series:
> nwx
= /L gjn —— F3
¢ X_; one sin = (F3)

Integrating (F2) over z = 0, we find that

© onrw . nmx
- Z = gnsin =~ = —4mad(x —y), (F4)

from which we find
2nmw 2

T

oo . nrx 8ma . nmwy
dx4mad(x — y)sin = sin ,
0 L L L

(F5)

so we conclude that

n
. “~da . nmx . nmwy
K(x,y) = n}n_r}oo Z — sin - sin - (F6)
n=1

In our numerics, we evaluate K(x,y) by keeping rnp,x > 1
finite. in Fig. 12, we show that our calculation of the acoustic
response is not sensitive to 7y, ONCE Ny =, 50. All plots in
the main text use ny,,x = 200.
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FIG. 12. A comparison of | /| as a function of w, for more precise
estimates of the Coulomb kernel K(x,y) (parameterized by 7.x).
We show the response in a clean plasma with the parameters L =
50, e =1, Co=Cy =1, ny =00 =0.01, and fip = 0.6, with 571
grid points. Rapid convergence is observed so long as 7y, 2 50.

~

1. Normal modes

Here we justify the claim that in the main text, this
finite-domain Coulomb kernel nonetheless supports the same
plasmonic modes of the infinite plane, subject to the constraint
q = mn /L, form € N. To do this, we simply note that

mi

L
/ dy K(x,y)sin
0

nwx . nmwy |

1
S—
=
QU
<
i\g
|-l>
Q
2
=
)
2
=]
|
2
3
o™~
<

) (F7)

as all terms in the sum over n vanish by orthonormality, except
for the term where m = n. Hence we see that K ® 7ii ~ 7i as
promised in the main text, with the proportionality coefficient
given in Eq. (39).

APPENDIX G: ANALYTIC DC RESULT

In this Appendix, we analytically compute J in the case
® = 0. Assuming S(x) = 0 locally, both the charge J and
heat current Q are exactly conserved [2], giving us a simple
expression for the velocity

J
Q0 , w_
e+ P e+ P

(G1)

U=

We have the remaining two equations

Ts - no N w. o~
E—I—PJ_ 6+PQ=—0Q3XM+6Q?8XT,
(G2a)
8x<n8x ad )f+8x<778x >=n8xﬂ+S8xT.
e+ P e+ P
(G2b)
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Upon solving these equations, we obtain

- Ts)?
o =J ~ x| nOx ~ - Is)
e+ P €+ P oo(€ + P)?

Tsno ~
L (naxi . (G3a)
oole + P)? €+ P e+ P
- T?sn T 7 -
0, T = + o noy—— ) |J
oole + P> €+ P e+ P
Tn’>Q
+ —8)6 7’/3x Q - & Q .
e+ P e+ P oole + P)?
(G3b)
Assuming S = I'§(x — xg), then J is a constant and
0(x) = 0(0) + T'O(x — xp). (G4)
Defining the spatially averaged heat current as
~ X0 ~
Qo=TI(1- T + 0(0), (GS)

in the thermodynamic limit we find, upon demanding that
a0) = (L) =T(0) =T(L) = 0:

i n 2
— 9,
L\e+P "e+P/,_,

2
= H
=—JE|n| o
|:77( €+P> *

(Ts)>
og(€ + P)?

~ Tsn nw 1
+Q°E[m—"axe+—paxm] (G6a)
c(rres)
L\e+P “e+P/) _,
sz|: Tsn -y " ) 1 :|
oq(e + P)? €+P e+ P

~ 1 2 n?
—QoE[n<3xe+P> + JQ(e+P)2}’ (G6b)

where we denote E[---]= L™! fOL dx ---. This set of two
equations is straightforwardly solved for J. In the weak
disorder limit, we find

Frcp|: dnn?d, ]
L L(@+DPy],_,

where we have defined 7, in Eq. (H33).

J =~

(G

APPENDIX H: LOCALIZATION
1. Short wavelengths

We begin by studying the localization problem at short
wavelengths (a notion which we will clarify in the course
of the calculation). For simplicity, we neglect the dissipative
terms in the equations of motion, which themselves lead to
the decay of sound modes—our purpose here is to isolate
the effects coming from classical Anderson localization (and
hence beyond the “mean field” descriptions of disorder which
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frequently appear in the literature). The equations of motion
(13) are, without microscopic dissipation,

0 = —iwit + 3, (nd), (Hla)
nidep = —iwd P + 8,((d + 1)PD), (H1b)
id = —iw(d + 1)PD + 3, P. (Hlc)
Defining the energy current
M=+ 1P (H2)
and the parameter
G= m (H3)
(H1) can be reduced to the equation
M+ ,°T = (Goju) T + ((d + D3, w3 (GIT),  (H4)

where we have defined k = a)\/ﬁ , as usual.

Next, we employ a trick from [69,70] in order to calculate
the localization length of short wavelength (large k) sound
waves described by (H4). To do so, we define the two functions
r(x) and 6(x) as

(H5a)
(H5b)

[T = rsind,
9,1 = kr cos.

If there was no disorder, then the solution to these equations
would be r = constant and 6 = kx. Our goal will be to
perturbatively construct a solution accounting for the disorder.
Upon plugging in Eq. (HS) into (H4), we obtain

Oyr _ Ul + cos(20) sin(20)v7 (H6a)
r 2 2
9,0 — k = —%’ $in(26) — I_CTOS(ZQ)V, (H6b)
where we have defined
U=Wd+1)Gou, (H7a)
b @+ DG+ Gotu )

k
At first order in ¢/ and V, we find that

0 ~ kx — % /x dx’ [sinkx"U(x") + (1 — cos(2kx")NV(x")]
0

= kx 4+ 0(x), (H8)

and hence

rx) (Y, , 1+cos(2kx/)_ ) A
In @ ~ /(; dx |:Z/I(x )(—2 sin(2kx")6 (x ))

N <%’“) + cos(zkx’)é(x’)> V(x’>]- (H9)

We wish to isolate the terms in the above expression where the
integrand is, on average as a function of x, a constant. In this
case, we will find

o |

n ~ )
r (0) Eloc

(H10)
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with & the localization length of the Anderson localized

waves. The most obvious such term is Z/(x"). However, upon

recalling the definition of ¢/, we note that
olnP 0 InP

n
Ux) = =0 = KN
(x) pOxht o iz o

(H11)

and so in fact this term is a total derivative which will
not contribute parametrically to the integral. The dominant
contributions to this integral come from expanding out 4, and
re-arranging terms. For example,

U(x') sin(2kx")F(x")

0
= —% f dx"U(x") sinkx ) {U(x'+x") sin(2k(x'+x"))

—x/

+[1—cos2k(x" + x"NIV(x" + x")}
= —‘1—1 /i dx"[coskx"YUGUG + x")
— UV + x7)sin(2kx™)] + O(sin(x"), cos(x)).
(H12)
Collecting the pieces in which the integrand is independent of

x’, and assuming the disorder distribution is stationary (in x),
we obtain

0
; _ % / dulEUOUw) + V(O)V(u)] cos(2ku)
loc

—0Q

—E[UO)V () + V(O)U(u)] sin(2ku)]. (H13)

The localization length of sound modes of frequency w is
inversely proportional to certain disorder autocorrelations at
frequency 2v/dw.

To make further progress in analyzing (H13), let us now
specialize to the case where the fluid is overall charge neutral,
and assume that wé < 1 and that u(x) < T. In this limit, I/
may be neglected relative to V. We further assume that w(x)
takes the form

N
T .
pe) ~ 26 = Y @ (HI4)
Xo n=—N
with so and xo the entropy density and charge susceptibility

x = 9,n of the clean fluid, ay = 0 and a, zero mean (complex)
Gaussian random variables obeying a@,, = a_, and

2 8w—m
2N’

E4[- - - ] denotes averages over the quenched random variables
a,. This normalization is chosen so that

Eailanan] = u (H15)

(n # 0).

N
EJEnG) = Y Edlana, B[ /L]
m,n=—N
-y u—z—uz (H16)
£ 2N

consistent with our definition of # in the main text. Henceforth,
we will usually be sloppy about distinguishing between
E[---] and Ey4[- - -], which we expect are equivalent in the
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thermodynamic limit. Defining

K, = 2 (H17)
m — L £
we obtain from (H7b)
_ X0 2 i(k +kim ) x
V) = ——2C 37 + Dkoko + k2 |aname .
Tsovdw k%: [ ]

(H18)
Using Wick’s theorem, and neglecting an overall constant
contribution,

2
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The result is independent of L, as it should be. Hence we
obtain the expression for &,. quoted in Eq. (57).

For w& > 1, then we obtain a finite value of &, by either
extending our perturbative calculation to higher orders, or
using very high order corrections to the equations of state,
which enter the equation through ¢/ and V in nontrivial ways.
In particular, 1/(e + P), and hence U/ and V), will generally
contain Fourier modes of arbitrarily large wave number, as it
is not a polynomial of fixed order in p(x). We expect such
effects to be suppressed as (u/ T)“* when w& > 1.

4
Xo u 2 ,72\2
EVOV@)] = ———— —(2(d+1)kmk,,+km +kn)
d(T sow)® % 8N> 2. Long wavelengths
x el thn)x 4 conctant. (H19) As w — 0, the corrections to the equations from n and oq
) cannot be ignored. The reason for this is simple—as noted in
Next, consider for k; # 0: Appendix G, at w = 0 both the charge and heat currents are
1 L ' conserved. Without dissipative corrections to hydrodynamics,
=3 / dxE[V(0)V(x)]e™ ™~ this means that n = constant and s = constant. But n and s
1o (ki) 0 are not proportional in an inhomogeneous medium, and hence
L on ut 2+ (k )2 the hydrodynamic equations become ill-posed. It is crucial
~ 8N d(Tsow)? SN Z ( m + (kn + ki) to account for dissipation to resolve this discrepancy, and as
ke noted in the main text, this leads to interesting @ dependence
—2(d + Dk (ky + k]))z. (H20) of localization in a disordered electron-hole plasma.
It now becomes helpful to write the hydrodynamic equa-
The spatial integral enforces k,, = —k,,, — k;. Defining tions (away from x = xo) in the form
£ = L (H21)
v 7 i
we note that when wé < l,w ~k; and k; < ky =2 /& T T 0 A
and hence at leading order, (H20) is independent of k; and O N M j|TYy= (ia)B 0)‘1’ +Vy
approximately given by 0/T /T
L& Z 2ai2)? L @m dygu (H23)
E10c(0) 64N d(Tsyw)? 40 (Tsow)?E3”
(H22) where
|
(Ts)2 T2sn
A €+P28 (’78 e+P) T Go(e+PY  oge+ Py + e+P3 ('78(;+)2p) , (H242)
T<sn n
soletrPr T e+Pa (778 e+P) e+P8 (’73 e+P) T SoetPR
an an on on
B = 1 83“ 3 1 aaT 3 - ZM aaT ’ (H24b)
(e —na) TG —rir) T
and
L J+0 7 e, 1
eJer A (ﬂax MeJrPQ) —J efP dx (T)ax eJl:P) - EI+QP O (nax e+P)
T J+0 i_T 70 1
y= | o B55) — T 5 0x (e 5) — 550:(ndx ) (H25)
0
0
(
Note that B is symmetric—this can be shown using thermo- and the assumption that the pressure takes the form
dynamic identities including (7),
Pu.T) =T+ F(E (H27)
€+ P=un+Ts, (H26) ’ T
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for some function F, which follows from general principles
for relativistic gapless fluids [2]. Note that the function F is
not completely arbitrary—it must be chosen so that D > 0,
for example.

We have written the equations in the form (H23) for
the following reason. Our ultimate goal is to argue that the
y-corrections to (H23) are negligible as w — 0. Assume this
to be the case. Then the eigenvectors of M scale as /w.
The corrections y are all proportional to derivatives of J
and Q, which scale as @ according to (H23). More precisely,
accounting for y and using the results of Appendix B, we
conclude that the local eigenvalues A of M solve the equation®

0 = det(A? — iwAB + O(w, 1) x O(w)) ~ det(A> — iwAB)
(H28)

and, indeed, at leading order, all O(w) corrections to this
equation are negligible. The dominant contributions to (H23)
come from M alone. To derive (H28), we have used the
properties of determinants of block diagonal matrices.

We are now in a good position to approximate the solutions
to (H23) as @ — 0. We employ the Magnus expansion [71]:’

W(x) = exp |:/x dsM(s)
0

+1/x ds / ds’[M(s),M(s/)]+~-:|\Il(0).
2 Jo 0
(H29)

To capture the leading order response as w — 0, we need
keep only the first term in Eq. (H29). In particular, we need to
determine the eigenvalues of E[M]. This is greatly simplified
by (H28), which tells us that A = ++/iwX, where X are the
eigenvalues of E[A]E[B]. For simplicity, let us focus on the
limit where disorder is weak, and given by (H14) and (H15).
Since AB is a 2 x 2 matrix,

Ay +i_ = uw(E[A]E[B)),
Aih_ = det(E[A]) det(E[B]).

(H30a)
(H30b)

In the limit u — 0, it is easy to see that det(IE[A]) = 0. Hence
for small u, we conclude that one of the eigenvalues, which
we call A_, is parametrically small. From (H30), we may
approximate it by

= det(E[A]) det(E[B])
~ w(E[AIE[B])

(H31)

®Note that only the top two rows of (H23) are corrected by y, and
so O(w) corrections only enter here.

"We neglect issues of convergence, which can be subtle. We will
see that this expansion provides the quantitatively correct result in the
limit @ — 0 and will comment on its breakdown in the next section.
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Using thermodynamic identities for a gapless relativistic fluid
[2], we obtain

d({ o 0]
det(B) = —<s—" - n—s>, (H32a)
T\ ou o
- 1 2
i, ~u(AB) = |4 _on
oole+P Ou
T on as 1
= —(s— —n—) = —. (H32b)
ogle + P)\ du I D

We have employed (18b) in the last step. Since all the disorder
dependence in A_ comes from det(E[A]), at leading order we
may directly employ (H32) when approximating A_. We find
after some more algebra that

2 2
A= d{T2<n0<a—s> _s0<8_n> ) M
/o o/ y) oqleo + Po)?

2 2
d Nong

—_— H33
(€0 + Pp)? (H33)

d
E[(axu)zl} =—,

Tep

where tc;l is the momentum relaxation rate, caused by the
disorder in u, in the weak disorder limit [2].} Subscripted
variables such as 7 denote the viscosity (in this case) of the
clean fluid.

Upon first glance, it is A, which dominates the response of
the fluid. However, this mode is simply the charge diffusion
mode of a clean fluid (with perturbative corrections due to
disorder). This mode cannot be sourced by our injection of
energy, as we emphasized in the main text. Hence it is the sub-
leading A_ which governs the response. We straightforwardly
obtain that

1J(x = 0)] ~ exp (— @ x0>. (H34)

Tep

Upon specializing to the limit where uo =0, we obtain
(54).

3. Crossover scale

We now give a set of heuristic arguments for (58), assuming
that fip = 0. Let us begin by studying the higher order
corrections in the Magnus expansion. For simplicity, we
suppose that & is very large, so that the viscosity-dependence
in M can be neglected. From the schematic form of M, the
components of E[[M(s),M(s")]] and any higher order term in
the Magnus expansion are at least

2f @ ! .

u“{ — | x function(7,§, ...).
Oq

If there are an odd number of M in the commutator, then

there is an additional factor of either w or oy I The overall

8Upon employing thermodynamic identities and using that our
disorder is only in one spatial direction, our “definition” of 7, is
the same as (54) in Ref. [2].
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factor of u? is necessary since on the clean background, all
commutators vanish and the first term in the Magnus expansion
is exact. This logic implies the perturbative Magnus expansion
qualitatively fails when w ~ o. As (15) is an exact symmetry
of our equations, we are forced to add the powers of & found
in Eq. (58).

We can also understand (58) by studying the breakdown of
our WKB-like approximation at short wavelengths. Keeping
track of only o,, which we expect is the most important
dissipative correction near charge neutrality given (H33),
(H1a) should be modified to

0 = —iwit + d,(nv — Ddii + Cd, P). (H35)
Recall that D,C ~ o0y. In fact, further modifications are
necessary, since the field transformation between /i and 7" and
ii and P leads to further complications in an inhomogeneous
medium. Still, (H35) suffices for our heuristic argument. In
the w — O limit, we expect that 7i, ¢ and P have spatial
fluctuations on the order of £&—for example, this is to enforce
the (almost) conservation of charge and heat currents as
@ — 0. It is then clear that when @ ~ D/&> ~ 0o/, the
D and C terms in (H35) are no longer small, and 72 will not be
given in terms of ¥ simply by (Hl1a).
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oop = 0.002, u =0.1
vopg=0.1,u=0.2
xog = 0.01, u = 0.04
209 =10.01, u = 0.1

S oog =0.01, u=10.2

log | J| x &/u (rescaled)

FIG. 13. A plot of |J| vs \/w, properly rescaled to obtain data
collapse for w smaller than (58). Unimportant multiplicative constants
have been rescaled out of J. For @ larger than (58), we see that
the transition to (57) is highly sensitive to the fluid parameters.
We employed d =2, fip =0, L =1000, y =0, Cy = C, =1, and
variable 7y. Different symbols represent different parameters other
than &; red represents N = 70, blue represents N = 140, purple
represents N = 210, and green represents N = 280.

Figure 13 demonstrates numerically that for a broad variety
of parameters, the relaxation time scaling indeed breaks down
where predicted. Although our arguments are not rigorous,
they are qualitatively justified numerically over a broad range
of parameters.
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