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By means of first-principles calculations, we predict two new types of partially hydrogenated graphene systems:
CgH; and C¢Hs, which are shown to be a ferromagnetic (FM) semimetal and a FM narrow-gap semiconductor,
respectively. When properly doped, the Fermi surface of the two systems consists of an electron pocket or six
hole patches in the first Brillouin zone with completely spin-polarized charge carriers. If superconductivity exists
in these systems, the stable pairing symmetries are shown to be p + ip for both electron- and hole-doped cases.
The predicted systems may provide fascinating platforms for studying the novel properties of the coexistence of

ferromagnetism and triplet-pairing superconductivity.
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Introduction. In recent years, hydrogenation of graphene
has attracted increasing interest because it can modify the
electronic and magnetic properties of graphene, providing
a possible way for functioning graphene to have specially
designed features. For example, fully hydrogenated graphene
(graphane), with hydrogen atoms bonded to carbon atoms
alternatively on both sides of the carbon plane, was the-
oretically predicted [1] and experimentally synthesized by
exposing graphene in hydrogen plasma environment [2]. From
graphene to graphane, the electronic state changes from a
semimetal to an insulator with a direct band gap of 3.5 eV. The
hydrogenation of graphene is reversible [2], which provides
the flexibility to manipulate the coverage of hydrogen. It is
known that both graphene and graphane are nonmagnetic
(NM). However, semihydrogenated graphene (graphone), with
the hydrogen atoms on one side of graphane removed, was
theoretically predicted to be a ferromagnetic (FM) semicon-
ductor with a small indirect gap of 0.46 eV [3]. However, it
was later revealed that the trigonal adsorption of hydrogen
atoms in graphone is not stable; it evolves into rectangular
adsorption geometry and turns into an antiferromagnetic
(AFM) semiconductor with an indirect band gap of about
2.45 eV [4]. In addition, there are several works studying
the electronic properties of graphene with various hydrogen
distributions and concentrations [5-16]; it has been found
that the electronic properties can be altered dramatically,
e.g., opening a band gap, tuning the magnitude of the band
gap of hydrogenated graphene by the hydrogen coverage,
etc. Experimentally, room-temperature ferromagnetism was
realized in hydrogenated epitaxial graphene [17,18]. Exploring
other kinds of hydrogenated graphene with novel properties is
the main purpose of the present work.

Searching for superconductivity in graphene is another
long-time pursuit. Pure graphene is not a superconductor
due to the vanishing density of states (DOS) at the Dirac
point. Doping graphene can bring extra electrons/holes into the
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system, which may give rise to superconductivity. Actually, it
was theoretically predicted [19] and, recently, experimentally
confirmed [20] that Li-decorated graphene can dope the
system with more electrons, enhance the electron-phonon
coupling, and thus generate superconductivity. It was also
theoretically studied that charge doping and tensile strain
also induce conventional superconductivity in graphene [21].
Although graphane is an insulator with a large band gap, hole
doping may turn it into a high-temperature electron-phonon
superconductor [22]. In terms of the possible pairing symmetry
of the superconducting (SC) graphene, singlet pairing, i.e.,
extended s wave [23] or chiral d wave in doped graphene
(for a review see [24]), was theoretically suggested. There
are also theoretical works on how to distinguish these two
types of pairing symmetries [25,26]. In addition, there are
also theories on possible f-wave triplet pairing at certain
interaction strengths in the NM phase of doped graphene
[27-29]. The possible existence of p + i p-wave triplet-pairing
superconductivity in the FM graphene system is an emerging
issue and so far has not been addressed.

Based on the above concerns and first-principles calcula-
tion, we show that two new hydrogenated graphene systems,
CgH; and CgHs, are, respectively, a FM semimetal and a
FM semiconductor with a narrow gap of 0.7 eV separating
the spin-up and the spin-down bands. We suggest that ferro-
magnetism and triplet-pairing superconductivity may coexist
in doped CgH; and CgHs. It is known that the coexistence
of ferromagnetism and triplet-pairing superconductivity can
be realized in UGe, [30,31], ZrZn, [32], URhGe [33], and
UCoGe [34]. Therefore, C¢H; and C¢Hs might provide another
two fascinating platforms for studying the novel properties
of the coexistence of ferromagnetism and triplet-pairing
superconductivity.

Lattice structure and stability. The initial lattice structures
of C¢H; and C¢Hj; are based on the graphene lattice. We adopt
a periodic structure with six carbon atoms as a unit cell, and
the basis vectors are along the armchair directions of carbon
atoms, as can be seen in Fig. 1(a). Graphane will be generated
if all six carbon atoms in the unit cell are bonded with hydrogen
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FIG. 1. (a) Periodic structure with six carbon atoms in a unit cell.
Cg¢H; and C¢H; can be obtained by hydrogenating one or five carbon
atoms in a unit cell. (b) The Brillouin zone and high-symmetry points
for C¢H; and C¢Hs. (c) and (d) Optimized structure of C¢H; and
CgHs unit cells, in which the atoms are labeled to better describe
their contributions.

atoms alternatively on both sides of the carbon plane and will
further change to graphone if the hydrogen atoms on one side
of the carbon plane are removed. In our case, C¢H; and C¢Hs
are obtained by hydrogenating one or five carbon atoms in
a unit cell. The initial C-C bond length is set as 1.42 A as
in graphene, and the C-H bond length is set as 1.11 A as in
graphane [1]. A vacuum space of 20 A normal to the graphene
layer is used to avoid interactions between adjacent layers. The
optimized unit-cell structures of C¢H; and C¢Hs are shown in
Figs. 1(c) and 1(d), respectively. The corresponding Brillouin
zone (BZ) and high-symmetry points can be seen in Fig. 1(b).
The calculation details and the bond lengths after relaxation
are described in the Supplemental Material [35].

To prove the stability of C¢H; and C¢Hs, we calculate
their formation energies. Using graphene and the hydrogen
atom as a reference, as would be typical in the experimental
setup [2,5-8], the formation energies for CcH; and C¢Hs are
—0.54 and —10.26 eV per unit cell. The negative formation
energies suggest that they are thermodynamically stable. The
phonon spectra for the two systems are also calculated, and
there are no imaginary frequencies, indicating that they are
also dynamically stable [35].

Electronic structure of CgH;. In order to check the
reliability of our methods, we calculate the fully and semihy-
drogenated cases in the 6-C unit cell. The obtained results are
consistent with those reported for graphane [1] and graphone
[3]. Then we present and discuss the numerical results for
CeH;. We first show the results for a non-spin-polarized
calculation. Figure 2(a) shows the band structure of C¢H, along
high-symmetry lines K-I'-M-K. Compared with the band
structure of graphane, which is an insulator with a large gap [1],
CgH; is a semimetal. The most fascinating feature is that there
exists a Dirac-cone-like structure with a gap of 0.23 eV at the
I" point, as shown in Fig. 2(b) with a small energy window near
the Fermi level, and there is an almost flat band touching the
bottom of the Dirac-cone band and crossing the Fermi energy
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FIG. 2. Electronic structure of C¢H; in the non-spin-polarized
case. (a) Electronic band structure along high-symmetry lines. The
Fermi energy is set to be zero. (b) Electronic band structure around
the Fermi energy. (c) FS sheets in the first BZ. (d) The total DOS.

away from the I" point. For the corresponding Fermi surface
(FS), Fig. 2(c) shows that there is no dispersion along the k,
direction, confirming the two-dimensional characteristic of the
electronic structure. It contains six large hole patches around
the K point and one small rectangular electron pocket around
I point. The almost flat band will lead to a large DOS around
the Fermi energy, as can be seen in Fig. 2(d). The DOS at
the Fermi energy is located at a sharp Van Hove singularity
peak, which indicates Stoner instability and may lead to a more
stable spin-polarized state. Thus, we allow spin polarization
in our calculations for C¢H;. The calculated total and absolute
magnetizations are nearly the same, with a value of 1 g /cell,
suggesting that C¢H; is in FM state. By comparison, we find
the total energy of the FM state is 0.093 eV/cell lower than
that of the NM state, indicating the FM phase is the ground
state of C¢Hj.

The electronic structure of CgH; in the FM state is shown
in Fig. 3. From Fig. 3(a), the spin polarization of the electronic
states can be clearly seen; that is, the original bands in the NM
state near the Fermi level now split into spin-up and spin-down
channels. The spin-up channel moves downwards, whereas the
spin-down channel moves upwards. To see it more clearly, we
plot the band structure near the Fermi level in Fig. 3(b), which
shows only two bands with up spin crossing the Fermi energy.
This generates one electron pocket at the I' point and six
small hole patches at the K points. The corresponding FS is
plotted in Fig. 3(c). The above result confirms that C¢H; is a
compensated semimetal; namely, the electron number and the
hole number are identical. From the total DOS in Fig. 3(d),
we can see the relevant charge carriers near the Fermi level in
the spin-polarized C¢H; have up spins. Away from the Fermi
level with | E| > 1 eV, the bands or the electron states have very
little spin polarization. Also, to find which atoms contribute the
most to the spin polarization, we plot the spin-polarized and
orbital-projected DOSs for all the atoms, which are presented
in the Supplemental Material [35]. It is found that the spin
polarization comes mainly from the 2 p, orbitals of the Cy 46
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FIG. 3. Similar plot for C¢H, as in Fig. 2, but for spin-polarized
calculations. The inset in (d) shows the DOS around the Fermi energy.

atoms, as seen in Fig. 1(c), i.e., the nearest neighbors of the
hydrogenated carbon atoms.

Electronic structure of C¢Hs. The results are shown in
Fig. 4. It is known that there is a large gap of 3.5 eV around
the chemical potential for graphane. While for C¢Hs, it is
equivalent to taking one hydrogen atom away from graphane
(in the 6-C, 6-H unit cell), as shown in Fig. 1(d). The most
obvious change in the band structure is that there is a narrow
band crossing the Fermi level in the gap, as can be seen
in Fig. 4(a). This almost flat band leads to a large DOS
near the Fermi level [Fig. 4(b)], indicating that the NM state
may be unstable against the formation of the spin-polarized
state, similar to the case for C¢H;. Therefore, we also do a
spin-polarized calculation to determine the ground state. The
calculated total and absolute magnetizations are also nearly
the same, with a value of 1 /cell, which also suggests C¢Hs
is in FM state. We further check that the total energy of the
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FIG. 4. The band structure and total DOS for C¢Hs. (a) and
(b) Non-spin-polarized calculations and (c) and (d) spin-polarized
calculations.
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FM state is 0.233 eV/cell lower than that of the NM state,
indicating that the FM state is the ground state of C¢Hs.

In the FM state of C¢Hs, Fig. 4(c) shows that the largest
splitting of spin-up and spin-down bands occurs near the
chemical potential. While the spin-up band moves below
the chemical potential, the spin-down band increases above the
chemical potential. There exists a small indirect gap of 0.7 eV
separating the spin-up and the spin-down bands between the
I'" point and the K points. This can also be clearly seen from
the DOS in Fig. 4(d). These results suggest that C¢Hs is a
FM semiconductor with a narrow band gap. But away from
the chemical potential with |E| > 1.5 eV, the bands or the
electron states have almost no spin polarization. Furthermore,
to understand the origin of magnetism in C¢Hs, we plot the
spin-polarized and orbital-projected electronic DOSs for each
atom, which are also shown in the Supplemental Material [35].
The results show that the 2p, orbital of the Cs atom, i.e., the
unhydrogenated carbon atom, contributes the most to the DOS
around the chemical potential and the spin polarization.

Possible p + ip superconductivity in C¢H; and CgHs. For
CgH,, the electronic structure reveals that it is a FM semimetal,
as shown in Figs. 3(a) and 3(b), with the chemical potential
being set to zero. If we dope the sample with more electrons,
for instance, by moving the chemical potential up to 0.25 eV,
the hole pockets at the K points disappear, and the electron
pocket at the I" point becomes enlarged. The corresponding FS
is a cylinder around I", which is shown in Fig. 5(a). Similarly,
if the system is doped with more holes by moving the chemical
potential down to —0.25 eV, the electron pocket at the I" point
disappears, and the hole pockets at the K points get enlarged.
The FS for this case is presented in Fig. 5(b). The six patches
at the K points are equivalent to two quasicylindrical pockets
around K; and K. In both the electron- and hole-doped
cases, we have only spin-up charge carriers. If there exists any
superconductivity in these systems, the pairing must be triplet.
The pairing mechanism is usually dominated by the p-wave
component of the pairing interactions, which may originate
from the electron-phonon and the electron-magnon couplings.
We start from a most natural p-wave pairing interaction,

Hp = Z Vp(k,k/)ClTCT_kﬁC'_kaCkf?, (1)
kK

in which the pairing potential V,(k,k) respects the full Cs,
symmetry of this material. Explicitly,

2
Vp(kK) = 9—QV,? [$1(K)¢7 (K

+ $2(k)p3 (k') + ¢3(k)p3 (K], @

(a) (b)

FIG. 5. FSs for electron- and hole-doped C¢H;. The Fermi level
moves (a) 0.25 eV upwards and (b) 0.25 eV downwards relative to
the undoped case.
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where 2 is the total area of the sample and ¢;(k) (i = 1,2,3)
are linear combinations of the basis of the twofold-degenerate
E representation of the C3, point group [36]. We have studied
the leading pairing instabilities for both electron-doped and
hole-doped materials.

For the electron-doped case, the pairing interaction is ap-
proximately expanded into the polynomial form as V,(k,k) ~
k.k, + kyk,. Define the mean-field order parameter as

AK Ey
A = = Y V) S anh B2 = A0, )
k/

where o labels different pairing channels and A, is the
constant pairing amplitude. Among three pairing channels
characterized by symmetry factors n,(k) = k., n2(k) =k, +
ky, and n3(k) = k, + ik,, the chiral third one is found to
have the lowest ground-state energy and is thus the lead-
ing pairing instability (see the Supplementary Material for
details [35]).

For the hole-doped case, the Fermi surface consists of
two pockets around K; and K,. It is necessary to make a
comparison between interpocket BCS paring and intrapocket
Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) pairing [37,38]. It
turns out that the leading BCS and leading FFLO pairings,
which are both of the chiral p +ip form, are degenerate if
the two Fermi pockets are completely circular. However, in
the actual system where the two Fermi pockets have only
threefold symmetry, the phase space for the FFLO pairing is
suppressed compared to that for the BCS pairing. Thus, the
BCS p + ip pairing is the leading pairing instability [35].

For C¢Hs, it is a FM semiconductor, as shown in Figs. 4(c)
and 4(d). If we slightly dope it with more electrons or
holes, for instance, by moving the chemical potential 0.5 eV
upwards/downwards, we can obtain FSs similar to those
of electron-/hole-doped CgH;, as shown in Figs. 5(a) and
5(b). For the electron-doped case, we have only spin-down
charge carriers, and for the hole-doped case, we have only
spin-up carriers. Therefore, if SC exists, it also has to show
triplet-pairing symmetry. Since the C¢Hs lattice also shows
C3, symmetry and the FSs for doped CgHs are similar to the
doped C¢H, cases, we expect the pairing symmetries of the
doped Cg¢Hjs are identical to those of doped C¢H;.

Discussion and conclusion. The above interesting theo-
retical result, i.e., the coexistence of ferromagnetism and
superconductivity with possible p + ip pairing symmetry, is
expected to stimulate further experimental synthesis of these
two materials. Experimentally, many kinds of hydrogenated
graphene systems have been reported. For example, graphane
can be fabricated by exposing graphene in a hydrogen plasma
environment [2]. More complicated systems are obtained by
inducing patterned hydrogen chemisorption onto the moiré
superlattice positions of graphene grown on an Ir (111)
substrate [5] or on the basal plane of graphene on a SiC
substrate [7]. Moreover, Lee et al. found that the electron
beam from a scanning electron microscope can selectively
remove hydrogen atoms [39]. Most importantly, stable two-
dimensional C4H was experimentally synthesized [8]. There
are many other investigations of various kinds of partially
hydrogenated graphene systems (for a review, see Ref. [40]).
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Therefore, based on these experimental developments, we
hope the proposed C¢H; and C¢Hs may also be synthesized
experimentally in the future.

If the disorder of H atoms exists in the two systems, it would
definitely influence their properties. However, based on the
above experiments, the disorder can be maximally controlled.
In view of the previous theoretical works on other similar
systems, such as graphane [1], graphone [3], C4H [8], single-
side-hydrogenated graphene [16], doped graphane [22], etc.,
all of which were studied with ideal periodic structures, we
thus consider only the periodic cases.

Doping could be achieved experimentally by gating, in-
cluding using an electrolyte gate, or by charge transfer, as
done in graphene [41-43]. For graphane, hole doping can be
obtained by partially substituting carbon atoms with boron
atoms [22]. It showed that the band structure and the DOS of
graphane near the chemical potential inside and outside the
band gap are practically unchanged even up to a 12.5% boron
doping. This justifies the use of a rigid-band approximation
to simulate substitutional doping in graphane. The above
work demonstrated that small substitutional dopings shift only
the chemical potential and do not change the band structure
near the chemical potential. Our current doping is less than
1.6% hole or electron doping, which will also not change the
band structure. Of course, even if the dopants are randomly
distributed, they should have negligible effect on the band
structure at such a small concentration.

Finally, we would like to make a comparison between
the triplet-pairing superconductivity in C¢H;/CgHs systems
and those in heavy-metal (UGe, [30,31], URhGe [33], and
UCoGe [34]) or transition-metal-based metallic compounds.
All of them show the coexistence of triplet-pairing su-
perconductivity and itinerant electron ferromagnetism but
originate from different electron orbitals. For uranium-based
systems, ferromagnetism and the superconductivity are de-
termined by the U 5f orbitals with possible strong spin-
orbital couplings. However, for the transition-metal-based
system ZrZn, [32], Zr 4d orbital electrons play the most
important role. Therefore, the predicted C¢H;/C¢Hs may
provide new platforms to study the coexistence of ferromag-
netism and triplet-pairing superconductivity within p electron
orbitals.

In conclusion, we predicted two new types of hydrogenated
graphene, C¢H; and C¢Hs, and found they are a FM semimetal
and a FM semiconductor with a narrow gap, respectively. For
doped CgH; and C¢Hs, there may exist superconductivity
with chiral p +ip pairing symmetry, which is known to
support chiral edge states and vortex zero modes, both
known as Majorana fermions [44,45]. Thus, the predicted
superconducting phases for C¢H; and C¢Hs may provide
new platforms for studying the novel physics in topological
quantum computations [46].
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