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Conductance of a proximitized nanowire in the Coulomb blockade regime
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We identify the leading processes of electron transport across finite-length segments of proximitized nanowires
and build a quantitative theory of their two-terminal conductance. In the presence of spin-orbit interaction, a
nanowire can be tuned across the topological transition point by an applied magnetic field. Due to a finite
segment length, electron transport is controlled by the Coulomb blockade. Upon increasing of the field, the shape
and magnitude of the Coulomb blockade peaks in the linear conductance are defined, respectively, by Andreev
reflection, single-electron tunneling, and resonant tunneling through the Majorana modes emerging after the
topological transition. Our theory provides the framework for the analysis of experiments with proximitized
nanowires [such as reported in S. M. Albrecht et al., Nature (London) 531, 206 (2016)] and identifies the
signatures of the topological transition in the two-terminal conductance.
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I. INTRODUCTION

The possibility of realizing topological superconductiv-
ity [1,2], an exotic electronic phase hosting Majorana zero-
energy modes, sparked a great amount of theoretical and
experimental activity [3–7]. Much of this excitement can
be attributed to the prediction that defects in topological
superconductors carry Majorana zero-energy modes and obey
non-Abelian braiding statistics [3]. The latter, combined with
the presence of an extensive ground-state degeneracy, opens
the possibility for topological quantum computation [3,8].

Theory predicts that topological superconductivity can
be realized when a conductor with strong spin-orbit inter-
action [9–23], or alternatively a chain of magnetic atoms
[24–36], is coupled to a conventional superconductor. Follow-
ing theoretical proposals [13,14], some signatures of Majorana
zero-energy states have been reported in semiconductor
nanowires coupled to an s-wave superconductor [37–42].
Recent improvements of the quality of superconductor-
semiconductor interface has been achieved by fabricating
nanowires with a semiconducting core (InAs) and an epitaxial
superconducting shell (Al) [43]. Thanks to the high quality
of the proximity effect, these nanowires revealed a “hard”
superconducting gap close to that of Al [44–46], while in the
earlier experiments [37,39–42] zero-bias features (signatures
of Majorana zero-energy modes) coexisted with a smooth
subgap background. This development made it possible to
study the interplay of proximity-induced superconductivity
and charging effects in the Coulomb blockade regime [44,46]
which allows one to probe the nature of ground-state degener-
acy and investigate finite-size effects. A recent experiment of
Albrecht et al. [44] reported the detection of the ground-state
degeneracy splitting. This is a systematic measurement of the
ground-state degeneracy associated with Majorana zero modes
and is a milestone event which brings us one step closer to
topological quantum computation.

Another reason for the excitement generated by the Copen-
hagen experiment [44] is the possibility to use semicon-
ducting nanowires as gate-tunable junctions and Josephson
elements. Indeed, the nanowire-based Cooper-pair box is
a highly tunable device and has potential applications in

superconducting electronics [47,48]. The nanowire junctions
can be tuned between weak and strong tunneling regimes
with a few transverse channels which is to be contrasted
with the conventional tunnel junctions in metallic islands,
having a large number of weakly transparent channels. Thus,
recent experiments on proximitized nanowires [44–46] allow
for an exploration of a richer phase diagram than the one
accessible with the conventional superconducting islands (see,
e.g., Refs. [49,50]).

The Coulomb blockade of electron transport across a small
conductor (see Fig. 1 for a device layout) is associated with the
electrostatic energy of electron charge the conductor carries.
The charging energy of a superconducting island discriminates
between states with different number of electrons. That
modifies the effect of BCS pairing on the excitations spectra,
removing the gap for excitations if the electron number is odd.
Further modifications of the ground and excited states come
due to Majorana zero modes which inevitably appear in the
case of p-wave pairing [2]. The corresponding peculiarities in
the spectra of fermionic systems were first considered in the
context of nuclear physics [51,52]. The solid-state implemen-
tations pose a question as to how the same physics affects the
electronic conduction across a superconducting island. The
existing theories, which were addressing the s-wave pairing
in islands of conventional superconductors [53,54] and a
basic model with p-wave pairing [55], give qualitative, but
not quantitative answers. This work fills the void, providing
a quantitative theory applicable to proximitized nanowires
connected to leads by single-channel junctions.

The type of the superconducting state in a wire is controlled
by the competition between the effects of superconducting
s-wave proximity and Zeeman splitting induced by an external
magnetic field. The increase of the magnetic field results in the
suppression of the induced by proximity s-wave gap; the gap
eventually closes and reopens in the p-wave channel. The
evolution of the superconducting state prompts a sequence of
the dominant electron transport mechanisms, from Andreev
reflection, to single-electron tunneling, to resonant tunneling
via Majorana states. We present a quantitative theory of the
Coulomb blockade of the zero-bias conductance in each of
these regimes, and discuss transitions between them (see
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FIG. 1. (a) Schematic drawing of the system under study. A
semiconducting nanowire (e.g., InAs or InSb) is in proximity with a
floating s-wave superconductor (e.g., Al). Underlying gates create
tunnel barrier between the central part of the nanowire and two
metallic contacts (e.g., Au), and control the electrostatic energy of the
proximitized nanowire. A magnetic field B can be applied parallel
to the nanowire. (b) The electric circuit corresponding to (a). The
nanowire and the superconductor form an almost isolated component
of the circuit with a total capacitance C, and they are weakly
connected to the leads via junctions of conductance (2e2/h)gl,r

with gl,r � 1. The system is in the Coulomb blockade regime when
e2/2C � eV,kBT .

Secs. V, VI, and VII). Sections III and IV provide the
formalism used to evaluate the conductance. The overview
of the transport mechanisms and of our main results is given
in Sec. II.

II. QUALITATIVE DISCUSSION AND MAIN RESULTS

A. Dominant mechanisms of electron transport

The electrostatic energy of the proximitized nanowire
segment (see Fig. 1) varies with gate voltage as Ec(N − ng)2,
where N is the number of excess electrons, Ec = e2/2C

is the charging energy, C is the effective capacitance, and
ng = CVg/e is the gate voltage in dimensionless units. At a
small-bias voltage and low temperature eV,kBT � Ec, the
system is in the Coulomb blockade regime. The current is
suppressed by the large charging energy, except at special
values of the gate voltage Vg where there is no energy cost
associated with the transfer of charge through the system.
The necessity for this resonant condition leads to the well-
known Coulomb blockade oscillations: the occurrence, as
a function of Vg , of high-conductance peaks separated by
low-conductance valleys.

The Coulomb blockade oscillations reported in Ref. [44]
for the system in Fig. 1 exhibit the structure schematically
shown in Fig. 2. There are three distinct types of behavior
observed as the magnetic field is increased from zero. At weak
field, the oscillations are periodic in gate voltage with period
2e/C, corresponding to the charge of a Cooper pair. There
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FIG. 2. Sketch of the position of the conductance peaks of
Coulomb blockade oscillations as a function of magnetic field B,
which controls the superconducting gap �(B), and dimension-
less voltage ng = CVg/e, which controls the electrostatic energy
EN = Ec(N − ng)2. The ground-state value of N results from the
competition of � and EN [see Eq. (1)] and peaks in conductance
marks positions where the ground-state value of N changes. Only
even values of N are allowed for B < B∗ [�(B) > Ec], while for
B > B∗ [�(B) < Ec] both even and odd values of N are allowed. Odd
ground-state parity is marked by blue areas on the (B,ng) plane. The
period of oscillations halves for B > Bc, either because the system has
entered a topological superconducting phase with Majorana bound
states or because it has become metallic.

is a single conductance peak within each period, achieved
at odd integer values of the dimensionless voltage ng . At a
certain value B∗ of the magnetic field, within each period the
conductance peak splits in two. At B > B∗, the positions of
the two peaks within each period move away from each other
with a shift approximately linear in field. At a second value
of the magnetic field Bc, the fundamental voltage period of
the oscillations becomes e/C. For B > Bc, the conductance
peaks occur at half-integer values of ng , independently of the
magnetic field.

Qualitatively, this behavior can be interpreted in terms
of the interplay between the superconducting gap �(B) and
the charging energy Ec, as in the early experiments on the
even-odd effect in superconducting islands [49,50]. Due to
the superconducting pairing, the total ground-state energy of
the proximitized nanowire with N excess electron charges
depends dramatically on the parity of N :

Egs(N ) = Ec(N − ng)2+
{
�(B) if N is odd,

0 if N is even.
(1)

For a given value of ng = CVg/e, the ground state is
determined by minimizing Egs(N ) as a function of N . Let us
assume, now and in the rest of the paper, that at zero magnetic
field �(0) > Ec. Then, at B = 0, the ground state always
corresponds to an even value of N . Ground-state degeneracy
points at which Egs(N ) = Egs(N + 2) occur when ng is an
odd integer, explaining the 2e periodicity of the Coulomb
blockade peaks. At these charge degeneracy points, the leading
conduction mechanism is the resonant transfer of electron
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pairs through the nanowire, mediated by Andreev reflection
processes at the tunnel junctions.

Upon increasing B, the gap �(B) starts to decrease until one
encounters the value B∗ for which �(B∗) = Ec. For B > B∗,
the gap is smaller than the charging energy and therefore the
ground-state parity may change. For even values of N , the
transition to an odd state takes place when Egs(N ) = Egs(N +
1), which happens if ng = N + neo

g with

neo
g = �(B) + Ec

2Ec

. (2)

The odd state remains the ground state until a second degen-
eracy point Egs(N + 1) = Egs(N + 2) is encountered, which
happens at ng = N + 2 − neo

g . This explains the occurrence of
two Coulomb peaks in the conductance within the same 2e

interval. At these degeneracy points, the leading conduction
mechanism is the resonant transfer of single electrons rather
then electron pairs [53]. The odd Coulomb valleys extend
over a voltage range proportional to 1 − �(B)/Ec, which
grows with the increasing value of B − B∗ > 0. Eventually, at
B = Bc the odd and even valleys become of the same length
(see Fig. 2).

At field B = Bc, the superconducting gap closes, �(Bc) =
0. The halving of the period of the zero-bias conductance
oscillations with ng at B > Bc indicates the absence of an
even-odd effect in the ground state of the system. This is the
expected behavior of both a metallic island in the normal state
and a topological superconductor, where a single fermionic
quasiparticle can occupy a zero-energy state “shared” by the
two Majorana bound states. In the first interpretation, Bc must
be the critical magnetic field which destroys superconductivity,
while in the second Bc is identified with the critical field of
the topological transition. The theory [13,14] predicts that
in proximitized nanowires with strong spin-orbit coupling,
the increase of an external magnetic field B can induce a
topological phase transition signaled by the closing of the
proximity-induced superconducting gap �(B) at a critical
value B = Bc. Gap reopens at higher field, accompanied by the
appearance of Majorana zero-energy bound states at the ends
of the proximitized nanowire. These states facilitate resonant
electron tunneling (dubbed “teleportation” in Ref. [55]) at the
charge degeneracy points.

In a finite-length wire, the Majorana modes localized
at the opposite ends hybridize, resulting in an exponen-
tially small splitting of the ground-state degeneracy δE ∝
exp(−L/ξ ) [2,56]. Here, L and ξ are the nanowire length and
the effective superconducting coherence length, respectively.
This splitting results in the corresponding small shift of the
Coulomb blockade peak positions. The shift and its depen-
dence on L are perceived as one of the manifestations of the
topological phase [44]. The prominence of the shift depends
on how sharp the Coulomb blockade peaks in conductance
are. Finding the magnitudes and shapes of the peaks for each
of the described mechanisms of conduction is the goal of our
quantitative theory.

B. Relevant energy scales and simplifications

We begin by discussing the typical energy scales and
relations between them for a conventional-semiconductor wire

segment proximitized by a conventional superconductor, such
as InAs/Al system experimented with in Ref. [44]. We use
units with � = kB = 1.

The gap induced in the nanowire, �(B), depends on
the applied magnetic field. This dependence is controlled
by the competition between the proximity-induced s-wave
superconductivity and the Zeeman effect (one may neglect the
orbital effect of the magnetic field due to the small diameter
of the wire). At some critical value, B = Bc, the gap closes.
Thanks to the presence of spin-orbit coupling, and provided
the Fermi level in the nanowire lies within the Zeeman gap,
the gap reopens at fields B > Bc, at which the system is in the
topological phase with effective p-wave pairing. For brevity,
we will make the �(B) dependence implicit by skipping the
argument B and will write �(B) ≡ �, unless required by
clarity. Furthermore, we will denote �(0) ≡ �0.

The induced gap value is naturally limited by the gap �Al in
the source of the proximity �0 < �Al. If the source is a narrow
superconducting shell around the wire, then one may neglect
the suppression of �Al due to the orbital effect of a magnetic
field applied along the wire. Having in mind applications
related to Majorana physics, we will assume the g-factor of the
semiconducting nanowire, g, to strongly exceed the g-factor
in the superconductor. That allows us to disregard the Zeeman
effect in the superconductor and neglect the B dependence of
�Al in a range of field containing the interesting value B = Bc.

The above assumptions are adequate for a range of materials
and geometries. For example, in the experiment [44] with
the InAs/Al nanowire system, the superconducting gap in the
aluminium shell was �Al ≈ 180 μeV, and it persisted until
≈ 1 T. We estimate the zero-field induced gap value to be
�0 ≈ 110–150 μeV. The induced gap closed and reopened at
B ≈ 0.1–0.2 T.

The charging energy Ec may vary depending on the length
of the nanowire segment between the two tunnel barriers, as
well as other details regarding the layout of metallic gates
surrounding the nanowire. Without loss of generality, we will
focus on values of Ec such that Ec < �0, which would allow
one to explore all the three regimes of Fig. 2 upon varying
the magnetic field B, as observed experimentally [44]. At T ≈
50 mK (that is, T ≈ 5 μeV), this constraint is fully compatible
with the Coulomb blockade regime which requires T � Ec.

An important energy scale in determining the transport
properties of the system is the level spacing δ for states in
the proximitized nanowire around the Fermi level. The latter
is larger than the level spacing δAl in the Al shell, δ > δAl, for
two reasons. First, the Fermi wavelength in the superconductor
is much smaller than that of the semiconductor, thus leading
to a much larger number of transverse channels in the Al shell.
Second, the Fermi velocity in the semiconductor is much lower
than that of the superconductor.

We may estimate the two-level spacings as follows. For δAl,
using the known value of the density of states in Al [46] and a
shell volume of ∼105 nm3 (corresponding to a rather thin shell
of 1 μm × 10 nm × 10 nm), one may estimate δAl � 1 μeV.
Regarding the nanowire, the goal of engineering Majorana
states calls for a high value of the spin-orbit interaction α.
While there is no certain knowledge regarding the value of
α in the InAs/Al nanowires, a conservative estimate [44] is
α ≈104 m/s ≈ 10 μeV μm. This value gives the scale for
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the Fermi velocity in the limit of a low Fermi energy in the
nanowire, favorable for the opening of a Zeeman gap at the
Fermi level, and thus it also sets the relevant scale πα/L

for the level spacing of a segment of length L of a ballistic,
single-channel nanowire. The requirement for a homogeneous
wire sets a limit on L and, although there are no fundamental
limitations, the current typical length is L ≈ 1 μm, for which
we obtain πα/L � 30 μeV. Note, however, that this estimate
should be considered as an upper bound on δ because in the
presence of the superconducting shell, the level spacing is
renormalized, and in fact can be considerably reduced due to
the strong hybridization with states in Al (see Appendix).

In fact, we will assume that δ � �, which is the favorable
condition for a clear detection of Majorana bound states.
Indeed, a large value of the level spacing would also imply
in the topological phase at B > Bc a significant finite-size
coupling between Majorana bound states at the opposite ends
of the wire. The same condition also guarantees that the
induced level spacing of states right above the gap is small
δ2/� � T , which, in turn, guarantees that for B < Bc the
transport properties are determined by more than a few states
in the nanowire, so that we do not need to worry about the
fine details of such states. The two conditions δ � � and
δ2/� � T are assumed to be valid at any value of the magnetic
field, provided one is not too close to the phase transition
when �(B) vanishes. Hence, both δ/� and δ/

√
�T are small

parameters for the theory and the accuracy of our calculations
is increasing with the length of the nanowires.

The level spacing δ and the energy gap � also set the
characteristic energy scale for quasiparticle poisoning in a
superconductor, the poisoning temperature [57]

Tp = �

ln(
√

2π�/δ)
. (3)

In an isolated superconductor without charging energy, the
number of thermal quasiparticles is large if T � Tp, and
negligibly small if T � Tp. Note that Tp < �, due to the
large spectral weight of odd parity states, which is proportional
to the number of single-particle states and hence to the
volume of the system, with respect to the even parity states.
In the presence of charging energy, the condition T � Tp

(or, even better, T � Tp) still ensures that the number of
quasiparticles in the superconducting dot is of order one. As an
example, plugging �0 ≈ 130 μeV and δ ≈ 5 μeV in Eq. (3),
one obtains Tp ≈ 30 μeV. Note that the smaller δ, the more
stringent the condition T � Tp is on the temperature T .

Let us now discuss the properties of the contacts. In the
relevant scenario, the proximitized nanowire is contacted by
tunnel junctions with a small conductance Gl,r � 2e2/h. In a
semiconducting junction, this level of conductance is achieved
by one or few conducting channels, as opposed to the hundreds
of low-transmission channels of a metallic junction. Aiming
at setups optimized for the observation of the Majorana bound
states, we model the junctions as single-channel point contacts.
Their strength is measured by the dimensionless conductances
gl,r = (h/2e2)Gl,r which, we assume here, are much smaller
than one. In the presence of the contacts, quantum states in the
nanowire acquire a finite lifetime, with the typical broadening

of a single-particle state with energy close to the Fermi level
given by (gl + gr )δ.

The presence of the small parameters gl, gr , δ/�, and
δ/

√
�T allows us to treat the problem within a simple

perturbative approach, with the aim to compute the conduc-
tance perturbatively to the leading nonzero order in gl, gr ,
and δ. The perturbative approach breaks down at very low
temperatures, where many-body effects related to quantum
fluctuations of electric charge become relevant [58]. At low
conductances, the energy scale governing the onset of such
many-body effects is the “charge-Kondo” temperature TK =
Ec exp[− π2

2(gl+gr ) ] [59]. In this paper, we neglect many-body
effects, working in the limit TK/T → 0.

C. Overview of main results

Before going into the details of the calculations, we
summarize here the main results of our theory regarding
the Coulomb peaks in the different regimes of Fig. 2. The
case B = 0 and �0 > Ec is discussed in Sec. V, where we
reproduce known results on the Coulomb blockade of Andreev
reflection [54]. The system exhibits 2e-periodic conductance
peaks with amplitude [see Eq. (32)]

G
peak
2e ∼ 2e2

h

g2
l g

2
r

g2
l + g2

r

. (4)

The conductance peak is symmetric around the peak position
ng = 1, with activated tails and width proportional to T/Ec.

In Sec. VI, we compute the differential conductance in
the situation �(B) < Ec, where single-electron tunneling is
the relevant transport process. In this intermediate regime, the
conductance has two rather dim peaks in a 2e interval, with
[see Eq. (41)]

Gpeak
e ∼ e2

h

glgr

gl + gr

δ

T
. (5)

The peak vanishes in the limit δ → 0 (long wire). The peak
position is shifted from the expected value neo

g of Eq. (2)
towards smaller values, thus enlarging the region in Fig. 2 with
odd ground-state parity, and the peak width is proportional
to (�/Ec) (T/Tp). As we show in Sec. VI B, the peak may
develop a marked asymmetry due to elastic cotunneling
processes [53], which yield larger conductance on the even
side of the transition. This contribution to the conductance
has a weak temperature dependence, and its visibility with
respect to the sequential tunneling contribution is enhanced
at low temperatures and large level spacings, consistent with
experimental observations [46].

The single-electron tunneling peak is sensitive to the level
spacing, unlike the Andreev peak, but it is of lower order
in the conductances gl,gr . We may compare the heights of
the Andreev and single-electron peaks by taking the ratios of
Eqs. (5) and (4). In the limit of symmetric point contacts, gl =
gr ≡ g, we obtain G

peak
e /G

peak
2e ∼ (δ/T )(1/g). This estimate

is valid for �0 � Ec; a more accurate estimate can be taken
by using Eq. (32) for the Andreev peak, which includes the
detailed dependence of G2e on �0 and Ec.

In Sec. VII, we consider the case B > Bc, where the
conductance oscillations are 1e periodic due to resonant
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tunneling via Majorana bound states [55]. The conductance
achieves a maximum value [see Eqs. (57) and (58)]

G
peak
Maj ∼ e2

h

glgr

gl + gr

�

8T
. (6)

The above equation is valid for temperatures T � �Maj where
�Maj = (gl + gr ) �/8π is the broadening of the zero-energy
Majorana state [see Eq. (53)]. In the opposite limit T � �Maj,
the Majorana peak height becomes independent of T and equal
to (4e2/h) glgr/(gl + gr )2, which yields the conductance
quantum e2/h when gl = gr . The width of the peak is
proportional to max(T ,�Maj)/Ec. Finally, it is interesting to
compare the peak height in the Majorana regime to that in
single-electron tunneling regime. Taking the ratios of Eqs. (5)
and (6), we obtain G

peak
e /G

peak
Maj ∼ δ/�, independent of the

conductances of the point contacts.

III. MODEL HAMILTONIAN

In the weak-tunneling limit, one may adopt the tunneling
Hamiltonian formalism. The total Hamiltonian for the system
reads as

Htot = Hleads + Hwire + Htunn. (7)

The first term is the Hamiltonian for the leads

Hleads =
∑
j,pσ

ξp c
†
j,pσ cj,pσ . (8)

Here, j = l,r labels the two leads, p labels different single-
particle orbitals with energy ξp, and σ is the spin label. We
assume the g-factor of leads to be small and dispense with the
spin polarization in the leads. This is not restrictive, as long as
the spin polarization of leads remains small.1

The Hamiltonian for the proximitized nanowire is

Hwire = Ec (N̂ − ng)2 + HBCS. (9)

The first term is the electrostatic energy [cf. Eq. (1)], with
N̂ being the electron number operator for the proximitized
nanowire. The second term is the microscopic BCS Hamilto-
nian for the proximitized nanowire. By solving a system of
Bogoliubov–de Gennes equations [60], HBCS can always be
brought to a diagonal form

HBCS =
∑

α

εαγ †
αγα + const (10)

with Bogoliubov quasiparticle operators γα obeying conven-
tional fermionic commutation relations, where the label α may
include different quantum numbers such as orbital and spin
indices; εα is the energy of a quasiparticle in the state labeled

1Note that if there is a long segment of semiconducting nanowire
between the barriers and the leads, then a finite magnetic field may
gap out half of the incoming and outgoing modes at the Fermi level,
thus making the leads effectively spinless. This circumstance would
affect some of the results quantitatively, in particular with regard to
the magnetic-field dependence of the Andreev reflection amplitude
computed in Sec. V [see discussion below Eq. (32)].

by α. In terms of the quasiparticle operators, the electron field
operator � at a position r and spin σ is

�(r,σ ) =
∑

α

uα(r,σ )γα + v∗
α(r,σ ) γ †

α , (11)

where uα and vα are the solutions of the Bogoliubov–de
Gennes equations.

While there is no fundamental obstacle in determining
the energies εα and the eigenfunctions uα,vα , this would
require a complete microscopic description of the nanowire
which would necessarily include several competing physical
effects. The magnetic field affects the single-particle states
via Zeeman and orbital effects, and due to the strong spin-
orbit coupling the induced pairing will be a mixture of
singlet and triplet components. Furthermore, one may have
to include the effects due to disorder, interface scattering, and
confinement potentials. Clearly, we do not aim to achieve a
comprehensive analysis of these effects, many of them already
thoroughly investigated in the extensive literature on Majorana
nanowires [7,21,61–68]. Rather, we find that it is possible to
identify the leading transport mechanism and compute the
parametric dependence of the conductance on �(B) and ng

without such a fine level of details. Therefore, in the following
sections we will only consider appropriate, simple limits of
Eq. (9).

Due to the hybrid nature of the proximitized nanowire,
and to the large mismatch between the Fermi wavelengths
in the semiconductor and in the superconductor, there are
two qualitatively different regions in the energy spectrum of
Eq. (10). The wave functions of states with energy εα < �Al

are effectively one-dimensional, being mostly localized in the
semiconducting nanowire, while those of states with energy
εα > �Al are, on the other hand, three-dimensional and mainly
localized in the superconductor. This second region of the
spectrum is characterized by the much smaller level spacing
δAl.

The last term in Eq. (7) is the tunneling Hamiltonian for the
two point contacts. In view of the above considerations, it can
be written as

Htunn =
∑

j,pσα

Wj [θ (�Al − εα) +
√

ν/νAl θ (εα − �Al)]

× [u∗
α(rj ,σ )γ †

α + vα(rj ,σ )γα]φp(rj ) cpσ + H.c. (12)

Here, ν is the 1D density of states in the semiconducting
nanowire, νAl is the 3D density of states in the supercon-
ductor, θ (. . .) is the Heaviside step function, and finally
uα(rj ,σ ), vα(rj ,σ ), and φp(rj ) are the normalized wave
functions of the eigenstates of HBCS and Hleads, respectively,
evaluated at the positions rj of the contacts. Finally, the
tunneling matrix elements quantities Wj can be related to the
conductances gj of the point contacts via the equation

Wj = 1

2π

√
gj

νj ν
, (13)

where νj is the 3D density of states in the leads. The three
density of states ν, νAl, and νj are evaluated at the Fermi energy
and without accounting for spin degeneracies. In particular,
for a single-channel nanowire with low Fermi energy, ν ≈
1/πα, with α the spin-orbit interaction strength. In writing
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Eq. (13), we have assumed that the conductances gj are not
influenced by the magnetic field B or by the presence of the
superconducting shell.

In Eq. (12), we have further assumed that the amplitude
for tunneling through the contacts is spin independent, and we
have used the fact that the spatial wave function φp(rj ) for
the states in the leads is the same for both spin directions; it
satisfies |φp(rj )|2 = 1/�j , where �j is the volume of lead
j ; in some intermediate formulas, we will make use of the
lead level spacings δj = (νj�j )−1, which we assume to be
infinitesimally small and which drop out of final results.

The normalization factor of the wave functions uα(rj ,σ )
[and, equivalently, vα(rj ,σ )] differs for the two regions of
the spectrum. For states with energy εα < �Al, |u(rj ,σ )|2 ∼
Z(εα)/L, where Z(εα) is a factor which accounts for the
reduced weight of low-energy single-particle states in the
nanowire due to the coupling to the superconductor [0 <

Z(εα) < 1] (see Appendix). On the other hand, for states with
εα > �Al,|u(rj ,σ )|2 ∼ 1/�Al. Note that the precise value
of uα(rj ,σ ), vα(rj ,σ ) is subject to mesoscopic fluctuations
due to disorder, to the microscopic details of the junction,
or both [69–74]. In the context of this work, mesoscopic
fluctuations of the conductance turn out to be unimportant,
except for the elastic cotunneling calculation in Sec. VI B and
for the resonant tunneling through the Majorana bound states
of Sec. VII, in which case we address the ensemble-averaged
quantities.

IV. RATE EQUATIONS

In order to compute the conductance, it is first convenient
to project the wire Hamiltonian (9) on a manageable subset
of the entire Fock space on which it acts. The periodicity of
the Coulomb blockade oscillations allows us to restrict the
dimensionless gate voltage to an interval ng ∈ [N,N + 2]. In
this voltage range, and given that T � Ec, we may restrict
the analysis to the eigenstates of the operator N̂ in Eq. (9)
with eigenvalues N, N + 1, N + 2. Moreover, the condition
T � Tp allows us to neglect all states with more than one
excited quasiparticle in the nanowire. This leaves us with two
states with even parity differing by one Cooper pair, which we
denote |0〉 and |2〉, and a (large) set of odd parity states which
we denote |1; α〉.

Let P0, Pα , and P2 be the probability for the system
to be in each of these states. In the presence of a finite
bias voltage V between the two contacts, the occupation
probabilities for states in the wire can change in time due
to the transfer of electrons between the wire and the leads.
Close to degeneracy points, the charge transfer is dominated
by incoherent processes and, as usual for Coulomb blockade
systems, we can describe the time evolution of P0, Pα , and P2

in terms of a system of rate equations [75–77]. Each transition
from an initial state |i〉 to a final state |f 〉 of the wire is
characterized by a transition rate �i→f , obtained using Fermi’s
golden rule. The amplitude for the process |i〉 → |f 〉 can be
computed perturbatively in the tunneling Hamiltonian (12),
projected on the low-energy Hilbert space spanned by the
states |0〉,|1; α〉,|2〉.

The appropriate system of rate equations can be written by
requiring, for each state |i〉, a balance between transition from

|i〉 and transition to |i〉. In our case, the resulting system of
rate equations reads as

Ṗ0 = −
(

�0→2 +
∑

α

�0→α

)
P0 + �2→0 P2

+
∑

α

�α→0Pα, (14a)

Ṗ2 = −
(

�2→0 +
∑

α

�2→α

)
P2 + �0→2P0

+
∑

α

�α→2Pα, (14b)

Ṗα = −(�α→0 + �α→2)Pα + �0→α P0

+�2→αP2. (14c)

The transition rates appearing in Eq. (14) may be divided
in two types. �0→α, �α→0, �2→α , and �α→2 all correspond
to transitions which change the number of electrons in the
wire by one. On the other hand, �0→2 and �2→0 correspond
to Andreev reflection processes, which change the number of
electrons in the wire by two either by removing or adding
a pair. We postpone the detailed calculation of the different
transition rates to the next sections. For the moment, we just
note that each transition rate appearing in Eq. (14) is the sum
of two contributions from the left and right contacts

�i→f = �l
i→f + �r

i→f =
∑

j

�
j

i→f . (15)

We are interested in computing the current in the steady-state
achieved in the presence of the dc bias voltage V . The steady-
state occupation probabilities can be determined by solving the
linear system of equations obtained from Eq. (14) by setting
Ṗ0 = 0, Ṗα = 0, and Ṗ2 = 0, together with the normalization
condition

P0 +
∑

α

Pα + P2 = 1. (16)

The linear system thus obtained has a unique solution, which
can be presented in the following form:

P0 = 1

B
, (17a)

P2 = A

B
, (17b)

Pα = 1

B

�0→α + A�2→α

�k→0 + �α→2
, (17c)

with

A =
(

�0→2 −
∑

α

�0→α�α→2

�α→0 + �α→2

)

×
(

�2→0 +
∑

α

�2→α +
∑

α

�α→2�2→α

�α→0 + �α→2

)−1

(17d)
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and

B = 1 + A

(
1 +

∑
α

�2→α

�α→0 + �α→2

)

+
∑

α

�0→α

�α→0 + �α→2
. (17e)

Although the full solution appears rather complicated, we
will see that depending on the values of �, Ec, and ng , one
may often neglect some of the transition rates due to energy
considerations. Hence, we will be mainly concerned with some
simple limits of the solution.

Once the transition rates and occupation probabilities for
the different states of the wire are known, the current in the
steady state can be easily computed. We write the total current
as the sum of two contributions

Itot = I1e + I2e. (18)

The first contribution is due to the sequential tunneling of
single electrons

I1e = e
∑

α

P0�
l
0→α − P2�

l
2→α

+ e
∑

α

Pα

(
�l

α→2 − �l
α→0

)
. (19a)

The second contribution is due to the sequential tunneling of
pairs of electrons via Andreev reflection processes

I2e = 2e
(
P0�

l
0→2 − P2�

l
2→0

)
. (19b)

The fact that the transition rates �l through the left junction
appear in Eqs. (19), rather than �r , is due to a choice and not
essential. In the steady state, the current at the left and right
junctions must be equal by current conservation. Hence, one
may obtain the same answer using the transition rates through
the right junction instead.

The method of rate equations just outlined allows one to
compute the current due to sequential (incoherent) tunneling
processes. At low bias, this is the dominant contribution to the
current close to the degeneracy points in the energy spectrum.
Away from the Coulomb peaks, where direct tunneling into
the nanowire is not allowed by energy conservation, the
conductance is dominated by coherent cotunneling processes,
which need to be computed separately. As we will see, these
are particularly important to capture the voltage dependence
of the Coulomb peak tails at � < Ec (see Sec. VI B).

V. ANDREEV TUNNELING REGIME

We begin by studying the case B = 0, which is char-
acterized by the presence of time-reversal symmetry. As a
consequence, the energy spectrum of the system is Kramers
degenerate. Thus, it is convenient to introduce a composite
label nτ for the quasiparticle states in the hybrid nanowire, in
place of the generic label α used in the previous sections; the
integer n labels different orbitals while τ is a Kramers index.
The BCS Hamiltonian of Eq. (10) takes the familiar form

HB=0
BCS =

∑
nτ

εnγ
†
nτ γnτ + const, (20)

with ε2
n = ζ 2

n + �2
0 and ζn being the single-particle energy

of the nth orbital in the normal state. Both ζn and εn are
doubly degenerate. The corresponding solutions unτ (rj ,σ ) and
vnτ (rj ,σ ) of the Bogoliubov–de Gennes equation have a spin
structure, due to the presence of spin-orbit coupling, and are
directly related to the wave functions φnτ (rj ,σ ) of the system
in the normal state (solutions of the Schrödinger equation).
Due to time-reversal symmetry, the latter functions satisfy the
constraint

φnτ (rj ,σ ) = στφ∗
nτ̄ (rj , − σ ), (21)

where with τ̄ we denote the time-reversed partner of τ . In terms
of φnτ , the solutions of the Bogoliubov–de Gennes equations
are given by

unτ (rj ,σ ) = unφnτ (rj ,σ ), (22a)

vnτ (rj ,σ ) = σ vnφnτ (rj , − σ ), (22b)

with u2
n = 1

2 (1 + ζn/εn) and v2
n = 1

2 (1 − ζn/εn). That such
a direct relation exists between the eigenfunctions of the
Bogoliubov–de Gennes and Schrödinger equations is a conse-
quence of time-reversal symmetry.

The electron field operator of Eq. (11) and the tunneling
Hamiltonian of Eq. (12) become

�(r,σ ) =
∑
nτ

unφnτ (rj ,σ ) γnτ + σvnφ
∗
nτ (rj , − σ ) γ †

nτ (23)

and

HB=0
tunn =

∑
j,np,τσ

Wj [θ (�Al − εn) +
√

ν/νAlθ (εn − �Al)]

× [un φ∗
nτ (rj ,σ ) φp(rj ) γ †

nτ cpσ

+ σ vn φnτ (rj , − σ )φp(rj ) γnτ cpσ ] + H.c., (24)

respectively. Note that states with energy ε > �Al are mainly
localized in the superconducting shell, where spin-orbit in-
teraction is very weak, and therefore for these states spin
is a good quantum number. For their wave functions one
may therefore write φnτ (rj ,σ ) = δτσφn(rj ). In any case, the
presence or absence of spin-rotation symmetry has no drastic
consequences on Andreev reflection as long as time-reversal
symmetry is preserved.

We are now ready for the calculation of the current [54].
We assume that �0 is large enough that we are well far away
from the transition to the single-electron tunneling at B = B∗.
This requires (�0 − Ec)/Ec � T/Tp. In this case, there is no
poisoning effect: all transitions involving the odd parity states
can be neglected. By setting �0→α = �2→α = 0 in Eq. (17),
we obtain

Pα = 0, (25a)

P0 = �2→0

�2→0 + �0→2
, (25b)

P2 = �0→2

�2→0 + �0→2
. (25c)
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Thus, the sequential current is due solely to the pair
contribution, which reads as

I2e = 2e
�l

0→2�
r
2→0 − �l

2→0�
r
0→2

�2→0 + �0→2
. (26)

The rates �0→2 and �2→0 are due to Andreev reflection
processes, in which a Cooper pair is either added or subtracted
from the superconductor-wire hybrid. Because the pairing in
the proximitized nanowire is purely s wave, the two incoming
or outgoing electrons must have opposite spins. Assuming
that the occupation probabilities of single-particle states in the
leads follow the Fermi-Dirac distribution, we get the following
expressions from Fermi’s golden rule:

�
j

0→2 = 2π

�

∑
p1p2

∣∣Aj,0→2
p1p2

∣∣2
δ(E0 − E2 + ξp1 + ξp2 )

× f (ξp1 − μj ) f (ξp2 − μj ), (27a)

�
j

2→0 = 2π

�

∑
p1p2

∣∣Aj,2→0
p1p2

∣∣2
δ(E0 − E2 + ξp1 + ξp2 )

× f (ξp1 + μj ) f (ξp2 + μj ). (27b)

Here, A
j,0→2
p1p2 and A

j,2→0
p1p2 are amplitudes for the Andreev

reflection processes that either add (0 → 2) or subtract (2 →
0) a Cooper pair from the BCS condensate, while subtracting
or adding a pair of electrons from single-particle states |p1+〉
and |p2−〉 in lead j . Furthermore, f (x) = [1 + exp(x/T )]−1

is the Fermi-Dirac distribution, we use the abbreviation EN =
Ec(N − ng)2, and we choose the chemical potential in the two
leads to be μl = eV and μr = 0.

Andreev reflection is a two-step process involving an in-
termediate state with one quasiparticle in the superconductor-
wire hybrid, and its amplitude can be computed in second order
in perturbation theory in the tunneling Hamiltonian (12). The
result is

Aj,0→2
p1p2

= W 2
j

∑
nτ

[θ (�Al − εn) +
√

ν/νAl θ (εn − �Al)]

× unvn|φnτ (rj ,+)|2φp1 (rj )φp2 (rj )

×
(

1

E0 − E1 + ξp1 − εn

+ 1

E1 − E0 + ξp2 − εn

)
.

(28)

The two contributions to the amplitude between the round
brackets are distinguished by the order with which the two
electrons in the lead tunnel into the superconductor [note that
a minus sign due to Fermi statistics is compensated by the
factor σ = ± in Eq. (24), so that the two contributions interfere
constructively].

So far, our calculation applies, in fact, to any value of the
ratio �/Ec. At this point, we make two simplifications. First,
we may replace the energy difference E0 − E1 = Ec(2ng − 1)
with Ec since we are mainly interested in the vicinity charge
degeneracy point with ng = 1, and the residual dependence
of the amplitude on ng would be weak. Second, under
the condition (�0 − Ec)/�0 � T/Tp we may neglect the
energies ξp1 and ξp2 in the denominator, which are naturally

limited by temperature. Hence, we obtain

Aj,0→2
p1p2

= W 2
j

∑
nτ

[θ (�Al − εn) +
√

ν/νAlθ (εn − �Al)]

× �0

εn

|φnτ (rj ,+)|2φp1 (rj )φp2 (rj )

Ec − εn

. (29)

We now have to square the amplitude, which is a sum
over many positive contributions ∝ |φnτ (rj ,+)|2, making the
fluctuations of A

j,0→2
p1p2 negligible. By performing the sum over

n in the continuum limit, one arrives at the expression

∣∣Aj,0→2
p1p2

∣∣2 = g2
j δ2

j

(2π )4

16�2
0

�2
0 − E2

c

arctan2

√
�0 + Ec

�0 − Ec

, (30)

with δj the level spacing in the lead j . More precisely, the
above equation may be interpreted as an average value of

|Aj,0→2
p1p2 |2, which for instance can be obtained by sampling

the wave functions φnτ (rj ,σ ) from the Gaussian symplectic
ensemble or, for those states with spin-rotation symmetry, the
Gaussian orthogonal ensemble [78]. Inserting Eq. (30) in (27)
and performing the summation over states in the leads, we
obtain

�
j

0→2 =2π

�

g2
j

(2π )4

E2 − E0 − 2μj

exp[(E2 − E0 − 2μj )/T ] − 1

× 16�2
0

�2
0 − E2

c

arctan2

√
�0 + Ec

�0 − Ec

. (31)

The expression for the other transition rate �
j

2→0 can be
obtained by sending μj → −μj and E2 − E0 → E0 − E2.
Inserting the transition rates in Eq. (26), we get the following
expression for the zero-bias differential conductance at B =
0 [54]:

G2e =2e2

h

g2
l g

2
r

g2
l + g2

r

4Ec(1 − ng)/T

sinh[4Ec(1 − ng)/T ]

�2
0

�2
0 − E2

c

× 4

π2
arctan2

√
�0 + Ec

�0 − Ec

. (32)

The conductance exhibits a symmetric peak around the point
ng = 1. The peak height is temperature independent, while the
peak width is proportional to T .

A weak magnetic field will not affect dramatically the
final result of Eq. (32) as long as the corresponding Zeeman
energy remains small compared to �0. In this case, the
singlet condensate is only weakly affected by the breaking
of time-reversal symmetry and the energies of the virtual
states in Eq. (28) are split by a small amount ∼gμBB. Note,
however, that a more drastic effect of the magnetic field should
be observed if the leads are comprised from long segments
of a single-channel wire with strong spin-orbit interaction.
In this case, as already mentioned (see footnote 1), Zeeman
splitting removes one of the propagating modes. The Andreev
reflection for the electrons impinging on the junction via the
remaining single propagating mode is suppressed at the Fermi
energy [79,80], and we expect conductance suppression as
long as max(eV,T ) � gμBB.
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VI. SINGLE-ELECTRON TUNNELING REGIME

Let us now consider the regime in which the magnetic field
is large, such that �(B) < Ec, and in which the nanowire
is approaching the topological phase transition, B � Bc with
T � �(B) � �0. To characterize the low-energy spectrum
of the proximitized nanowire in this regime, we may use
the toy model of a single-channel nanowire [13,14], which
for a system of infinite length predicts a gap closing at zero
momentum. For a wire of length L, the low-energy spectrum
approximately is

εn =
√

�2 + δ2(n + 1/2)2, n = 0,1,2, . . . . (33)

Both time-reversal and spin-rotation symmetries are broken,
so there are no good quantum numbers beside the orbital index
n, and no degeneracies in the spectrum. The 1

2 offset in Eq. (33)
is due to the confinement energy for the plane-wave states [81].

Using the simple model of Refs. [13,14], we have checked
numerically that Eq. (33) is a very good approximation of
the low-lying states of a finite-size nanowire, at least as
long as one can neglect the branches of the energy spectrum
at large momentum |k| ∼ kF . The pairing gap for these
branches remains close to �0 for a strongly spin-orbit coupled
wire where the spin-orbit energy Eso = mα2 dominates the
Zeeman energy (m is the effective mass in the semiconducting
nanowire). Under this condition, there are ∼�0/δ states whose
energies are well approximated by Eq. (33). The number of
states contributing to transport is at the same time limited
by temperature, and of the order of

√
T �/δ < �0/δ. We

conclude that it is indeed sufficient to focus on this region
of the spectrum.

As mentioned in the Introduction, the level spacing δ in
Eq. (33) depends on the strength of the proximity effect. In
the Appendix, we show that δ can be estimated in terms of
measurable parameters of the hybrid system as

δ = Z0
πα

L
, (34)

with

Z0 = �Al

�Al + �0
√

(�Al + �0)/(�Al − �0)
. (35)

The estimate (34) assumes that the chemical potential in
the nanowire is situated in the middle of the Zeeman gap,
which is the optimal value. Equation (34) quantifies the
intuitive fact that for a strongly proximitized nanowire (�0 →
�Al, Z0 → 0), the level spacing is renormalized downwards
due to the hybridization with states in Al (see Ref. [82]
for an analysis of the same effect). On the other hand, for
weak or vanishing proximity (�0 → 0, Z0 → 1), the level
spacing tends to the inverse dwell time πα/L of an electron
propagating ballistically through the nanowire. For instance,
Eq. (34) gives δ ≈ 5.6 μeV for L = 2 μm, α = 10 μeV μm,
�0 = 180 μeV, and �Al = 130 μeV. These are the values
used in Figs. 3 and 5.

The effective low-energy Hamiltonian and electron field op-
erator now read just like Eqs. (9), (10), and (11), respectively,
but with the label α replaced by integer n, and εn specified in
Eq. (33). Note that, in the tunneling Hamiltonian, we limit the
summation to the low-lying states described by (33). We are

FIG. 3. Plot of the conductance peak due to single-electron
tunneling at � < Ec and for different temperatures, obtained by
a numerical summation of Eq. (41). We have used the following
parameters: �Al = 180 μeV, �0 = 130 μeV, � = 80 μeV, Ec =
100 μeV, α = 0.01 eV nm, and L = 2 μm. According to Eq. (34), for
these parameters the level spacing is δ ≈ 5.6 μeV. The summation
in Eq. (41) was truncated after [�0/δ] = 23 terms. The thin dashed
vertical line marks the value of ηpeak for T = 50 mK, estimated from
Eq. (43). For the curves in the figure, the missing numerical prefactor
in Eq. (42) is ≈ 0.25.

now ready for the evaluation of the conductance. We split the
calculation in two parts: in the next subsection we compute
the sequential tunneling contribution which determines the
peak value of the conductance, and afterwards we focus on
the elastic cotunneling contribution.

A. Sequential tunneling

For the sequential tunneling contribution we start again
from the steady-state solution of Sec. IV. Since now � < Ec,
we may neglect all transition rates which bring the wire into
the |2〉 state. Setting �0→2 = 0 and �α→2 = 0 in Eq. (17), we
obtain (replacing the label α with n) the following steady-state
occupation probabilities:

P0 =
(

1 +
∑

n

�0→n

�n→0

)−1

, (36a)

Pn = �0→n

�n→0

(
1 +

∑
n

�0→n

�n→0

)−1

, (36b)

P2 = 0. (36c)

Replacing the above expressions in Eq. (19), we see that
current due to sequential tunneling of electrons is given by

Ie = e

(
1 +

∑
n

�0→n

�n→0

)−1

×
∑

n

(
�l

0→n − �l
n→0

�0→n

�n→0

)
. (37)

We now need to compute the transition rates �0→n and �n→0

which describe the tunneling of a single charge between the
contacts and the wire. This is a first-order process which may
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involve any of the states in the leads, and again using Fermi’s
golden rule one finds

�
j

0→n = 2π

�

∑
pσ

W 2
j |φp(rj )|2 |un(rj ,σ )|2

× δ(E0 − E1 + ξp − εn)f (ξp − μj ),

�
j

n→0 =2π

�

∑
pσ

W 2
j |φp(rj )|2 |un(rj ,σ )|2

× δ(E0 − E1 + ξp − εn) [1 − f (ξp − μj )] (38)

with μl = eV, μr = 0. Factor f (x) or 1 − f (x) appears in the
equations above depending on whether the transfer of charge
subtracts or adds an electron in the single-particle state |pσ 〉
of the lead.

In order to proceed, we need to know the values of
|un(rj ,σ )|2. From the normalization condition we can write
|un(rj ,σ )|2 ∼ Z0/L, but computing the missing prefactor is a
nontrivial task, not even in the clean limit, since contrary to
time-reversal symmetric case treated in Sec. V, the energy and
spatial dependence of un(rj ,σ ) can not be inferred easily from
the eigenstates of the system in the normal state. However,
even without entering into microscopic details, we know
that the electron and hole parts (un,vn) of a solution of the
Bogoliubov–de Gennes equations with energy εn close to
� have almost equal weight. Hence, using the completeness
relation in spin space, we obtain

W 2
j |φp(rj )|2

∑
σ

|un(rj ,σ )|2 
 gj δj δ

2 (2π )2
, (39)

independent of n to leading order in δ. This leads to

�
j

0→n = gj δ

4π�
f (E1 − E0 + εn − μj ),

�
j

n→0 = gj δ

4π�
[1 − f (E1 − E0 + εn − μj )]. (40)

After inserting this result in Eq. (37) and after a tedious
but straightforward application of the chain rule, we obtain for
the differential conductance at zero-bias voltage the following
expression:

Ge = e2

2h

glgr

gl + gr

δ

T

1

1 + ∑
n exp[(� − εn + 2ηEc)/T ]

×
∑

n

1

1 + exp[(εn − � − 2ηEc)/T ]
, (41)

where η = ng − neo
g is a parameter which measures the vicinity

to the even-odd charge degeneracy point. The sum in the de-
nominator of Eq. (41) can be computed in the continuum limit,
with the result

∑
n exp[(� − εn)/T ] = √

T/4� exp(�/Tp)
for T � �. On the other hand, the remaining sum in Eq. (41)
can not be performed analytically, but by studying the
dominant contribution to the corresponding integral we obtain
the following estimates. The conductance exhibits peaks of
height

Gpeak
e ∼ e2

h

glgr

gl + gr

δ

T
, (42)

with a numerical prefactor of order one. The finite-temperature
peak position ηpeak(T ) is shifted from its T = 0 value
ηpeak(0) = 0:

ηpeak(T ) ≈ − T

4Ec

[
�

Tp

+ 1

2
ln

(
T

4�

)]
. (43)

The peak width is of the order of |ηpeak(T )|. The “tails” of the
peak are exponentially small, Ge ∼√

�/T exp(−2|η|Ec/T )
for |η| � |ηpeak|.

In Fig. 3, we plot the conductance peak obtained via a
numerical summation of Eq. (41), for different values of
the temperature. It shows how the peak position shifts more
towards the left of the charge degeneracy point η = 0 (i.e,
ng = neo

g ) with increasing T . The temperature increase makes
the difference in the size of even and odd Coulomb valleys as
a function of gate voltage less and less pronounced, a conse-
quence of poisoning of the proximitized nanowire. Analysis of
Eq. (42) also indicates that the peak has a width proportional to
ηpeak, and that it is slightly asymmetric with larger conductance
on the odd side (η > ηpeak). This asymmetry, however, is
hardly seen in the thermal tails of the peak, because of their
exponential smallness at low temperatures. At |η| � T/�,
the temperature-independent elastic cotunneling contribution
dominates the conductance. As we show next, it brings a
conductance asymmetry of opposite sign with respect to the
peak position, and yields a larger conductance on the even side
of the peak (η < ηpeak).

B. Elastic cotunneling

The term elastic cotunneling refers here to a coherent
transfer of electrons between the leads via a virtual state
in the wire. For a generic superconducting island with � <

Ec, it was first studied by Averin and Nazarov [53], who
found that Gel ∼ (e2/h)glgrδ/�. They did not focus on its
dependence on the gate voltage ng , which is indeed very
weak far away from the degeneracy points. Our motivation
to revisit this transport process in detail is the observation
of a large asymmetry in the conductance peak in the regime
� < Ec [46], with the conductance on the even side of the
peak (ng < neo

g ) being larger than on the odd side (ng > neo
g ).

The asymmetry was more pronounced at lower temperatures
and was observed in relatively short wires. Here, we argue that
a possible explanation of this effect lies precisely in the elastic
contribution Gel to the conductance. We extend the analysis
of Ref. [53] and find that Gel strongly enhances one side
of the peak, ng < neo

g , the one that corresponds to the even
electron number in the ground state. The enhancement is due
to a large number of nearly resonant contributions to the
tunneling amplitude. On the odd side, on the contrary, all
these contributions to the elastic cotunneling amplitude are
suppressed due to the presence of an unpaired quasiparticle,
as illustrated in Fig. 4. We now present our quantitative results
which support aforementioned qualitative considerations.

In an elastic cotunneling process, an electron with energy
ξp and spin σ1 is transferred to a state with spin σ2 and
same energy in the right lead (or vice versa). The process
leaves behind no quasiparticle excitations in the proximitized
nanowire. The total current can be obtained using the Fermi’s
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EVEN GROUND STATE ODD GROUND STATE

1 2
12

µL µR µL µR

FIG. 4. Illustration of the even-odd asymmetry of elastic cotun-
neling, which is a two-step process involving a sequence of two
coherent tunneling events. Their order is indicated in the figure by
the numbers and differs for the even and odd electron numbers in
the ground state. In the even case (left panel), initially there are
no quasiparticles in the proximitized nanowire. An electron may then
tunnel from the left lead (step 1), occupy virtually any of the low-lying
states of the nanowire, and then tunnel out to the right lead (step 2).
The different intermediate states are indicated by the different gray
arrows. For odd ground-state parity (right panel), instead, one quasi-
particle initially occupies the lowest-energy level of the proximitized
nanowire. The elastic cotunneling therefore is completed following
a reversed order: first, the additional quasiparticle tunnels out to the
right lead, and then it is replaced by an electron from the left lead. This
is the only resonant contribution to the amplitude close to the charge
degeneracy point: contributions involving other intermediate states
are blockaded due to the high charging energy cost associated with
the contemporary presence of two excess electrons in the nanowire,
or with the breaking of a Cooper pair.

golden rule as

Iel = 2πe

δr�

∑
p,σ1σ2

(
P0

∣∣Ael
0

∣∣2 +
∑

n

Pn

∣∣Ael
n

∣∣2 + P2

∣∣Ael
2

∣∣2

)

× [f (ξp − eV ) − f (ξp)]. (44)

We have used the energy conservation to eliminate a sum-
mation over states in the right lead. The tunneling process is
characterized by an amplitude Ael

i which depends on the initial
state |i〉 of the nanowire (we omit the explicit dependence of
the amplitude on p, σ1, and σ2). The contribution of each
amplitude must be weighted by the probability Pi for the wire
to be in state |i〉.

We are interested in the elastic contribution (44) outside
the domain of thermal broadening of the conductance peak
[see Eq. (43)]. Therefore, we may set T = 0 in the evaluation
of Gel. At T = 0, the occupation probabilities P0,Pn,P2 in
Eq. (44) are simply determined by the ground state for a given
value of ng . We then simplify Eq. (44):

Gel = 2πe2

�

1

δlδr

×
{ ∑

σ1σ2

∣∣Ael
0

∣∣2
, ng < neo

g∑
σ1σ2

∣∣Ael
n=0

∣∣2
, ng > neo

g

(45)

where the amplitudes Ael
0 and Ael

n=0 are for an incoming
electron at the Fermi level. They are obtained in second order in
the tunneling Hamiltonian and involve a sum over intermediate
states. In computing amplitude Ael

0 we assume the nanowire is
initially in even state with no quasiparticles and we obtain

Ael
0 = WlWrφp1 (rl)φ

∗
p2

(rr )
∑

n

u∗
n(rl ,σ1)un(rr ,σ2)

Ec(2ng − 1) − εn

. (46a)

The sum here corresponds to a manifold of states with an
extra electron occupying one of the quasiparticle states in the
proximitized wire. On the other hand, when computing Ael

n=0
we assume that a quasiparticle is present in the lowest-energy
level of the spectrum of Eq. (33), and we obtain

Ael
n=0 = WlWrφp1 (rl)φ

∗
p2

(rr )

×
⎡
⎣u∗

0(rl ,σ1)u0(rr ,σ2)

Ec(2ng − 1) − ε0
−

∑
n�=0

vn(rl ,σ1)v∗
n(rr ,σ2)

Ec(2ng − 1) + εn

⎤
⎦.

(46b)

The first term here corresponds to a virtual intermediate
state in which the unpaired electron initially present in the
ground state tunnels out from the nanowire. The sum reflects
virtual states formed by breaking a Cooper pair and extracting
one of the constituent electrons from the nanowire; the energy
of these states is larger than 2� at any value of ng . In
writing both amplitudes, we neglected contributions involving
intermediate states with charge different from N or N + 1.
These would appear at the same order in the tunneling matrix
elements, but involve intermediate states with an energy larger
by an amount at least Ec.

The energies of the intermediate states involved, respec-
tively, in Eqs. (46a) and (46b) differ drastically from each other
when ng → neo

g = (� + Ec)/2Ec, that is, when Ec(2ng −
1) → �. By looking at the denominators in Eq. (46a), we
see that the amplitude for the even states contains many
contributions with a small denominator of order δ. On the odd
side, instead, there is only one such contribution, represented
by the first term in Eq. (46b), while all others have a
denominator which is at least 2�.

In order to proceed with the calculation, we need to square
the amplitudes in Eqs. (46). In doing so, we use the fact that
the phases of the wave functions are different for different
states, resulting in an effective cancellation of the cross terms
appearing upon squaring the sums present in Eqs. (46). To
leading order in δ, we may therefore replace the absolute
square of the sum with the sum of squares [83]. For instance,
when inserting Eq. (46a) in (45), the crucial part of the
calculation goes as follows:

∑
σ1σ2

∣∣∣∣∣
∑

n

u∗
n(rl ,σ1)un(rr ,σ2)

Ec(2ng − 1) − εn

∣∣∣∣∣
2



∑
σ1σ2

∑
n

|un(rl ,σ1)|2 |un(rr ,σ2)|2
Ec(2ng − 1) − εn


 Z2
0

4L2

∑
n

1

[Ec(2ng − 1) − εn]2
. (47)

We recall that the factor Z2
0 appears from the normalization of

the wave function. In going from the second line to the third
line above, we have again used the completeness of the basis
in spin space, as well as the fact that for εn close to � the
electron and hole parts of the quasiparticle wave functions have
equal weight. Note that while this procedure essentially allows
us to obtain an average value of the conductance, we expect
substantial fluctuations between different Coulomb blockade
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FIG. 5. Plot of the T = 0 elastic cotunneling conductance on both
sides of the degeneracy point ng = neo

g . The curve is obtained via a
numerical summation of Eq. (48), using the same parameters as in
Fig. 3.

valleys [71]. For the average value of the conductance, we
obtain

Gel = e2

h

glgrδ
2

(2π )2

1

4

∑
n

1

[Ec(2ng − 1) − εn]2
if ng < neo

g

(48a)

and

Gel = e2

h

glgrδ
2

(2π )2

1

4

{
1

[Ec(2ng − 1) − ε0]2

+
∑
n>0

1

[Ec(2ng − 1) + εn]2

}
if ng > neo

g . (48b)

These sums can be performed numerically as illustrated in
Fig. 5. They can also be evaluated analytically in the continuum
limit, applicable at |η| � δ2/�Ec, which allows us to obtain
in the linear order in δ the following asymptotic behavior close
to the charge degeneracy point:

Gel ∼ e2

h

glgr

4 (2π )2
×

{
δ

2Ec

(
�

2Ec

)1/2 1
|η|3/2 , η → 0−

2
3

δ
�

, η → 0+ (49)

where, we recall, η = ng − neo
g . The single diverging contribu-

tion present in Eq. (48) for ng > neo
g adds to the conductance

on the odd side of the peak a higher order in δ term, ∼
(e2/h)(glgr/4π2) δ2/(16E2

c η
2), which can only compensate

for the asymmetry in a narrow interval |η| � δ2/(�Ec).
The divergence at ng = neo

g is, of course, not physical. At
finite temperature, it can be removed by the regularization
procedure outlined in Ref. [84]. The regularization only affects
the result in the vicinity of the transition point, for |η| � (gl +
gr ) δ/Ec, and therefore does not affect the conclusion about
the asymmetry of the conductance peak indicated by Eq. (49)
as long as T � (gl + gr ) δ.

Finally, we compare the elastic cotunneling and the sequen-
tial tunneling contributions to the conductance. By equating
the even-side asymptote of Eq. (49) with the activated tails of

Eq. (41), we see that the elastic cotunneling dominates over
the thermal tail and thus defines the conductance asymmetry
with respect to η at |η| � |η∗|, with

η∗ ≈ − T

4Ec

ln

[
E3

c

δ2(gl + gr )2T

]
. (50)

As expected, the elastic cotunneling is enhanced at low
temperatures. Increasing the level spacing δ, the conductances
of the point contacts or the charging energy Ec also enhance
the relative weight of the elastic cotunneling process to the
total conductance.

The asymmetry of the Coulomb blockade peaks in the
single-electron tunneling regime is due to the different nature
of the excitations spectra in the two charge states brought to
resonance: the spectral gaps ∼� in the even state and ∼δ2/�

in the odd one are vastly different. The asymmetry of the peaks
may complicate finding the energy of the spatially quantized
quasiparticle levels from the position of the peaks (this
technique was widely used in the physics of semiconductor
quantum dots [73,85], and may require to attain very low
temperatures T � δ2/�). In that temperature range, we expect
small shifts ∼ δ2/(�Ec) of the peak positions compared to the
nominal ones ng = neo

g .

VII. RESONANT TUNNELING THROUGH MAJORANA
BOUND STATES

Let us now move on to the case B > Bc. If the proximitized
nanowire is in the topological phase, it will host two Majorana
bound states close to the two point contacts. In the ideal case,
the single-particle spectrum of the nanowire consists of a single
zero-energy quasiparticle state separated by a gap �(B) from
the quasicontinuum of extended states in the nanowire. The
even-odd charge degeneracy point is now situated at neo

g = 1
2 ,

and similarly to the Coulomb blockade in a metallic island one
expects conductance peaks with a periodicity in gate voltage
corresponding to a single-electron charge. In this situation, the
leading mechanism for conduction is the resonant tunneling
mediated by the pair of Majorana bound states [55,86,87];
away from the charge degeneracy point, resonant tunneling
crosses over to elastic cotunneling.

The Majorana bound states are zero-energy solutions of
the Bogoliubov–de Gennes equations, and have self-conjugate
operators

γj =
∑

σ

∫
dr[uj (r,σ )�(r,σ ) + u∗

j (r,σ )�†(r,σ )], (51)

where j = l,r denotes the two Majoranas at opposite ends
of the wire, and uj (r,σ ) is a bound-state wave function
centered around the location rj of either point contact. Both
wave functions decay exponentially away from rj . The length
scale for the decay is set by the effective superconducting
coherence length ξ , which for a ballistic nanowire is equal to
ξ = v/�, where v is the renormalized Fermi velocity for states
in the proximitized nanowire. The latter can be estimated from
Eq. (34) as v ≈ Z0α.

Provided that all relevant energy scales are smaller than
the gap �, one may replace the full tunneling Hamiltonian
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of Eq. (12) with a low-energy version which only takes into
account tunneling from the lead into the nanowire via the
Majoranas. In this approximation, the electron field operator
is written as �(r,σ ) = ∑

j uj (r,σ ) γj + . . . and the tunneling
Hamiltonian of Eq. (12) becomes

Htunn =
∑
j,pσ

[Wj u∗
j (rj ,σ )φp(rj )γj cp N̂+ + H.c.] + . . . ,

(52)
where N̂+ is a raising operator for the number of electron
charges in the proximitized nanowire, which is included to
make the tunneling Hamiltonian explicitly charge conserving.
The dots in the equation above indicate omission of states
above the gap.

The localized nature of the Majorana bound states has im-
portant consequences for the magnitude of the level broadening
�Maj of the zero-energy state induced by the presence of the
contacts. Indeed, the normalization for the Majorana wave
function requires |u(rj ,σ )|2 ∼ (Z0/ξ ), where the factor Z0

again takes into account the reduced weight of wave functions
in the nanowire due to the coupling to the superconductor.
Hence, for a ballistic nanowire, we obtain the following
estimate:

�Maj = π
∑
j,pσ

W 2
j |uj (rj ,σ )|2|φp(rj )|2δ(ξp)


 (gl + gr ) �

8π
. (53)

For a given sample, the value of �Maj may be affected by
mesoscopic fluctuations, and in particular by the microscopic
details of the portion of the nanowire close to the contacts.
However, the crucial fact is that the relevant energy scale for
the broadening is the gap �, rather than the level spacing δ.

The calculation of the conductance is equivalent to that of
the resonant tunneling of electrons via a double barrier hosting
a single bound state with energy E1 − E0 = Ec(2ng − 1). The
probability for such a process is described by the Breit-Wigner
formula

|Ap|2 = glgr

4(2π )4

δlδr �2

(E1−E0−ξp)2 + (gl + gr )2�2/(8π )2
,

(54)

with ξp the energy of the initial state in the leads. The
summation of the probability over the states in the leads yields
the following integral expression for the linear conductance:

GMaj = 2πe2

�

1

4T δlδr

∫ ∞

−∞

dξp |Ap|2
cosh2(ξ/2T )

. (55)

In the limit T � �Maj, one obtains

GMaj = e2

h

glgr

4(2π )2

�2

4E2
c

(
ng − 1

2

)2 + (gl + gr )2�2/(8π )2
.

(56)

This is a resonant peak centered at ng = 1
2 , with height

(e2/h) 4glgr/(gl + gr )2 and half-width at half-maximum
(gl + gr )�/16πEc. Note that the conductance maximum is
e2/h for a symmetric junction with gl = gr .

FIG. 6. Plot of the conductance GMaj due to resonant tunneling
through the Majorana bound states at B > Bc [Eq. (57)] at different
temperatures T . We used the same parameter as in Fig. 3.

The integral in Eq. (55) can be solved analytically also for
a finite temperature

GMaj(T ) = e2

h

glgr

gl + gr

�

4π2T

× Re

[
ψ ′

(
1

2
+ (gl + gr )�

16π2T
− i

(
ng − 1

2

)
Ec

πT

)]
,

(57)

where ψ ′(z) is the polygamma function of first order [88].
The equation above describes the crossover from the zero-
temperature resonant peak to a temperature-broadened peak

GMaj 
 e2

h

glgr

gl + gr

�

8T

1

cosh2
[
Ec

(
ng − 1

2

)
/T

] (58)

at temperatures T � �Maj. In Fig. 6, we plot the conductance
peak for several temperatures.

It is important to contrast the Coulomb blockade peak
shapes in the case of tunneling via Majorana states with the
peaks in the single-electron tunneling regime (see Sec. VI).
Unlike the latter, the conductance maxima we find here
[see Eqs. (56) and (55)] are symmetric with respect to the
degeneracy point at any T/�Maj. The difference stems from
the different nature of the excitations spectra: at B > Bc, a
substantial gap ∼�(B) exists in each of the two states brought
to degeneracy by adjusting the gate voltage ng .

So far, we have not considered exponentially small correc-
tion to the ground-state energy, which appears in a finite-length
wire due to the hybridization of the two Majorana states [2,56].
This correction will shift the conductance peak position
while preserving the shape of the peak. The peak symmetry
substantiates the way small (smaller than the peak width)
corrections to the peak positions were extracted in [44].

VIII. CONCLUSIONS

We have developed a quantitative theory of the two-terminal
conductance through a proximitized nanowire in the Coulomb
blockade regime. Inspired by the recent experiment [44],
we have investigated the magnetic-field dependence of the
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FIG. 7. Comparison between conductance peaks in the three
different regimes of Coulomb blockade oscillations treated in this
work: Andreev regime (left panel), single-electron tunneling regime
(middle panel), and Majorana regime (right panel). We have used
parameters comparable to those estimated for the device in Ref. [44]
which was closest to the weak tunneling regime considered in
this paper: �Al = 180 μeV, �0 = 130 μeV, � = 30 μeV for the
two rightmost panels, Ec = 55 μeV, T = 50 mK, L = 0.95 μm,
α = 8 μeV μm, gl = gr = 0.65. The value of gl and gr was chosen
to approximately match the height of the Andreev peak conductance
observed for the L = 0.95 μm device in the experiment [44]
(Gpeak

2e ≈ 0.2 × e2/h).

conductance and identified three distinct transport regimes
which may occur upon increasing an external magnetic field B:
Andreev transport regime (a), single-electron tunneling regime
(b), and coherent transmission regime (c) through a Majorana
zero-energy state which occurs when the system is driven into
topological superconducting phase.

Using weak tunneling approximation, we have computed
the shape of conductance peaks of Coulomb blockade oscil-
lations for all three regimes [see Eqs. (32), (41), and (58)
and the corresponding Fig. 7]. Using our results, one can
draw the following conclusions which are important for the
interpretation of the experimental data [44].

First, the height of the conductance peaks is a nonmonotonic
function of magnetic field B with the generic pattern of
bright-dark-bright signals corresponding to (a), (b), and (c)
regimes, respectively. In the limit of long wires, we predict
that conductance should be suppressed in the single-electron
tunneling regime (b) whereas Andreev (a) and Majorana (c)
contributions to the conductance should remain finite.

Second, the width of the Coulomb peaks provides additional
information regarding the nature of transport mechanisms for
a given magnetic field. Upon lowering the temperature, the
Coulomb blockade peak widths in the regime (c) saturate
[see Eq. (56)]. At higher temperatures, the peak widths are
proportional to temperature T , being limited by thermal
activation in each of the three regimes; the width in the regime
(c) is twice bigger than in the regime (a) where conduction is
facilitated by hopping of electron pairs.

Third, the relative height of an Andreev peak should
increase with increasing the conductances of the point contacts
whereas the ratio of the Coulomb blockade peaks in the
single-electron tunneling and activation-limited Majorana

regimes is independent of gl and gr [cf. Eqs. (32), (41), (42),
and (58)]. For realistic physical parameters, we find that
Andreev conductance should be smaller than the conductance
in the topological regime (see Fig. 2), whereas the experimental
findings [44] are the opposite. This quantitative discrepancy
might be due to our single-channel approximation. It is likely
that the nanowire might have a few transverse channels,
which would not affect the conductance in regime (c), while
enhancing the regime (a) conductance.

Finally, we find that Coulomb blockade peaks in the
Majorana regime (c) are described by an even function (a
Lorentzian at low T ) centered, at any temperature, exactly
at the point of degeneracy of two ground states differing by
single-electron charge. This should be contrasted with the
conductance in the single-electron tunneling regime (b) where
the peak positions are T dependent and shifted away from
the degeneracy points, while the peak shape is skewed with
respect to their maxima. Thus, we find that in the Majorana
regime (c) the position of the Coulomb blockade peaks, even
if those are thermally broadened, can be used as a sensitive
probe of the ground-state degeneracy splitting due to a finite
length of a nanowire. In this sense, our finding corroborates
the conclusions of Ref. [44].

We note that in the experiment [44], the dimension-
less conductances gl,gr were set to quite large (i.e., order
one) values; a systematic investigation of the two-terminal
conductance as a function of the left/right tunnel barriers
transmission coefficients would be very useful. On the theory
side, it is desirable to extend the consideration to include the
effect of almost-open junctions, higher channel number, and
mesoscopic fluctuations.
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APPENDIX: LEVEL SPACING OF A PROXIMITIZED
NANOWIRE

In this appendix, we derive Eq. (34) for the level spacing
of a proximitized Rashba nanowire close to the topological
phase transition at B = Bc. We begin from the known
expression [21,22] for the single-particle Green’s function
G(k,E) for an electron propagating along the nanowire with
momentum k and energy E:

G(k,E) = Z(E)

E − Z(E) H (k) + [1 − Z(E)] �Al τ1
. (A1)

Here, H (k) is the Hamiltonian for the nanowire in the absence
of the superconductor, �Al is the superconducting gap in
Al, τ1 is the first Pauli matrix in Nambu space, and Z(E)
is a renormalization factor due to the coupling with the
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superconductor:

Z(E) = 1

1 + �/

√
�2

Al − E2
. (A2)

� is an unknown parameter with the physical dimension of
energy, which measures the coupling strength between the wire
and the superconductor. Z(E) can be interpreted as the fraction
of time that a particle with energy E < �Al spends in the
semiconducting nanowire, as opposed to the superconductor.

For simplicity, we take for H (k) the standard Hamiltonian
of a single-channel Rashba wire in a magnetic field [13,14]:

H (k) = [ζ (k) + αkσ2]τ3 + gμBBσ3. (A3)

Here, ζ (k) = k2/2m − μ,m is the effective mass in the
semiconductor, α is the strength of the spin-orbit coupling,
g the g-factor in the nanowire, μB the Bohr magneton, B is
the magnetic field, and σ and τ are Pauli matrices in spin and
Nambu space, respectively.

The energy spectrum of the proximitized nanowire can be
found by solving the equation

det[G−1(k,E)] = 0. (A4)

The determinant can be calculated explicitly. It gives the
following equation for E [21]:

E2

Z2(E)
= �2

Al[1 − Z(E)]2

Z2(E)
+ [

V 2
z + k2α2 + ζ 2(k)

]

± 2

√
ζ 2(k)

(
V 2

z + k2α2
) + V 2

z �2
Al[1 − Z(E)]2

Z2(E)
(A5)

with Vz = gμBB.
The level spacing δ of a nanowire of length L will depend

crucially on the strength of the proximity effect. We do not
want to perform a systematic study of the level spacing as a
function of all the parameters, but rather to obtain an estimate
for δ without making any assumption on the value of �, which
is an unknown parameter not easy to control in experiment nor

to extract from experimental data. Our strategy is to first find
an equation for � in terms of the observable quantity �Al and
�0, the induced gap at B = 0.

To obtain such equation, we focus on the lowest-energy
branch in Eq. (A5). The relevant gap in the spectrum is
expected to be at k = 0, at least up to values of magnetic
field larger than Bc, and to reach its optimal value at μ = 0.
Hence, we set E = �0, k = 0, μ = 0, and B = 0 in Eq. (A5)
and we find

� = �0

√
�Al + �0

�Al − �0
. (A6)

This equation establishes the sought relation between � and
�0 and it is valid both for weak proximity (that is, �0 � �Al

or equivalently � � �Al) and strong proximity (that is, �0 →
�Al or equivalently � � �Al).

It is worth stopping one moment to analyze Eq. (A6). In both
limits of weak and strong proximity we can find approximate
expressions for �0 as a function of � by expanding the
right-hand side around �0 = 0 and �Al, respectively. For weak
proximity one obtains �0 ≈ �, while for strong proximity
�0 ≈ �Al(1 − 2�2

Al/�2). As a remark, we want to stress
the difference between this result and the expression �0 =
(��Al)/(� + �Al) which is often used in the literature, and
which can be obtained via the same derivation but by replacing
Z(E) with its value at E = 0 in Eq. (A5). The latter expression
gives the wrong asymptotic expansion for � � �, and in fact
the induced gap approached �Al faster upon increasing �.

Let us now consider B = Bc, with �(Bc) = 0 and μ = 0.
In this regime, it is indeed appropriate to replace Z(E) with
its value at E = 0, Z0 = (1 + �/�)−1, in Eq. (A5). Using
Eq. (A6) to replace � in Z0, we obtain the expression quoted
in Eq. (35) of the main text. Neglecting quadratic terms in k in
H (k), that is, focusing on momenta k � mα, Eq. (A5) simply
gives

E = Z0 αk. (A7)

For a wire of length L, the momentum is quantized in multiples
of π/L, leading to δ = Z0πα/L [Eq. (34) of the main text].
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