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We study the renormalization group flow of the Luttinger-Ward functional and of its two-particle-irreducible
vertex functions, given a cutoff in the two-particle interaction. We derive a conserving approximation to the flow
and relate it to the fluctuation exchange approximation as well as to nonconserving approximations introduced in
an earlier publication [J. F. Rentrop, S. G. Jakobs, and V. Meden, J. Phys. A: Math. Theor. 48, 145002 (2015)]. We
apply the different approximate flow equations to the single-impurity Anderson model in thermal equilibrium at
vanishing temperature. Numerical results for the effective mass, the spin susceptibility, the charge susceptibility,
and the linear conductance reflect the similarity of the methods to the fluctuation exchange approximation. We find
the majority of the approximations to deviate stronger from the exact results than one-particle-irreducible func-
tional renormalization group schemes. However, we identify a simple static two-particle-irreducible flow scheme
which performs remarkably well and produces an exponential Kondo-like scale in the renormalized level position.
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I. INTRODUCTION

Baym and Kadanoff start the abstract of their seminal
paper on how to construct conserving approximations to
many-particle Green functions with the words “in describing
transport phenomena, it is vital to build the conservation laws
of number, energy, momentum, and angular momentum into
the structure of the approximation” [1]. For the following
decades, it was indeed a paradigm that approximate solutions
to quantum many-body problems ought to be conserving.
However, for low-dimensional systems known conserving
approximation schemes suffer from severe artifacts. The
conserving self-consistent Hartree-Fock approximation, for
example, predicts an unphysical breaking of spin symmetry for
the single-impurity Anderson model at moderate interactions
[2], and it wrongly predicts the formation of a charge
density wave in one-dimensional quantum wires with weak
repulsive interaction [3]. As another example, two-particle
Green functions computed with conserving approximations
as proposed by Baym and Kadanoff [1,4] violate the Pauli
principle in form of the crossing-symmetry relation [5–7].

Maintaining conservation laws is usually not in the
focus of renormalization group (RG) approaches to quantum
many-body problems. Typical RG-based approximations are
nonconserving, for instance, standard truncations of the “func-
tional” (or “exact”) RG (fRG) in the one-particle-irreducible
(1PI) vertex expansion [8,9]. The relation between fRG
approximations and conservation laws was repeatedly under
investigation. In particular, the connection of the fRG to
Ward identities attracted interest; Ward identities are relations
between many-body correlation functions which encode the
respective conservation laws. Katanin showed how the devia-
tion of 1PI fRG results from Ward identities can be reduced by
modifications in the truncation procedure [8]. Enss found the
commonly employed fRG truncation schemes to be in prin-
ciple incompatible with the Ward identities typically used in
the condensed-matter literature [10]. Kopietz and co-workers
proceeded reversely and used Ward identities to create new
truncations of the hierarchy of fRG flow equations [11–13].

Another topic that raised attention in this context is the
relation of the fRG to the conserving approximations proposed
by Baym and Kadanoff [1,4]. These are often called “� deriv-
able” in reference to their construction. First, an approximation
to the Luttinger-Ward functional [14] � is devised which is
invariant under the symmetry transformations associated with
the conservation law. Then, correlation functions are computed
from the two-particle-irreducible (2PI) vertex functions of �,
the physical value being determined by a self-consistency
equation for the self-energy. It was shown for a scalar field
theory that the physical self-energy of any given �-derivable
approximation can be obtained from a 1PI fRG flow [15];
for that purpose, one expresses the 1PI four-point function
that enters the flow equation via the 2PI four-point function
that corresponds to the given approximation. This finding
highlights the renormalizability of the vertex functions in
�-derivable approximations, which was studied intensively
already before (see Ref. [16] and references therein). In
Ref. [17], it is discussed how the �-derivable approximation
based on the second-order approximation to � can be obtained
from a 2PI fRG flow. References [15,17] thus show how a given
�-derivable approximation can be reconstructed by the fRG.
In this paper, we address the opposite question. Can the fRG be
used to construct new �-derivable approximations? So far, the
required invariant approximate functional � is usually given
by some subset of (skeleton) diagrams from the expansion
of � in powers of the interaction [4]. The fRG could be
used to construct completely new, nondiagrammatic invariant
approximations to �. The precise form of the functional might
even not be required if the fRG describes the flow of the
corresponding physical values of the vertex functions.

A natural starting point for our investigation is the fRG flow
of the Luttinger-Ward functional and of its vertex functions as
described in Refs. [18–20]. In Ref. [20], we used the notions
of “C flow” and “U flow” in order to distinguish whether
the flow parameter is introduced into the free propagator
C or into the two-particle interaction U . We showed that
the hierarchy of C-flow equations for the physical vertex
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functions truncated straightforwardly at level 2m is solved by
mth-order self-consistent perturbation theory. This generalizes
the result of Ref. [17] to arbitrary order (however, only for
condensed-matter problems without ultraviolet divergencies).
Truncated C flow is completely equivalent to the well-known
�-derivable self-consistent perturbation theory. In particular,
the result does not depend in any form on the choice of the
flow parameter and its possibly regularizing properties. For
models with infrared divergencies in perturbation theory, the
straightforward application of C-flow RG is only possible if
self-consistency has a regularizing effect.

Concerning the U flow, we did not discuss in Ref. [20] how
the truncation schemes relate to conserving approximations;
we do so in this paper. Here, we show how �-derivable
approximations to the U flow can be constructed. We carry
out the relevant steps in a nontrivial truncation and find
an approximation which is closely related to the fluctuation
exchange (FLEX) approximation [21]. The corresponding
invariant approximations to � are diagrammatically equivalent
except for prefactors. Furthermore, we study the U flow of the
physical vertex functions and identify the U -flow approxima-
tions from Ref. [20] as non-�-derivable approximations to our
�-derivable one. Additionally, in the lowest-order truncation
we find a static non-�-derivable approximate U flow that was
overlooked in Ref. [20] and which turns out to be remarkably
accurate for the Anderson impurity model.

We also consider the combined C and U flows. We find
that the corresponding �-derivable fRG approximations are
identical to those of the pure U flow. Furthermore, we construct
a non-�-derivable combined C- and U -flow approximation for
the flow of the physical values with a parameter that allows
to smoothly interpolate between pure C-flow and pure U -flow
approximations. At a suitably chosen parameter value, the
range of applicability of the combined method to the Anderson
impurity model is slightly larger than that of the pure U flow.

We apply all our conserving and nonconserving approx-
imations to the Anderson impurity model in equilibrium
and study the effective mass, the spin susceptibility, the
charge susceptibility, and the linear conductance. In this
way, we provide a comprehensive application of 2PI fRG
approximations to a condensed matter quantum many-body
problem.

In Ref. [20] we studied the performance of 2PI fRG
approximations on the toy model of the anharmonic oscillator.
There, we identified a non-�-derivable “modified” variant
of the U flow going back to Ref. [19] as more precise
and faster than 1PI fRG with flowing four-point vertex; the
modified U -flow variant has the self-consistent Hartree-Fock
approximation as starting point which provides already a
fairly good approximation for the case of the anharmonic
oscillator. The question arises as to whether the high efficiency
of this flow scheme pertains as well to actual many-body
problems. The Anderson impurity model provides a test of
particular interest since self-consistent Hartree-Fock predicts
for this model an unphysical breaking of spin symmetry at
increased interactions. Does the modified U flow restore the
symmetry which is violated in its initial conditions? In this
paper, we show that this is not the case and that the modified
U flow performs comparably bad. Furthermore, we prove the
plain and modified U -flow approximations of Ref. [20] to be

non-�-derivable by comparing numerical results for the dot
occupancy obtained from different approaches. Consequently,
there is no reason to expect these methods to preserve
conservation laws; therefore, we will frequently refer to them
as nonconserving methods.

Concerning our � derivable and thus conserving approx-
imation to the U flow, the numerical results turn out to
be quite similar to those of the FLEX approximation for
all studied observables. In particular, the effective mass is
quickly overestimated as U increases. There exists an analytic
prediction [22] that another approximation similar to FLEX
produces a characteristic temperature scale ∼exp(−cU 2) [as
opposed to the correct Kondo temperature ∼exp(−c′U )]. The
consequent presumption that our approximate effective mass
correspondingly shows an exp(cU 2) behavior is, however, not
confirmed by the data.

The paper is organized as follows: In Sec. II, we briefly
repeat the notation and the main definitions of Ref. [20].
Section III then summarizes important aspects of � deriv-
ability discussed in the literature. In Sec. IV, we present our
main analytical findings. We show how to obtain a conserving
U -flow fRG scheme and specify its relation to FLEX. We
then discuss how to view the U -flow schemes of Ref. [20] as
approximations to the conserving U flow. Moreover, we show
how to obtain a static (i.e., frequency-independent) U -flow
scheme. We then describe an approximate 2PI fRG scheme
that combines C and U flows. In Sec. V, we apply the different
methods to the Anderson impurity model in equilibrium; for
a concise presentation in the main part, we discuss many
details in the Appendixes. We present numerical results for
the Anderson model in Sec. VI which is followed by the
concluding Sec. VII. Throughout the paper, we set � = 1 and
kB = 1.

II. FERMIONIC 2PI FORMALISM: NOTATION
AND DEFINITIONS

In this paper, we use the same notation and definitions
as in Ref. [20]. In this section, we only summarize the
most important ones, restricting ourselves to the case of
some fermionic many-body system. For details we refer to
Ref. [20], in particular Secs. 2, 3, and 5. At the end of this
section, we comment on the existence and uniqueness of the
Luttinger-Ward functional.

We construct suitable generating functionals for equilib-
rium Green functions from the grand canonical partition
function Z[J ] furnished with a source term. The source is
chosen to be quadratic in the fields

Z[J ] =
∫

D[ψ]e−S[ψ]+ 1
2

∑
αα′ ψαJαα′ ψα′ . (1)

Here,
∫
D[ψ] is a functional integral over imaginary-time

Grassmann variables, and the action is given by

S[ψ] = − 1

2

∑
αα′

ψα(C−1)αα′ψα′

+ 1

4!

∑
α1α

′
1α2α

′
2

Uα1α
′
1α2α

′
2
ψα1ψα′

1
ψα2ψα′

2
. (2)
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We use multi-indices α = (c,s,τ ). The charge index c deter-
mines whether a field is creating (+) or annihilating (−). For
the Anderson model below, the state index s will be the spin
s = σ = ↑ or ↓. As usual in thermal equilibrium, we can
switch from imaginary times τ to Matsubara frequencies νn =
π
β

(2n + 1). One-particle quantities such as the free propagator
C are antisymmetric under exchange of the indices Cαα′ =
−Cα′α . The two-particle interaction U is fully antisymmetrized
Uα1α2α3α4 = sgn(P )UαP 1αP 2αP 3αP 4 for any permutation P .

The charge-index notation is advantageous for the method-
ological part of the paper. It allows for a compact notation
with, e.g., a single expression representing different channels
of pair propagation. Furthermore, it applies in the same form
to models which do or do not conserve particle number. We use
it at the cost of obtaining at first unwieldy matrices with many
zero components (which we then reduce to simpler objects)
once we apply the formalism to the Anderson model with
conserved particle number.

A Legendre transformation leads from W [J ] = ln Z[J ] to
the 2PI effective action


[G] = {−W [J ] − J · G}|J [G] (3)

(cf. Refs. [23–25]). The new independent variable is the
full propagator G with components Gαα′ = −δW/δJαα′ =
−〈T ψαψα′ 〉J . In Eq. (3), we employed the dot product notation

J · G = 1

2

∑
αα′

Jαα′Gαα′ = 1

2

∑
γ

Jγ Gγ = −1

2
tr JG. (4)

Later we will use as well a trace based on the combined index
γ = (α,α′),

Tr X = 1

2

∑
γ

Xγγ , (5)

which is to be distinguished from the single-index trace tr Y =∑
α Yαα . Furthermore, we will use the dot product inverse

of a four-point function. It satisfies (X · Xinv)γ1γ2 = Iγ1γ2 .
Here, Iγ1γ2 = δα1α2δα′

1α
′
2
− δα1α

′
2
δα′

1α2 is the neutral element with
respect to the dot product X · I = I · X = X.

The Luttinger-Ward functional is the difference between
the 2PI effective action in the interacting and noninteracting
cases

�[G] = 
[G] − 
0[G]

= 
[G] − 1
2 [tr ln(−G) − tr(C−1G − 1)]. (6)

Diagrammatically, it is given by minus the sum of all skeleton
(2PI) diagrams contributing to the partition function, using full
propagators as lines. Its functional derivative with respect to
G is minus the self-energy

�(1)
γ [G] = δ�[G]

δGγ

= G−1
γ − C−1

γ − Jγ [G] = −
γ [G]. (7)

We use a superscript “(n)” to indicate the nth functional deriva-
tive, for example, W (2)

γ1γ2
= δ2W/δJγ1δJγ2 . The derivatives of

� and of other functionals obey the symmetry relations

�(n)
γ1...γn

= �(n)
γP 1...γPn

,
(8)

�
(n)
γ1...(αi ,α

′
i )...γn

= −�
(n)
γ1...(α′

i ,αi )...γn
.

One obtains the physical quantities (denoted by a bar) by
setting the external source J to zero, for example, J = 0,G =
G[J ],
 = −�(1) = −�(1)[G].

An important quantity is the pair propagator

�γ1γ2 [G] = − δGγ2

δG−1
γ1

= Gα′
1α2Gα1α

′
2
− Gα1α2Gα′

1α
′
2
. (9)

It arises for instance in the flow Eq. (27) of � and in the
Bethe-Salpeter equation

W (2) = (�inv + �(2))inv = � − � · �(2) · W (2). (10)

To conclude this section, let us briefly comment on the
questions of existence and uniqueness of the Luttinger-Ward
functional.

For some systems, the physical Green function has zeros,
such that det G = 0. Then, tr ln(−G) = ln det(−G) in Eq. (6)
is not defined and �[G] does not exist; the formalism is not
applicable in this case. This happens for gapped systems [26]
which we do not investigate here.

The Legendre transformation in Eq. (3) requires the func-
tional J [G]. A recent numerical study revealed the existence
of a J̃ �= 0 with G[J̃ ] = G[0] = G for some models with
onsite interaction [27]. This includes the Anderson model
which we study below. This finding means that there exist two
(or more) branches Ji[G], i = 1,2, of the functional J [G].
Two branches 
i[G] of the 2PI effective action arise, as well
as two branches �i[G] = 
i[G] − 
0[G] of the Luttinger-
Ward functional (the noninteracting 
0[G] is unique) and
two branches 
i[G] = −�

(1)
i [G] = −G−1 + C−1 + Ji[G] of

the self-energy functional. The physical state is correctly
described by the branch which satisfies Ji[G] = 0 or, equiv-
alently, the self-consistency equation 
i[G] = −G−1 + C−1.
Which branch does so may depend on the strength of the
interaction (cf. Ref. [27] as well as Refs. [28,29] for toy
model studies). On any branch, G is the only possible solution
of the self-consistency equation 
i[G] = −G−1 + C−1 since
Ji[G] = 0 entails G = G[Ji[G]] = G[0] = G. Therefore, the
self-consistency equation has the unique solution G on the
physical branch and no solution on the other branches.

In the following, we study approximate functionals �app[G]
and 
app[G] = −G−1 + C−1 + J app[G]. For these it may
occur that the self-consistency equation 
app[G] = −G−1 +
C−1 has several solutions G

app
j with J app[Gapp

j ] = 0, j =
1,2, . . . . They indicate the existence of several branches of
the functional G

app
j [J ]. Prominent examples are magnetic

and nonmagnetic solutions of the self-consistent Hartree-Fock
approximation for the Anderson impurity model [2]. All
G

app
j = G

app
j [J = 0] are approximations to the physical Green

function G at vanishing external source J .

III. �-DERIVABLE APPROXIMATIONS

In Refs. [1,4], Baym and Kadanoff establish a method
to construct a class of conserving approximations referred
to as “� derivable”. Here, we summarize those aspects of
the method which are most relevant to devise and apply a
conserving 2PI fRG approximation in the following sections.

A �-derivable approximation is established in two steps.
The first step is to set up an approximation to the
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Luttinger-Ward functional �[G] that is invariant under the
relevant symmetry transformations of G. The second step is
to determine the physical self-energy from a self-consistency
equation.

Let us first discuss what it means if � is invariant under
respective symmetry transformations of G. Let θ represent
the parameters of the respective transformation. Then, the
invariance implies

0 = δ

δθ
�[G[θ ]]. (11)

For an illustration, we switch to the notation of Ref. [4] in
which real-time arguments and no charge indices are used. In
the case of particle-number conservation, θ = θ (	r,t) and G[θ ]
is given by a gauge transformation

G[θ ]	r,	r ′ (t,t ′) = eiθ(	r,t)G	r,	r ′ (t,t ′)e−iθ(	r ′,t ′). (12)

Reference [4] is concerned with diagrammatic approximations
to �[G] in terms of closed skeleton diagrams. For such
approximations, the invariance of �[G[θ ]] results from a
symmetry of the interaction vertices. For example, a density-
density interaction is invariant under a gauge transformation,

e−iθ(	r ′
1,t)e−iθ(	r ′

2,t)〈	r ′
1	r ′

2|V |	r1	r2〉eiθ(	r1,t)eiθ(	r2,t) = 〈	r ′
1	r ′

2|V |	r1	r2〉.
(13)

Given a diagram to �, one can combine each vertex with
the transformations belonging to the ends of the attached
propagator lines and obtain an invariant expression; this
argument of Ref. [4] proves the invariance of �. It can
be formulated as well in charge-index notation and with
imaginary-time arguments instead of real ones. Thus, a simple
way to set up an invariant approximation to the Luttinger-Ward
functional is to construct a diagrammatic approximation.
Although this was not considered in Ref. [4], one can construct
as well nondiagrammatic approximations to �[G] which are
invariant.

Now, let us discuss the second step. Given an invari-
ant approximate �[G], a conserving approximation results
when the physical self-energy is determined from the self-
consistency equation 
 = −�(1)[G[
]], in which G[
] =
(C−1 − 
)−1. The physical two-particle Green function
W (2) = −δG/δJ |J=0 can be obtained from �(2) via the
Bethe-Salpeter equation (10). (Baym and Kadanoff use a
Bethe-Salpeter equation in the particle-hole channel only
[1].) Physical quantities computed from 
 and W (2) respect
conservation laws for particle number, momentum, and energy.

In Sec. II, we mentioned that for some models (including the
Anderson impurity model) there exist unphysical branches of
the Luttinger-Ward functional. By solving the self-consistency
equation one ensures that �-derivable approximations are
indeed always on the physical branch.

A problem of �-derivable approximations is that their two-
particle functions violate the crossing symmetry [5–7]. The
exact solution for W (2) obeys the crossing-symmetry relation

(W (2) − �)α1α2α3α4 = sgn(P )(W (2) − �)αP 1αP 2αP 3αP 4 (14)

for any P . This relation is a consequence of the anticommuta-
tivity of fermionic field operators; it can hence be considered as
a manifestation of the Pauli principle. By comparing different

channels of the Bethe-Salpeter equation (10), one can show
that typical �-derivable approximations violate the crossing
symmetry. For instance, crossing symmetry is broken in the
self-consistent Hartree-Fock and in the FLEX approximations,
and also in the conserving flow scheme which we derive in
Sec. IV A. In our application to the Anderson model below we
avoid the problem of violated crossing symmetry by studying
only quantities that can be derived from 
 alone, without
computing W (2).

In order to compute physical observables which directly
benefit from the conserving nature of �-derivable approxi-
mations, one usually needs to determine W (2). For example,
suppose to split the lead of the Anderson model studied
below into a right and a left one. Then, we could compute
a left and a right conductance in linear response from a
four-point vertex like W (2), and both conductance values
would be equal in �-derivable approximations. Although we
here do not access W (2) and derived observables, we call all
�-derivable approximations discussed below “conserving”.
This is appropriate as such observables could be calculated, the
conservation laws being guaranteed to hold (but the crossing
symmetry being broken). �-derivable approximations do not
only preserve conservation laws. They have as well advantages
for quantities that can be derived from the self-energy alone. As
examples we now describe that they maintain the equivalence
of different approaches to the mean occupancy and that they
preserve the Friedel sum rule. In the applicaton to the Anderson
model below we return to these issues [see Sec. V E and
Fig. 3(b)].

Mean occupancy. The mean occupancy 〈ns〉J=0 =
Tr a

†
s ase

−(H−μN)/T /Z of a single-particle state s in the physical
(J = 0) thermal equilibrium can on the one hand be computed
from the imaginary-time Green function with equal time
arguments

G(−,τ s)(+,τ s) = −〈T as(τ )a†
s (τ )〉J=0 = 〈a†

s as〉J=0 = 〈ns〉J=0.

(15)

On the other hand, 〈ns〉J=0 can be computed from the grand
potential � = −T ln Z. For this purpose we use a source
term εsa

†
s as in the Hamiltonian, which is either present on

physical grounds or added as an auxiliary term. Given hence
a Hamiltonian of the form H = εsa

†
s as + H ′, we find

d�

dεs

= −T

Z

d

dεs

Tr e−(εsa
†
s as+H ′−μN)/T

= 1

Z
Tr a†

s ase
−(H−μN)/T = 〈ns〉J=0. (16)

This holds even if a
†
s as and H ′ do not commute.

Equations (15) and (16) are equivalent; in an exact
calculation, they would yield the same result. However, for
approximate calculations, this is in general not guaranteed.
Truncated 1PI fRG, for instance, was found to spuriously break
the equivalence of the two equations in an application to the
Anderson impurity model [30]. For �-derivable approxima-
tions, in contrast, the thermodynamic consistency proven in
Sec. IV of Ref. [4] ensures that both ways to determine 〈ns〉J=0

yield the same result. We sketch the argument only briefly.
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The parameter εs enters the generating functionals via
the free propagator C. Therefore, the derivative d�/dεs is
formally given by the fRG flow equation for � with a flow
parameter in C. This is Eq. (46) of Ref. [20] and reads in the
present context

d�

dεs

= T G · dC−1

dεs

. (17)

Its validity depends on the self-consistency 
 = −�(1)[G[
]]
which is satisfied by construction in �-derivable approxima-
tions. We insert dC−1

++/dεs = dC−1
−−/dεs = 0, dC−1

−+/dεs =
−dC−1

+−/dεs , and

d

dεs

C−1
(+,τ1s1)(−,τ2s2) = −δ(τ1 − τ2)δs1s2δs1s (18)

to find

d�

dεs

= G(−,τ s)(+,τ s). (19)

Therefore, Eqs. (15) and (16) are equivalent for �-derivable
approximations like the conserving fRG scheme from
Sec. IV A.

Friedel sum rule. As a second example, we consider the
Friedel sum rule. It holds for an impurity in a host at zero
temperature and relates the scattering off the impurity to
the charge displacement which it induces. In approximate
calculations, the Friedel sum rule is not guaranteed to be
preserved. Truncated 1PI fRG, for instance, was found to
spuriously break the Friedel sum rule in an application to
the Anderson impurity model [30]. In contrast, �-derivable
approximations keep the Friedel sum rule valid, as explained
now.

The rule was proven for interacting systems by Langer and
Ambegaokar in Ref. [31]. Their proof relies on the identity

tr
∫

dν eiν0+
G−+(iν)

∂
+−(iν)

∂ν
= 0, (20)

in which trace and matrix multiplication indicate a summation
over single-particle states. The argument ν denotes the Matsub-
ara frequency obtained by the usual Fourier transform [later
we employ a different convention for the Fourier transform
in Eqs. (60) and (61)]. Equation (20) in turn was proven by
Luttinger and Ward in Ref. [14] by exploiting that the vertices
in the diagrams to � conserve frequency. This is a consequence
of the interaction being local in time and of the conservation of
particle number. Equation (20) holds indeed in any �-derivable
approximation as long as the global gauge transformation

G(c1s1τ1)(c2s2τ2)(θ ) = eic1τ1θG(c1s1τ1)(c2s2τ2)e
ic2τ2θ (21)

leaves the approximate �[G(θ )] invariant,

0 = d�[G(θ )]

dθ

∣∣∣∣
θ=0

= �(1) · dG(θ )

dθ

∣∣∣∣
θ=0

. (22)

In fact, as particle-number conservation entails G++ =
G−− = 0, this invariance equation can be written as

0 = − i

2

∑
c1c2

∑
s1s2

∫
dτ1dτ2 
(c1s1τ1)(c2s2τ2)

× (c1τ1 + c2τ2)G(c1s1τ1)(c2s2τ2) (23)

= i tr
∫

dτ1dτ2 
+−(τ1,τ2)(τ1 − τ2)G−+(τ2,τ1). (24)

This leads to

0 = − 1

β2
tr

∑
νn,νm


+−(iνn)G−+(iνm)ei(νn+νm)0+

× ∂

∂νn

∫ β/2

−β/2
dτ e−i(νn−νm)τ (25)

→ − tr
∫

dν1dν2

2π

+−(iν1)G−+(iν2)ei(ν1+ν2)0+

δ′(ν1−ν2)

(26)

in the limit β = 1/T → ∞, which entails Eq. (20). We thus
indirectly confirmed the validity of the Friedel sum rule in
�-derivable approximations like the conserving fRG scheme
from Sec. IV A.

The same reasoning holds for Luttinger’s theorem. This
theorem applies to bulk systems at zero temperature and states
that the volume in momentum space in which the real part
of the physical Green function at zero frequency is positive
is given by the average particle number. Its derivation in
Refs. [14,32] is based on the same identity (20) as used for the
Friedel sum rule. Therefore, Luttinger’s theorem is preserved
in �-derivable approximations.

The proof of Eq. (20) described above obviously requires
the existence of the Luttinger-Ward functional. As mentioned
in Sec. II, there are systems for which the Luttinger-Ward
functional does not exist. The Friedel sum rule and Luttinger’s
theorem may then by violated. Explicit examples for the
breakdown of Luttinger’s theorem are known [26,33].

IV. CONSERVING AND NONCONSERVING
APPROXIMATIONS TO THE U FLOW

If a flow parameter λ is introduced into the action, the
λ derivative of the Luttinger-Ward functional is given by
an fRG flow equation. In Ref. [20], we focused on the
hierarchy of flow equations that emerges for the physical
vertex functions �(n). For the case that the flow parameter
is introduced into the free propagator C (“C flow”), we proved
the equivalence of the truncated hierarchy to the well-known
conserving self-consistent perturbation theory. For the “U
flow”, where the flow parameter enters instead the two-particle
interaction U , we did not discuss how the truncation schemes
relate to conserving approximations; we do so in this paper.
We show how �-derivable, conserving approximations can
be constructed and how they are connected to the U -flow
approximations used in Ref. [20].

In this Sec. IV we impose only few restrictions on the
form in which the two-particle interaction Uλ depends on
the parameter λ flowing from λi to λf . First, we require
that the interaction vanishes at the beginning of the flow
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Uλi = 0. Consequently, the Luttinger-Ward functional and its
vertex functions vanish there. Second, the original interacting
problem is fully restored at the end of the flow Uλf = U .
Finally, Uλ has the same full index permutation antisymmetry
as the bare interaction. In the discussion of the Anderson
model below, we choose a multiplicative flow parameter
Uλ = λU with λ flowing from 0 to 1. This simple choice of
the flow parameter is sufficient; there is no need to regularize
any divergence since perturbation theory in powers of U is
well behaved for the Anderson model [34]. When a flow of
the propagator is considered in addition to the flow of the
interaction, we introduce the flow parameter differently [cf.
Eq. (53)].

A. Conserving approximations to the U flow of �[G]

Let us construct conserving approximations to the U flow.
According to Eq. (77) of Ref. [20], the U flow of the Luttinger-
Ward functional is given by

�̇λ = 1

3!
Tr U̇λ ·

[(
�inv + �

(2)
λ

)inv + �

2

]
, (27)

in which the dot denotes the derivative with respect to the flow
parameter λ. This exact flow equation is the first of an infinite
hierarchy: the flow of �λ depends on �

(2)
λ , that of �

(2)
λ involves

�
(3)
λ and �

(4)
λ , and so on.

In order to compute one-particle properties, we require an
approximation to the physical value 
 = −�(1) of the self-
energy. According to Sec. III, a conserving approximation
follows from the self-consistency equation 
 = −�(1)[G[
]]
if � satisfies the invariance equation δ�[G[θ ]]/δθ = 0. Let
us hence study how one can obtain such an invariant � from a
truncated flow equation.

The simplest truncation is to set �
(2)
λ = �

(2)
λi

= 0 on the
right-hand side of Eq. (27). The resulting flow equation reads
as

�̇λ = 1

3!
Tr U̇λ · 3

2
� = 1

2
G · U̇λ · G. (28)

As the flow starts at U = 0 and � = 0, the solution is

� = 1
2G · U · G (29)

which is the first-order perturbation theory result for the
Luttinger-Ward functional. The self-consistency equation 
 =
−�(1) = −U · G yields precisely the well-known conserving
Hartree-Fock approximation.

Now, we consider the next higher order of truncation. We
replace �

(2)
λ on the right-hand side of Eq. (27) by its leading

perturbative value Uλ (cf. also Sec. 6.2 of Ref. [20]). The
resulting flow equation is

�̇λ = 1

3!
Tr U̇λ ·

[
3

2
� + � ·

∞∑
k=1

(−Uλ · �)k
]

(30)

= d

dλ

[
1

4
Tr Uλ · � − 1

3!

∞∑
k=1

1

k + 1
Tr (−Uλ · �)k+1

]
.

(31)

Here, (Uλ · �)k denotes the k-fold dot product (Uλ · �) ·
(Uλ · �) · . . . · (Uλ · �). If Uλ has the same invariance under

symmetry transformations as U , then δ�̇λ[G[θ ]]/δθ = 0. To
see this, one can apply the same argument as used after
Eq. (13): combine the vertices U̇λ or Uλ with the transforma-
tions belonging to the ends of the attached propagators G[θ ]
(hidden in �[G[θ ]]) to invariant expressions. In this case, the
invariance of �λ is respected during all of the flow. If, however,
U̇λ does not have the symmetry, the invariance equation for �λ

is violated during the flow. Nevertheless, it is reestablished at
the end of the flow by the solution

�cfRG = 1

4
Tr U · � − 1

3!

∞∑
k=2

1

k
Tr (−U · �)k. (32)

We label this conserving approximation scheme by
“cfRG”.1�cfRG deviates from the exact Luttinger-Ward func-
tional in order U 3G6 and higher. The corresponding approx-
imate self-energy functional 
cfRG[G] = −�cfRG (1)[G] can
be determined from the rule Tr A · δ�/δG = 4AR · G. Here,
A denotes any four-point function with the usual symmetries
Aα1α

′
1α2α

′
2
= Aα2α

′
2α1α

′
1
= −Aα′

1α1α2α
′
2
, and we defined AR via

AR
α1α

′
1α2α

′
2
= Aα1α2α

′
2α

′
1
. (33)

In AR · G, G connects one index from the left index pair of A

to one index from the right pair. Applying the differentiation
rule yields


cfRG = −UR · G − 2

3

∞∑
k=1

[(−U · �)k · U ]R · G

= −U · G + 2

3
(ϒ · U )R · G, (34)

in which we introduced ϒ = −∑∞
k=1(−U · �)k . When we

insert G = (C−1 − 
cfRG)−1 and solve the resulting self-
consistency equation, we obtain the physical value 
cfRG.
From �cfRG = �exact + O(U 3G6) follows that 
cfRG com-
prises all diagrams from second-order self-consistent pertur-
bation theory: 
cfRG = 
exact + O(U 3G5

2SCPT), where G2SCPT

denotes the full propagator of the physical state in second-order
self-consistent perturbation theory.

We do not discuss higher-order conserving truncation
schemes since their analytic structure becomes increasingly
complicated. Also, their numerical solutions are difficult to
realize; as the flowing objects are functionals, their numerical
sampling would require a grid in the infinite-dimensional space
of functions.

Apart from the U -flow scheme given by Eq. (27), we
studied in Ref. [20] as well a modification originally developed
in Ref. [19]. In the definition of the modified variant, the
first-order contribution to � is excluded from the replacement
U → Uλ. As a consequence, the RG flow does not start at
�λi = 0 but at the Hartree-Fock solution �λi = 1

2G · U · G.
If one truncates the corresponding flow equation for �λ

by setting �
(2)
λ = �

(2)
λi

= U , the final solution is again the
conserving approximation �cfRG given in Eq. (32). Hence,
both approaches in their respective truncations are equivalent.

1This conserving 2PI functional RG scheme should not be confused
with the “constrained functional RG” proposed by Kinza and
Honerkamp [46] which they also abbreviate as “cfRG”.
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ΦFLEX[G] = + + + + + . . .
U G

(a)

ΦcfRG[G] = + + + + + . . .
U G

(b)

1
3

FIG. 1. (a) Diagrammatic representation of �FLEX. Our antisymmetrized charge-index notation leads to diagrams with undirected lines and
dotlike Hugenholtz vertices. When �FLEX is expressed in terms of diagrams composed of directed propagator lines and Feynman interaction
lines, one can see that it comprises three different channels: one with longitudinal spin fluctuations and density fluctuations, one with transverse
spin fluctuations, and one with particle-particle fluctuations (cf. Refs. [21,35]). (b) Diagrammatic representation of �cfRG.

B. Similarity between the cfRG and the FLEX approximation

The cfRG approximation of Sec. IV A is closely related to
the FLEX approximation of Refs. [21,35] which was heavily
used to study high-temperature superconductivity [36]. The
FLEX approximation is as well � derivable. The approximate
Luttinger-Ward functional �FLEX is computed from a series of
diagrams that describe ringlike pair propagation [see Fig. 1(a)].
The motivation for this approximation is to incorporate effects
resulting from the exchange of spin, density, and particle-
particle fluctuations. Compared to the expansion of the exact
Luttinger-Ward functional, the first missing diagram is of order
U 4G8.

Each of the diagrams in Fig. 1 represents several total index
pairings according to the Wick theorem. A pairing P that
contributes to a diagram of order UnG2n has the value

sgn(P )(−1)n+1

n!4!n
U . . . UG . . . G, (35)

in which U . . . UG . . . G is a shorthand notation for the
appropriate index contractions. Summing up all diagrammatic
contributions leads to

�FLEX = 1

4
Tr U · � − 1

12
Tr U · � · U · �

− 1

2

∞∑
k=3

1

k
Tr(−U · �)k (36)

[see Eqs. (148)–(151) of Ref. [37] for an expression in
charge-index free notation]. The functional �cfRG from the
cfRG approximation given in Eq. (32) is identical to �FLEX

except for a factor 1
3 in front of all diagrams of third order

in U and higher. We conclude that �cfRG accounts precisely
for the FLEX diagrams, including, however, only a part of
the weight of the higher-order diagrams [see Fig. 1(b)]. We
verified explicitly that the missing 2

3 of those diagrams are
generated in the conserving fRG by terms which are neglected
in our truncation scheme.

In FLEX, the self-consistency equation for the self-energy
reads as


FLEX = −U · G − 4
3 (U · � · U )R · G + 2(ϒ · U )R · G.

(37)

C. Nonconserving approximations to the U flow of �

Let us study how the cfRG approximation of Sec. IV A is
related to the truncations of U flow described in Ref. [20].
Instead of computing the flow of the whole functional �λ[G],
we now consider only the flow of our quantity of interest,
namely, the physical value of the self-energy 
λ = −�

(1)
λ .

The corresponding flow equation is


̇λ = −�̇
(1)
λ − �

(2)
λ · Ġλ, (38)

in which according to Ref. [20]

�̇
(1)
λ = 1

3!
Tr U̇λ·

×
[

1

2

δ�

δG
+W

(2)
λ ·

(
�inv · δ�

δG
· �inv−�

(3)
λ

)
· W

(2)
λ

]
,

(39)

Ġλ = �λ · 
̇λ, (40)

with W (2) = (�inv + �(2))
inv

. The right-hand sides depend on
�

(2)
λ and �

(3)
λ . Nontrivial truncations of the flow equation

(27) for �λ[G] produce approximate functionals �λ[G] with
nonvanishing �

(n)
λ �= 0, n � 1 [compare for example Eq. (32)].

[Only the most basic truncation (28) produces the Hartree-
Fock solution with �

(n)
λ = 0 for n � 3.] Consequently, we

need �
(2)
λ and �

(3)
λ in order to determine the flow of 
λ.

However, the flow of �
(2)
λ and �

(3)
λ depends on higher �

(n)
λ ,

and so on. We face a new infinite hierarchy of coupled flow
equations describing the flow of the physical values that
correspond to the approximate �λ[G].

Let us examine the idea to truncate as well the new
hierarchy. In this way, one obtains an approximation to the
conserving approximation, which we expect to be in general
nonconserving. Consider, for example, the approximate flow
of the functional �[G] described by Eq. (30). It results from
setting �

(2)
λ = Uλ on the right-hand side of Eq. (27). Let us

hence truncate as well the new hierarchy for the physical
values by setting �

(2)
λ = Uλ, �(3)

λ = 0 on the right-hand side of
Eqs. (38) and (39). This leads precisely to the approximation
scheme for the plain U flow derived and used in Ref. [20]. The
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resulting flow equation is


̇PUF
λ = − 2

3

(
ϒλ · U̇λ · ϒ

T
λ − ϒλ · U̇λ − U̇λ · ϒ

T
λ

)R · G
λ

− U̇λ · Gλ − Uλ · Ġλ, (41)

with ϒT
γ1γ2

= ϒγ2γ1 . We label this approximation scheme by
“PUF”. The corresponding initial conditions are Uλi = 0 and

PUF

λi
= 0. We have identified this scheme as a probably

nonconserving approximation to the cfRG approximation of
Sec. IV A. Numerical results for the impurity occupancy of
the Anderson model show that the PUF approximation is
non-�-derivable (cf. Sec. VI C). We therefore expect possible
extensions of this approximation scheme which access two-
particle functions to be nonconserving.

The same strategy can be applied in the framework of
the modified U flow. Then, it leads to the approximation
for the modified U flow derived and used in Ref. [20]. It
obviously constitutes another non-�-derivable approximation
to the cfRG approximation. The corresponding flow equation
is


̇MUF
λ = − 2

3

(
ϒλ · U̇λ · ϒ

T
λ − ϒλ · U̇λ − U̇λ · ϒ

T
λ

)R · G
λ

− U · Ġλ, (42)

with the self-consistent Hartree-Fock self-energy as start-
ing point, 
MUF

λi
= 
HF = −U · G[
HF]. We use the label

“MUF” for this specific approximation.
Let us apply the idea of a second truncation as well to the

most basic truncation scheme from Eq. (28). This has been
constructed by setting �

(2)
λ = 0 on the right-hand side of the

flow equation (27) for the functional. Accordingly, we truncate
the new hierarchy for the physical values by setting �

(2)
λ = 0,

�
(3)
λ = 0 on the right-hand side of Eqs. (38) and (39). This

leads to the flow equation


̇StUF
λ = −U̇λ · G (43)

with initial condition 
StUF
λi

= 0. It provides a simple, static
approximation to the physical self-energy, which we refer to as
“StUF”. The existence of this approximation was overlooked
in Ref. [20].

D. Combined C and U flows

It was shown in Ref. [20] that straightforward truncations
of C flow lead to standard self-consistent perturbation theory.
For the Anderson model which we study below, Ref. [38]
provides data from second-order self-consistent perturbation
theory, equivalent to C flow truncated at level 4. We observe
that these data typically deviate from the exact result in the
opposite direction than those obtained by the U -flow methods
from the previous sections. Therefore, we suspect that mixing
both schemes could improve the approximation. The idea of
introducing a flow parameter into both C and U was already
formulated in Ref. [19]. Here, we refer to this approach as CU

flow.
The Luttinger-Ward functional �[G] does not depend on

C. As a consequence, the flow equation for �λ[G] in the CU

flow is identical to the U -flow case and given by Eq. (27).

Accordingly, the conserving approximations to the U flow of
�[G] from Sec. IV A pertain as well to the CU flow.

In contrast, new (non-�-derivable) approximations arise
for the CU flow of the physical value of the self-energy 
̇λ =
−�̇

(1)
λ − �

(2)
λ · Ġλ. While �̇

(1)
λ is still given by Eq. (39), Ġλ

now satisfies

Ġλ = �λ · (

̇λ − Ċ−1

λ

)
(44)

instead of Eq. (40). Here, Ċ−1
λ denotes d(C−1

λ )/dλ. Let us
apply the same truncation as in Sec. IV C and set �(2)

λ = Uλ and
�

(3)
λ = 0 on the right-hand sides. This results in an equation

that is formally identical to Eq. (41) from the U flow, however,

with Ġλ now given by Eq. (44).
For the Anderson impurity model studied below, it is

known that second-order perturbation theory provides good
approximations for U � π
 [34], with 
 being a measure for
the coupling between impurity level and lead. On that account
we demand that the approximate 
 obtained from the truncated
CU flow is exact up to second order in U (as are 
cfRG, 
FLEX,

PUF, and 
MUF). The truncation described above does not
satisfy this condition. The perturbative expansion of the exact
physical value of the self-energy in the presence of a flow
parameter is given by


exact
λ = D1st

λ + D2ndHF
λ + D2ndS

λ + O(U 3), (45)

in which D1st
λ = −Uλ · Cλ denotes the value of the first-order

diagram, D2ndHF
λ = Uλ · �0

λ · Uλ · Cλ that of the (nonskeleton)
second-order diagram contained in self-consistent Hartree-
Fock, and D2ndS

λ = 2
3 (Uλ · �0

λ · Uλ)R · C
λ

that of the skeleton
second-order diagram. [�0 is defined by Eq. (9) with C

replacing G.] One can show that the above truncation satisfies


̇λ = Ḋ1st
λ + Ḋ2ndHF

λ + 2
3

(
Uλ · �0

λ · U̇λ

+ U̇λ · �0
λ · Uλ

)R· Cλ + O
(
U 2

λ U̇λ,U
3
λ

)
. (46)

Obviously, the last addend of

Ḋ2ndS
λ = 2

3

(
Uλ · �0

λ · U̇λ + U̇λ · �0
λ · Uλ

)R · Cλ

+ 2
(
Uλ · �0

λ · Uλ

)R · Ċλ (47)

is missing.
Let us formulate a minimal extension of the above trun-

cation scheme which makes 
 exact up to second order
in U . As it is insufficient to truncate the flow equation
by the first-order approximation �

(2)
λ = Uλ, we consider the

second-order approximation

�
(2)
λ [G]|2nd = Uλ + Vλ[G], (48)

Vλ[G] = − (Uλ · �[G] · Uλ)R − (Uλ · �[G] · Uλ)RR
. (49)

For 
 to be exact in second order, it is indeed sufficient to
use �

(2)
λ = �

(2)
λ |2nd for one particular �

(2)
λ in the flow equation

only. The other vertex functions can be truncated as before
by �

(2)
λ = Uλ and �

(3)
λ = 0. In this way, the numerical effort

for solving the flow equations does not increase significantly.
Specifically, we truncate the flow equation


̇λ = −�̇
(1)
λ − �

(2)
λ · �λ · 
̇λ + �

(2)
λ · �λ · Ċ−1

λ (50)
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to


̇CUF
λ = − �̇

(1)
λ

∣∣
�

(2)
λ →Uλ,�(3)→0 − Uλ · �λ · 
̇CUF

λ

+ �
(2)
λ

∣∣
2nd · �λ · Ċ−1

λ . (51)

We label this approximation by “CUF”. Compared to Eq. (46),
it includes the additional addend

V λ · �λ · Ċ−1
λ = 2

(
Uλ · �0

λ · Uλ

)R · Ċλ + O(U 3), (52)

which contains indeed the missing part of Ḋ2ndS
λ from Eq. (47).

So far, we have discussed a combination of the C flow
with the plain U flow. Likewise, it is possible to combine the
C flow with the modified U flow. As described in Ref. [19],
the starting point of the flow is then 
λi = 0, whereas the
original modified U flow intentionally starts at 
λi = 
HF.
For the Anderson impurity model, we have implemented both
the combination of C flow with plain and with modified U

flow. As the results are qualitatively similar, we do not present
further details on the combination with modified U flow.

Concerning the flow parameter, we combine a sharp in-
frared cutoff of the imaginary frequency in the free propagator
with an exponential rescaling of the interaction amplitude

Cλ(νn) = C(νn)θ (|νn| − λ), Uλ = e−λ/�U, (53)

in which λ flows from infinity to zero. The resulting initial
conditions are Cλi = 0, Uλi = 0, 


CUF�

λi
= 0. The superscript

“CUF�” now comprises a reference to the constant � > 0
which appears in Eq. (53). This constant determines how fast U
is turned on in comparison to C. Indeed, it allows to interpolate
between the pure U -flow and C-flow methods. If � is small,
the largest part of the flow of the free propagator happens
while the interaction is still negligibly small. Only then,
given an almost completely restored propagator, U flows to
considerable values. Hence, we expect the method to produce
data close to the U -flow result 
CUF� → 
PUF for � → 0.
If � is large, we expect in turn results close to that of the
pure C flow. The scale �0 which separates the two regimes
depends on the model and is difficult to determine a priori. In
the limiting case of infinite �, that is Uλ = U , we reproduce
a pure C flow 
CUF∞ = 
CF, in which


̇CF
λ = −U · Ġλ + V λ|Uλ→U · �λ · Ċ−1

λ . (54)

We refer to this specific approximation as “CF”. The underly-
ing truncation, which is partly based on the approximation

�
(2)
λ = U and partly on �

(2)
λ = �

(2)
λ |2nd, is not among the

truncations described in Ref. [20] and is not equivalent to
self-consistent perturbation theory.

Numerical computations cannot start at λi = ∞ but only
at some finite λnum

i . If λnum
i is chosen sufficiently large, the

flow from λ = ∞ to λnum
i does not contribute significantly to


CUF� . However, there is an important contribution to 
CF

given by


CF
λnum

i
= lim

η→0+

∫ λnum
i

∞
dλ (−U · Gλ)

≈ lim
λ0→∞

lim
η→0+

∫ λ0

∞
dλ (−U · Gλ). (55)

Here, η is the infinitesimal shift of imaginary time which
ensures that creators are ordered to the left of annihilators with
equal time arguments. A similar contribution due to the flow
from λ = ∞ to λnum

i is known from 1PI fRG with imaginary
frequency cutoff (cf., e.g., Ref. [39]).

E. Summary of methods

In the following sections,we apply the different approx-
imation schemes to the single-impurity Anderson model.
For a better overview, we list the methods that we have
introduced: the conserving fRG approximation 
cfRG which
is the self-consistent solution of Eq. (34), and the FLEX ap-
proximation 
FLEX which follows from Eq. (37); furthermore,
as nonconserving approximations to 
cfRG, the plain U -flow
and modified U -flow approximations 
PUF, 
MUF given by
Eqs. (41) and (42); additionally, the static variant 
StUF

from Eq. (43); finally, the CU -flow approximation 
CUF�

from Eq. (51) [with � referring to the definition of the cutoff
in Eq. (53)] and the C-flow approximation 
CF according to
Eq. (54) (which is not equivalent to self-consistent perturbation
theory).

V. APPLICATION TO THE ANDERSON
IMPURITY MODEL

A. Hamiltonian and action

The dot Hamiltonian of the single-impurity Anderson
model is

Hdot =
∑

σ

(Vg + σB)d†
σ dσ + U

(
d
†
↑d↑ − 1

2

)(
d
†
↓d↓ − 1

2

)

=
∑

σ

εσ d†
σ dσ −

∑
σ

U

2
d†

σ dσ + Ud
†
↑d↑d

†
↓d↓ + const.

(56)

We combine the gate voltage Vg and the magnetic field B in
a single-particle energy εσ = Vg + σB, with σ = ±1 = ↑,↓.
The interaction U is introduced in a particle-hole symmetric
way which entails an additional single-particle term as illus-
trated in the second line.

The dot is coupled to a semi-infinite lead of noninteracting
fermions by a momentum- and spin-independent coupling t .
We perform the wide-band limit, which means to assume a
constant lead density of states on the whole energy axis. As
a consequence, we can account for the lead by a constant
hybridization 
 = πρlead(0)|t |2 in the free dot propagator, in
which ρlead(0) denotes the density of states at the end of
the lead. The whole system is prepared in grand canonical
equilibrium with temperature T = 1/β and chemical potential
μ = 0. For the numerical evaluation we choose T = 0. The
action entering the formula (1) for the partition function has
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the form

S[ψ] =1

2

∑
αα′

ψα

( − C−1
αα′ + U

(1)
αα′

)
ψα′

+ 1

4!

∑
α1α2α3α4

U (2)
α1α2α3α4

ψα1ψα2ψα3ψα4 . (57)

Compared to Eq. (2), we have an additional quadratic
contribution due to the interaction. This could as well be
absorbed into the inverse free propagator. However, we prefer
a quadratic contribution to the interaction, as it allows for
a more transparent treatment of particle-hole symmetry and
for a clear distinction of U flow and C flow. As the leads
are integrated out, the multi-indices α = (c,σ,νn) contain no
lead states but only dot states σ . Furthermore, we switch to
Matsubara frequencies νn = π

β
(2n + 1) instead of imaginary

times τ . In the following, we discuss the constituents of the
action.

Free propagator and Fourier transform. In the usual
Fourier transform without charge indices (

∫
τ

= ∫ β

0 dτ )(
C−1

reg

)σ1σ
′
1

n1n
′
1
=

∫
τ1

∫
τ ′

1

eiνn1 τ1 (C−1)σ1σ
′
1
(
τ1,τ

′
1

)
e
−iνn′

1
τ ′

1

= βδn1,n
′
1
δσ1,σ

′
1
C−1

reg,σ (νn), (58)

the inverse lead-dressed free propagator on the dot reads as

C−1
reg,σ (νn) = iνn − εσ + i sgn(νn)
. (59)

In this work based on the charge-index notation, we use a
different convention for the Fourier transform [y = (σ,c)]:

G
y1y

′
1

n1n
′
1
=

∫
τ1

∫
τ ′

1

e−iνn1 τ1Gy1y
′
1 (τ1,τ

′
1)e−iνn′

1
τ ′

1 , (60)



y1y

′
1

n1n
′
1
=

∫
τ1

∫
τ ′

1

eiνn1 τ1
y1y
′
1 (τ1,τ

′
1)eiνn′

1
τ ′

1 . (61)

For the vertexlike C−1, the two conventions are connected in
the following way (c̄ = −c):

(C−1)cc
′

σσ ′,nn′ = cδc,c̄′δσ,σ ′δn+n′,0C
−1
reg,σ (νn). (62)

Here, δn+n′,0 is a sloppy shorthand notation for δνn+νn′ ,0, that is
for the requirement π

β
(2n + 1 + 2n′ + 1) = 0 or n + n′ + 1 =

0. From

(C−1)cc
′

σσ ′,nn′ = βδc,c̄′δσ,σ ′δn+n′,0(C−1)cσ,n, (63)

we deduce

(C−1)cσ,n = c[iνn − εσ + i sgn(νn)
]. (64)

In order to derive a rule for inversion, let A denote a self-energy
or propagator. From∑

σ ′,c′

∫ β

0
dτ ′(A)cc

′
σσ ′(τ,τ ′)(A−1)c

′c′′
σ ′σ ′′(τ ′,τ ′′)

= δ(τ − τ ′′)δσ,σ ′′δc,c′′ (65)

in time space follows

1

β

∑
n′,σ ′,c′

(A)cc
′

σσ ′,nn′ (A−1)c
′c′′

σ ′σ ′′,n′n′′ = βδn,n′′δσ,σ ′′δc,c′′ . (66)

We thus find

Ac
σ,n = 1

(A−1)c̄σ,−n

. (67)

For the Anderson model, the antisymmetry of two-point
functions means Acc′

σσ ′,nn′ = −Ac′c
σ ′σ,n′n. Due to Acc′ ∼ δc,c̄′ , it is

thus sufficient to use either the c = + or the c = − component.
We choose to use c = + for the self-energy and c = − for
propagators, i.e.,

C−
σ,n = 1

(C−1)+σ,−n

= − 1

iνn + εσ + i sgn(νn)

, (68)

G−
σ,n = 1

(G−1)+σ,−n

= 1

(C−1)+σ,−n − 
+
σ,−n

. (69)

Interaction part of the action. The quadratic interaction
contribution to the action is

−U

2

∫ β

0
dτ

∑
σ

ψσ (τ )ψσ (τ ) = 1

2

∑
αα′

ψαU
(1)
αα′ψα′ (70)

with

U
(1),cc′
σσ ′,nn′ = cβδn+n′,0δσσ ′δcc̄′

U

2
. (71)

The quartic interaction contribution to the action is

U

∫ β

0
dτ ψ↑(τ )ψ↓(τ )ψ↓(τ )ψ↑(τ )

= 1

4!

∑
α1...α4

U (2)
α1α2α3α4

ψα1ψα2ψα3ψα4 . (72)

In order to determine U (2) we use that

Ud
†
↑d↑d

†
↓d↓ = 1

2!2

∑
σ1σ2σ3σ4

U−
σ1σ2σ3σ4

d†
σ1

d†
σ2

dσ4dσ3 (73)

with

U−
σ1σ2σ3σ4

= δσ1,σ 2δσ3,σ 4 [δσ1,σ3 − δσ1,σ 3 ]U. (74)

Hence,

U (2)c1c2c3c4
σ1σ2σ3σ4,n1n2n3n4

= βδn1+n2+n3+n4,0U
(2)c1c2c3c4
σ1σ2σ3σ4

(75)

with

U (2)c1c2c3c4
σ1σ2σ3σ4

=

⎧⎪⎪⎨⎪⎪⎩
−U−

σ1σ2σ3σ4
if c1 = c2 = c3 = c4,

U−
σ1σ3σ2σ4

if c1 = c3 = c2 = c4,

−U−
σ2σ3σ1σ4

if c2 = c3 = c1 = c4,

0 else.

(76)

We note that the majority of the 28 = 256 components in
Eq. (76) are zero.

B. Quadratic interaction part in the self-energy
equations and (un)restricted MUF

The quadratic interaction contribution to the action causes a
few minor changes to the equations for the self-energy, which
we summarize now. First of all, we replace Eq. (6) for the
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definition of the Luttinger-Ward functional by

�[G] = 
[G] − 1
2 tr ln(−G) + 1

2 tr[(C−1 + U (1))G − 1].
(77)

Then, � is again minus the sum of all closed skeleton diagrams
made of two-particle vertices U (2) and full propagator lines G.
In particular, � does not depend on the one-particle vertex
U (1). Equation (7) for the self-energy functional now reads as


[G] = −�(1)[G] − U (1). (78)

We induce the U flow by a flow parameter in the two-
particle interaction U (2) → U

(2)
λ . For all our U -flow schemes

except MUF, particle-hole symmetry during all of the flow
is ensured by dressing U (1) = U

(1)
λ with the corresponding λ

dependence. As � does not depend on U (1), the flow equations
for � and �(1) maintain the form derived in Sec. IV (now with
the notation U (2) instead of U for the two-particle vertex).
However, the single-particle vertex U (1) enters the self-energy

 = −�(1) − U (1). Consequently, an addend −U (1) must be
added to the self-consistency equations (34) and (37) of cfRG
and FLEX. For instance, Eq. (37) is replaced by


FLEX = −U (2) · G − 4
3

(
U (2) · � · U (2)

)R · G

+ 2(ϒ · U (2))R · G − U (1). (79)

Similarly, an addend −U̇
(1)
λ enters the flow equations (41),

(43), and (51) for the PUF, StUF, and CUF approximations.
For instance, Eq. (41) is replaced by


̇PUF
λ = − 2

3

(
ϒλ ·U̇ (2)

λ ·ϒT
λ − ϒλ ·U̇ (2)

λ − U̇
(2)
λ ·ϒT

λ

)R · G
λ

− U̇
(2)
λ · Gλ − U

(2)
λ · Ġλ − U̇

(1)
λ . (80)

The initial conditions for these three flow schemes remain
unchanged because U

(1)
λi

= 0.
For the MUF approximation, we leave U (1) independent

of λ to ensure particle-hole symmetry. The flow equation
(42) remains unchanged. However, the self-consistent Hartree-
Fock initial condition now reads as 
λi = −U (2) · Gλi − U (1).
For the Anderson model, the self-consistent Hartree-Fock
method predicts an unphysical spin-symmetry breaking for
U > Ucrit = π
 (at Vg = 0 = B): there are two “unrestricted”
magnetic solutions which can be mapped onto one another by
flipping the spins. There is yet another, “restricted”, solution
which is nonmagnetic but responds unphysically to infinites-
imal magnetic fields, having a negative spin susceptibility.
We can choose any of these solutions as starting point of the
modified U flow. Accordingly, we obtain two different MUF
schemes for U > Ucrit which we call “restricted MUF” and
“unrestricted MUF”. The question arises as to whether the
flow is able to eliminate the artifacts introduced by the initial
conditions. The numerical results described in Sec. VI D show
that this is not the case.

For the CF approximation, neither U (2) nor U (1) is made λ

dependent and the flow equation (54) stays the same. However,
the numerical initial condition (55) is changed to


CF
λnum

i
= lim

λ0→∞
lim

η→0+

∫ λ0

∞
dλ (−U (2) · Gλ) − U (1). (81)

C. Steps towards implementable equations for
the Anderson impurity model

In Appendix A, we derive specifically for the Anderson
model the relevant equations for the numerical computation of
the self-energy. Here, we summarize the important steps.

In Appendix A 1, a suitable reduced index notation is
defined. It exploits that the number of indices on four-point
functions can be reduced significantly by making use of
symmetry relations. Furthermore, many components can be
shown to be zero due to particle-number and spin conservation.

In Appendix A 2, it is shown how to calculate ϒ . While the
four-point function ϒ depends on four frequencies or rather
on three independent frequencies, we find that one frequency
is always summed over independently. We thus define a ϒ̃

which depends only on the two remaining frequencies. ϒ̃ then
turns out to depend only on the sum of the two frequencies
which is only one composite (bosonic) frequency. The nonzero
components of ϒ̃ are identified with a particular channel
(particle-particle, direct, or exchange particle-hole) and are
labeled accordingly.

In Appendix A 3, the self-consistency equations for the
self-energy of cfRG and FLEX are cast into a form suitable
for numerical implementation. When we evaluate the dot
products in the self-consistency equations (34) and (37)
(adapted according to Sec. V B), we exploit the sparseness
of the components mentioned in the preceding paragraphs. We
then perform the T = 0 limit. The final resulting equation is


σ (ν)=U

∫ ∞

0

dν ′

π
Re

[
Gσ̄ (ν ′)

]
+ U

∫ ∞

−∞

dω

2π

{
κp

[
κ0�̃

p(ω)−ϒ̃p(ω)
]
Gσ̄ (ν−ω)

+ κd
[
ϒ̃dσ(ω)−κ0�̃

dσ(ω)
]
Gσ (ω−ν)

+ κx
[
κ0�̃

xσ(ω)−ϒ̃xσ(ω)
]
Gσ̄ (ω−ν)

}
. (82)

It describes either FLEX or cfRG, depending on the choice of
the newly introduced coefficients κi, i = 0,p,d,x. We solve the
equation numerically by iteration. The details of the numerical
implementation, e.g., the use of frequency grids, are discussed
in Appendix B. We take zero as the initial guess for the iteration
of the self-energy. If we plainly iterated over Eq. (82), the value
of U would be limited by the critical value Ucrit = π
 known
from the self-consistent Hartree-Fock solution [38]. In order to
circumvent this problem, we gradually increase U in each step
of the iteration up to the desired value; this idea was already
applied in Ref. [38]. In addition, we calculate the next guess of
an iteration step by combining the last guess and the outcome
of the self-consistency equation in a weighted manner. We
found empirically that this makes the iteration faster and more
stable.

In Appendix A 4, we turn to the flow equations for the self-
energy for the various nonconserving methods. One proceeds
as for the conserving case and obtains


̇PUF
σ,λ (ν) = U̇λ

3

∫ ∞

−∞

dω

2π

{[
ϒ̃

p
λ (ω)2 − 2ϒ̃

p
λ (ω)

]
Gλ

σ̄ (ν − ω)

+ 2ϒ̃dσ
λ (−ω)

[
1 − ϒ̃d

λ (ω)
]
Gλ

σ (ω − ν)

195160-11



J. F. RENTROP, V. MEDEN, AND S. G. JAKOBS PHYSICAL REVIEW B 93, 195160 (2016)

+ [
ϒ̃xσ

λ (ω)2 − 2ϒ̃xσ
λ (ω)

]
Gλ

σ̄ (ω−ν)
}

+ U̇λ

∫ ∞

−∞

dν ′

π
Re

[
Gλ

σ̄ (ν ′)
] + Uλ

∫ ∞

−∞

dν ′

2π
Ġλ

σ̄ (ν ′)

(83)

for the PUF,


̇MUF
σ,λ (ν) = U̇λ

3

∫ ∞

−∞

dω

2π

{[
ϒ̃

p
λ (ω)2 − 2ϒ̃

p
λ (ω)

]
Gλ

σ̄ (ν−ω)

+ 2ϒ̃dσ
λ (−ω)

[
1 − ϒ̃d

λ (ω)
]
Gλ

σ (ω − ν)

+ [
ϒ̃xσ

λ (ω)2 − 2ϒ̃xσ
λ (ω)

]
Gλ

σ̄ (ω − ν)
}

+ U

∫ ∞

−∞

dν ′

2π
Ġλ

σ̄ (ν ′) (84)

for the MUF,


̇CUF�

σ (ν) = 
̇PUF
σ (ν) + �λ

σ (ν) (85)

for the CUF, and


̇CF
σ (ν) = U

∫ ∞

−∞

dν ′

2π
Ġλ

σ̄ (ν ′) + �λ
σ (ν)

∣∣
Uλ→U

(86)

for the CF approximation. In case of the StUF approximation,
the frequency integral on the right-hand side can be evaluated
analytically and one finds the compact equation


̇StUF
σ,λ = − U̇λ

π
atan

(
εσ̄ + 
StUF

σ̄ ,λ




)
. (87)

In our numerics, we evolve the self-energy according to the
respective flow equation by a standard differential equation
solver. For the frequency-dependent schemes, we use the same
frequency grid as in the conserving case. For more details on
the implementation, see also Appendix B.

In all methods (except for StUF), the right-hand side
contains an integral over a bosonic frequency which must be
carried out numerically. This must be done for each fermionic
frequency of the self-energy in each step of the iteration or
flow. As the fermionic grid is given by nlen frequencies and
the bosonic grid by mlen = 2nlen frequencies (cf. Appendix B),
the effort of the methods scales as O(n2

len) in each step. The
same scaling behavior is known from a 1PI vertex expansion
Matsubara fRG applied to the Anderson model which uses a
flowing frequency-dependent two-particle vertex in channel
decomposition [30].

D. Computation of observables

For both conserving and nonconserving methods, we use
the numerical solution 
σ (ν) to compute observables. The
occupancy can be obtained from the propagator according to
Eq. (15) via

〈nσ 〉prop =
∫ ∞

−∞

dν

2π
Gσ (ν)e−iν0+ = 1

2
+

∫ ∞

0

dν

π
Re[Gσ (ν)].

(88)
Even though we investigate an equilibrium setup in which we
couple the dot to one lead by 
, we can calculate the (linear-
response) conductance which a system coupled to two leads
by 
/2 would have at zero bias voltage [40]. The conductance

is given by

Gcond = e2

h



∑
σ

Im[Gσ (0+)] (89)

with h = 2π� = 2π . At T = B = Vg = 0, the so-called ef-
fective mass is defined via

m∗ = 1 − lim
ν↘0

d Im
σ (ν)

dν
(90)

which is independent of σ due to B = 0. We are also interested
in the static spin and charge susceptibility given by the
derivatives

χs = −d〈n↑ − n↓〉prop

dB

∣∣∣∣
B=0

,

χc = −d〈n↑ + n↓〉prop

dVg

∣∣∣∣
Vg=0

. (91)

Numerically, we probe by a very small magnetic field (B/
 =
10−5) or a shift of the gate voltage (Vg/
 = 10−4) and
compute the finite difference approximations

χs ≈ 〈n↓ − n↑〉prop − 〈n↓ − n↑〉prop|B=0

B
, (92)

χc ≈ −〈n↓ + n↑〉prop − 〈n↓ + n↑〉prop|Vg=0

Vg
. (93)

E. Alternative approaches to the occupancy as test for
conserving approximations

In Sec. III, we explained that �-derivable approximations
(such as FLEX and cfRG) are thermodynamically consistent
and preserve the Friedel sum rule. This assures coinciding
results when the impurity occupancy is computed either from
the propagator [Eq. (88)] or from the grand potential [Eq. (16)]
or from the Friedel sum rule. The latter reads as

〈nσ 〉FSR = 1

2
− 1

π
atan

(
εσ + Re[
σ (0+)]




)
(94)

for the Anderson model at zero temperature and in the wide-
band limit [40]. Based on Sec. IV, we expect the PUF, StUF,
and MUF schemes to be non-�-derivable methods. In the
results Sec. VI C, we will indeed see that for these methods
the three ways to the occupancy lead to disagreeing results.

Let us describe in more detail how we evaluate the
occupancy from the grand potential. From Eq. (16) follows
that

〈n↑ + n↓〉gp = d

dVg
�. (95)

For the �-derivable schemes, we obtain � as the sum of �|U=0

and �� = � − �|U=0 which we can calculate directly from

. This yields

〈n↑ + n↓〉gp = d

dVg
(�� + �|U=0)

= d

dVg
�� + 〈n↑ + n↓〉U=0. (96)
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The noninteracting occupancy is given by

〈n↑ + n↓〉U=0 =
∑

σ

[
1

2
− 1

π
atan

(
εσ




)]
. (97)

For the flow schemes, � = �λf leads to

〈n↑ + n↓〉gp = d

dVg
�λf = d

dVg

∫ λf

λi

dλ �̇λ + d

dVg
�λi

= d

dVg

∫ λf

λi

dλ �̇λ + 〈n↑ + n↓〉λi . (98)

Here, the second addend refers to

〈n↑ + n↓〉λi =
∑

σ

[
1

2
− 1

π
atan

(
εσ + 
σ,λi




)]
(99)

in which we exploit that for all schemes, 
σ,λi ∈ R is

frequency independent. The expressions for �� and �̇ are
provided in Appendix C. Numerically, the derivative with
respect to the gate voltage is carried out by an interpolation
routine.

VI. NUMERICAL RESULTS

For the numerical investigations, we resort, as mentioned
above, to the T = 0 limit. The parameters for the frequency
grids (see Appendix B) are nlen = 120, dν = 10−6
, νmax =
108
. At selected values of the model parameters, we checked
that this choice is sufficient to reach numerical convergence
on the scale of the plots.

A. Results for the conserving schemes

In this section, we discuss the numerical results for each
observable obtained with the cfRG approximation and with
FLEX. The plots also show the PUF curves for comparison.
These will be compared to the MUF results in Sec. VI D.
Figure 2 shows the effective mass, the charge and spin
susceptibility as function of U , as well as the conductance as
function of the gate voltage. We have chosen the parameters
such that we can compare with published data [30,38,41]. For
this purpose, some plots include data obtained with 1PI vertex
expansion Matsubara fRG which takes into account at least
a static flow of the 1PI two-particle vertex. For the effective
mass and the spin susceptibility, we compare to more elaborate
schemes which take into account the frequency dependence
of the vertex (in its full or in a channel-decomposed form).
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FIG. 2. Numerical data for the cfRG, PUF, and FLEX approximations. (a) Results for the effective mass are compared to 1PI fRG and NRG
results from Fig. 6(a) in Ref. [30]. (b) Results for the charge susceptibility are compared to Bethe ansatz results. We found well-converged
solutions of the cfRG self-consistency equation only for U < 8.5
. (c) Results for the spin susceptibility are compared to 1PI fRG data from
Fig. 6(b) in Ref. [30] and to Bethe ansatz results. (d) Results for the conductance as function of the gate voltage are compared to 1PI fRG data
from Fig. 3 in Ref. [41] and Bethe ansatz data from Ref. [43]. We found well-converged solutions of the cfRG self-consistency equation only
for Vg � 2
.
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Furthermore, we compare to numerically exact data from the
numerical RG (NRG) or to exact Bethe ansatz results. The
Bethe ansatz data were calculated via the formulas indicated
in Ref. [42] or in case of the conductance taken from Ref. [43]
and in case of the occupancy taken from Ref. [30].

Our FLEX data coincide with the FLEX data presented
by White in Ref. [38].2 This confirms that the FLEX data
are correctly determined, in particular as our implementation
differs from that of White. White transformed the frequency
integrations to the real axis while we work entirely on the
imaginary axis.

cfRG, PUF, and FLEX correctly describe the observables
at very small U . The reason is that they are exact up to order
U 2. However, when U is increased, they deviate much earlier
from the NRG or Bethe ansatz results than 1PI fRG. The cfRG
approximation performs slightly better than FLEX and PUF.
Generally, the results of all three approximations are similar.
This is plausible since we found in Sec. IV B that cfRG and
FLEX are closely related, and since we identified PUF in
Sec. IV C as an approximation to cfRG.

Let us now discuss each plot in more detail. Concerning
the effective mass shown in Fig. 2(a), cfRG, PUF, and FLEX
quickly overestimate the correct value. The FLEX data are
reasonably precise up to U ≈ 
, those of cfRG and PUF up
to U ≈ 1.5
. (For comparison, the shown 1PI fRG which
employs channel decomposition provides good results up to
U ≈ 5.5
 [30].) In Sec. VI B, we study a possible exponential
behavior of the approximate effective mass.

We now turn to the charge susceptibility in Fig. 2(b).
The FLEX and PUF data turn out to be trustworthy up to
U ≈ 2
, those of cfRG up to U ≈ 3
. The FLEX and PUF
curves lie below the Bethe ansatz curve at low U and cross
it as U increases, while the cfRG curve always lies above.
Nevertheless, all three approximations are roughly similar.

Let us proceed to the spin susceptibility in Fig. 2(c). Here,
visible deviations of the FLEX data from the Bethe ansatz
result start at U ≈ 1.5
; cfRG and PUF deviate only slightly
later. All three approximations have in common that they
produce values that are far too low for larger interaction
strengths. They even show decreasing values instead of an
exponential growth.

In Fig. 2(d), the conductance is shown. The cfRG and the
FLEX data are again quite similar. Around zero gate voltage,
they do not yield a conductance plateau, but instead a wide
curved region. The PUF curve is remarkably distinct, with an
overpronounced plateau and convergence problems around the
plateau edge. This exceptional behavior is to be attributed to
the large value of the interaction U/
 = 4π and it is lifted
when turning to smaller values of U/
. We chose this large
value in order to compare to existing data. Only at such large
values, the conductance plateau is clearly visible.

2There is a minor deviation for the charge susceptibility at large
values of U/
. In Fig. 5 of Ref. [38], the three points plotted for the
largest U/
 seem to indicate the presence of a very slight shoulder;
our data shown in Fig. 2(b) do not do so. We find agreement to the
middle one of these three points (the one at U/π
 ≈ 2.3) but slight
deviations from the other two points. We suspect that those two points
of White are not fully converged.

B. Hamann’s prediction not confirmed

In Ref. [22], Hamann investigates analytically an approx-
imation to the self-energy of the Anderson model which can
be considered an ancestor of the FLEX method. For this
approximation, which he attributes to Suhl [44], he predicts the
occurrence of a characteristic temperature ∼exp[− 1

3 ( U
π


)2],
as opposed to the exact Kondo temperature ∼exp(−π

8
U



).
As the approximation is similar to FLEX, the characteristic
temperature with quadratic exponent might as well appear
for FLEX and the related cfRG and PUF. In this case,
the approximate effective mass should be proportional to
exp [ 1

3 ( U
π


)2]. Here, we show that the numerical data do
not confirm this expectation, neither for FLEX and the fRG
schemes nor for Hamann’s approximation itself.

Hamann’s approximation [22] to the self-energy can be
derived from an approximate Luttinger-Ward functional with
a diagrammatic representation almost identical to that of
FLEX in Fig. 1. The difference is that the diagrams with
particle-particle ladders are neglected and that the sum of
diagrams with bubble chains (direct particle-hole channel) is
approximated by 1

2 the sum of diagrams with particle-hole
ladders (exchange particle-hole channel). Effectively, only the
particle-hole ladder contribution is used, multiplied by a factor
of 3

2 for all diagrams from second order on. This yields a
conserving approximation for the self-energy which does not
capture second-order perturbation theory with bare lines as the
skeleton second-order diagram is multiplied by 3

2 . By setting
κ0 = 0, κx = 3

2 , and κp = κd = 0 in Eq. (82), we can calculate
data according to this approach. We refer to this scheme by
the index “HAM”. A variant of Hamann’s idea that takes into
account the natural structure of Eq. (A27) for FLEX is to set
κ0 = 2

3 , κx = 3
2 , and κp = κd = 0. We thus define an alternative

scheme “HAM′” according to this choice (which also does not
capture second-order perturbation theory correctly).

Figure 3(a) presents again the effective mass data from
Fig. 2(a), but on a logarithmic scale and up to larger values
of U/
, now including HAM and HAM′ data. We observe
that the curves for FLEX and for HAM behave similarly.
This confirms that Hamann’s approach to replace all three
FLEX channels by 3

2 the particle-hole ladder is reasonable.
We observe even better agreement (almost coincidence on the
scale of the plot) of the alternative proposal HAM′ with FLEX.
For large U/
, the NRG effective mass follows the exact result
∼exp(π

8
U



) which occurs as a straight line in the log-linear plot.
According to Hamann’s prediction, the curve corresponding
to his approximation should increase quadratically in the
log-linear plot at high U/
. This is obviously not the case;
also the FLEX and the fRG (and HAM′) curves do not show
this behavior. On the contrary, based on the data we expect
that the NRG effective mass even surpasses the Hamann and
the FLEX one from about U ≈ 18
 on. The reason for this
discrepancy to Hamann’s prediction remains to be clarified.

C. Establishing that PUF, StUF, and MUF are non-�-derivable

In this section, we present numerical results which illustrate
that the PUF, StUF, and MUF schemes are non-�-derivable
approximations. Figure 3(b) shows the occupancy of the dot
calculated for each scheme by the three ways suggested in

195160-14



RENORMALIZATION GROUP FLOW OF THE LUTTINGER- . . . PHYSICAL REVIEW B 93, 195160 (2016)

1

10

100

1000

0 5 10 15

m
∗

=
1
−

Σ
(0

+
)

U/Γ

PUF

cfR
G

FLEX

HAM

HAM

NRG

1PI

Vg/Γ = 0

B/Γ = 0

(a) U/Γ = 6

B/Γ = 0

(b)

0.4

0.6

0.8

1

n
↑
+

n
↓ FLEX

cfRG

Bethe

U/Γ = 6

B/Γ = 0

(b)

0.4

0.6

0.8

0 1 2 3

n
↑
+

n
↓

Vg/Γ

PUF

StUF

Bethe

U/Γ = 6

B/Γ = 0

(b)

0 1 2 3 4
Vg/Γ

Restr.
MUF

Bethe

U/Γ = 6

B/Γ = 0

(b)

propagator
grand potential
Friedel sum rule

FIG. 3. (a) The same numerical data for the effective mass as in Fig. 2(a), but on a logarithmic scale and including higher interaction
strengths. The plot shows additionally data obtained with Hamann’s approximation. (b) Numerical data for the occupancy of the dot, calculated
for certain �-derivable and non-�-derivable schemes in various ways. The Bethe ansatz result (from Fig. 5 in Ref. [30]) is plotted for
comparison.

Sec. V E: from the propagator, from the grand potential, and
from the Friedel sum rule. For the cfRG and the FLEX
methods, the three ways correctly produce coinciding results,
as expected for �-derivable schemes. In contrast, each way
produces a distinctly different result for the PUF, StUF, and
MUF schemes. As a single exception, the Friedel sum rule
and integration of the propagator lead to coinciding results
for the StUF approximation. This, however, is true for all
static methods; for these, the propagator can be integrated
analytically to yield the Friedel sum rule. We have thus
provided strong numerical evidence that PUF, StUF, and MUF
are indeed non-�-derivable approximations. We remark that
the same quantities were used to illustrate that truncated
1PI fRG is not thermodynamically consistent (cf. Fig. 5 of
Ref. [30]).

D. Results for PUF and MUF

In this section, we discuss the numerical results for the
PUF and the MUF approximations. Figure 4 shows the same
observables as above for these schemes. The PUF and MUF
results agree in acceptable limits with the exact ones only up to
rather small U/
 ≈ 1 . . . 2. This becomes particularly evident
in the effective mass and spin susceptibility. Both PUF and
MUF quickly overestimate the effective mass. Similarly, both
quickly underestimate the spin susceptibility. These deviations
are reminiscent of the FLEX results [compare to Figs. 2(a)
and 2(c) or to Ref. [38]]. In fact, this similarity to FLEX
extends to the charge susceptibility [compare to Fig. 2(b)
or to Ref. [38]].

A poor performance of the PUF scheme at larger interac-
tions is already known from the quantum anharmonic oscillator
which was studied in Ref. [20] as a toy model for quantum
many-body systems. In contrast, the MUF approximation
performs very well for the anharmonic oscillator. We attribute
the poor performance for the Anderson model to the following
reason: The success or failure of the MUF approximation is
closely related to the success or failure of the self-consistent
Hartree-Fock solution which is used as the starting point of the
flow. This was already anticipated in Ref. [20]. The Hartree-

Fock method performs well for the anharmonic oscillator
(within 3% relative error compared to the exact result for a
large range of interaction strengths). For the Anderson model
in contrast, the Hartree-Fock solution is significantly less
accurate. This explains the setback.

For U > Ucrit = π
 the unrestricted Hartree-Fock solution
as starting point of unrestricted MUF unphysically breaks the
spin symmetry. The numerics indicate that the flow does not
restore the symmetry; on the contrary, it even suffers from
convergence problems. For the effective mass, the charge sus-
ceptibility, and the spin susceptibility, the flow of unrestricted
MUF does not come to end for U ≈ Ucrit . . . 8
. Furthermore,
the values calculated for U/
 > 8 are not trustworthy. For
the effective mass, they are unconvincingly high (not plotted);
for the spin susceptibility, they are unstable and vary over a
large range including negative values (not plotted); for the
charge susceptibility, they are in an acceptable range but the
method predicts a curvature around U/
 = 8 contradictory to
all other schemes [see Fig. 4(b)]. Furthermore, the unrestricted
MUF approximation does not reproduce the correct unitary
conductance Gcond = 2 e2

h
at Vg = 0. This deficiency is shared

by the unrestricted Hartree-Fock method [see Fig. 4(d)] and is
obviously not settled by the flow.

These numerical findings of our unrestricted MUF scheme
do not comply with a prediction made in Sec. IV B of Ref. [19].
There, it is argued that in 2PI fRG flow schemes a spurious
symmetry breaking should decrease and eventually vanish
during the flow due to the influence of Goldstone modes. This
prediction derives from an analysis of the contribution −�̇

(1)
λ

to the flow of the self-energy 
̇λ = −�̇
(1)
λ − �

(2)
λ · Ġλ. This

contribution is argued to reduce the symmetry breaking with
increasing efficiency during the course of the RG flow.

It can be understood in more detail why the symmetry
is not restored in our scheme. For U moderately greater
than π
, we can observe numerically that the symmetry
breaking indeed starts to decrease during the flow. However, a
divergence occurs in the flow equation before the symmetry is
restored. One can understand analytically that this divergence
necessarily occurs in our truncation scheme. The factor which
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FIG. 4. Numerical data for the PUF, StUF, and MUF approximations in comparison to the same NRG, Bethe, and 1PI fRG curves as in
Fig. 2. (a) For the effective mass, the PUF and MUF curves are indistinguishable. (b) For the charge susceptibility, the flow of unrestricted
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end (except for StUF) for gate voltages around the plateau edge at such a high interaction strength.

diverges becomes apparent when the flow equation for the self-
energy is formulated as non-self-consistent equation 
̇λ =
−(I + �

(2)
λ · �λ)

inv · �̇
(1)
λ [compare Eq. (98) of Ref. [20]].

In the MUF truncation, the factor (I + �
(2)
λ · �λ)

inv
takes

the form (I + U · �λ)
inv

with bare interaction U > π
. This
RPA-like series reaches a pole when the symmetry breaking
becomes smaller; crucially, this happens before the symmetry
is restored since U is greater than the critical value Ucrit = π


of the non-symmetry-broken state. A more detailed analysis
of this divergence is given in Appendix B.

For U distinctly greater than π
, the flow of the self-
energy in the MUF truncation becomes more complicated.
The emerging frequency dependence and imaginary parts of
the self-energy then play a dominating role and the dressed
RPA-like series no longer has a pole. Therefore, the MUF
converges again from U ≈ 8
 on. However, only at the
beginning of the flow the self-energy is essentially static and
we observe numerically a tendency to suppress the symmetry
breaking. In contrast, at the end of the flow the strongly
frequency-dependent self-energies for spin up and down differ
largely.

We thus find the prediction of Ref. [19] that a spurious
symmetry breaking vanishes automatically during the flow
not fulfilled in our MUF scheme. The prediction of Ref. [19]

might still be applicable to more advanced truncation schemes
than our MUF.

Let us now turn to the restricted MUF. For the effective mass
and the charge susceptibility, it is able to produce reasonable
results above Ucrit that are comparable to those of PUF. For the
spin susceptibility, in contrast, the flow does not come to an end
for U > Ucrit. This indicates that the unphysical response of
the restricted Hartree-Fock starting point to magnetic fields
is not overcome by the RG flow. This is studied in more
detail in Appendix B. For the conductance, the restricted MUF
approximation predicts the correct value at Vg = 0.

For the conductance, we observe a problem that is shared
by the PUF and the restricted and unrestricted MUF schemes:
The flow does not come to an end for values of U/
 around
the edge of the conductance plateau. Note that the plateau
is calculated at a large U/
 = 4π . Tuning U to smaller
values lifts this problem. The points that are calculated show
a tendency of all three methods to enlarge the plateau and to
make the falloff at the edge sharper than in the exact Bethe
ansatz solution.

In summary, we find that the unphysical properties of
the unrestricted and restricted Hartree-Fock starting points
constitute a major problem for the MUF approximation. The
unrestricted MUF scheme has proven to be not trustworthy
for U > Ucrit. The restricted MUF scheme performs better
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and makes it possible to pass Ucrit for B = 0. The results are
comparable to those of the PUF approximation.

E. Results for StUF

In this section, we discuss the numerical results for the StUF
approximation. The corresponding data are as well shown in
Fig. 4. No reasonable effective mass can be calculated for this
scheme, as the derivative of 
σ (ν) with respect to ν is zero.
The other observables, however, agree remarkably well with
the exact results. This holds in particular for the conductance
data which is even more remarkable at this large U/
 = 4π .
With 1PI fRG employing a static flow of the 1PI two-particle
vertex [cf. Fig. 4(d) and Ref. [41]], one is already able to obtain
agreement with the exact curve at surprisingly large U/
, but
StUF even outperforms this scheme.

The good performance of the StUF scheme is surprising
for three reasons. First, it constitutes a lower-order truncation
to the 2PI fRG than the PUF or MUF scheme. Second,
the computational effort needed for solving the scheme is
marginal. Third, we find that it does not produce good results
for the quantum anharmonic oscillator [45].

For B = 0, we can gain analytical insight in the scaling
behavior of the renormalized single-particle energy. Let us
introduce the dimensionless renormalized level position

fλ = εσ̄ + 
StUF
σ̄ ,λ



. (100)

We use Uλ = λU and set u = U
π


, to obtain [cf. Eq. (87)]

ḟλ = −u atan(fλ) (101)

with initial condition fλi = Vg



=: vg. If vg = 0, the solution is

fλ = 0. For vg �= 0, separation of variables yields∫ fλ

vg

dx

atan(x)
= −uλ. (102)

The integral over 1
atan(x) yields a scaling of fλf (u) ∼ vge

−u ∼
e− 1

π
U

 . The (actual) Kondo temperature TK scales ∼e− π

8
U

 .

This means that the StUF approximation correctly predicts
an exponential scaling with the interaction strength but yields
the wrong prefactor 1

π
instead of π

8 . Lowest-order 1PI vertex
expansion Matsubara fRG (without flow of the two-particle
vertex) also predicts ∼e− 1

π
U

 but reproduces the conductance

plateau much worse than the StUF approximation [cf. Fig. 4(d)
to Fig. 3 in Ref. [41]].

F. Results for CUF and CF

In this section, we discuss the results for the CUF and the
CF approximations. Figure 5 shows the same observables as
above for these two schemes.

Let us start by discussing the CF approximation. Like
PUF and MUF, it reproduces the exact curves well only
up to U/
 ≈ 1 . . . 2. For the effective mass and the charge
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susceptibility, the curves are close to plain and self-consistent
second-order perturbation theory results [34,38]. This is not
surprising. By construction, the flow equation contains the
required terms to generate plain second-order perturbation
theory but not enough to generate self-consistent second-order
perturbation theory. For the spin susceptibility, plain and
self-consistent second-order perturbation theory curves lie
below the exact curve. The CF curve, in contrast, lies above. We
conjecture that the self-consistent nature of the lowest-order
term in the CF scheme induces a strong influence of the
self-consistent Hartree-Fock solution (which also lies above
the exact curve). For the conductance, the CF approximation
is able to produce reasonable data for all gate voltages.

Turning to the CUF method, we find that indeed the
results of PUF can be improved for the effective mass, spin
susceptibility, and charge susceptibility by fine tuning the value
of �. With � = 2
 we are able to push the boundary for which
the CUF data agree acceptably well with the exact results for all
observables up to U/
 ≈ 2 . . . 3. For the spin susceptibility,
we see that further increasing � to 4
 improves the agreement
even more. For the effective mass, however, the CUF curve for
� = 4
 intersects the exact curve at U/
 ≈ 3 but deviates
conceivably from the exact curve for larger and smaller (!)
interaction strength. We conclude that we can optimize � in
an observable- and U -dependent manner such that we generate
agreement to the exact curve. This is only partially satisfactory.
We would have preferred the existence of an optimal choice of
� that yields agreement to the exact curves over a large range
of U for all observables.

VII. CONCLUSION

In this paper, we investigated how the U -flow fRG can
be used to construct �-derivable approximations, and how
different U -flow approximations perform in computing typical
observables of the Anderson impurity model in equilibrium.

Concerning the first question, we found it helpful to address
the flow of the Luttinger-Ward functional �[G] and the flow of
the physical values �(n)[G] of its vertex functions separately.
We have seen that elementary truncations of the flow of the
functional lead indeed to approximate �’s that are invariant
under symmetry transformations and thus define �-derivable
(conserving) approximations. In the lowest-order truncation,
we rederived the self-consistent Hartree-Fock approximation
while the next higher truncation (cfRG) led to a � that closely
resembles that of the FLEX approximation. In this sense, the
fRG did not provide an approximation of a fundamentally
new structure. In particular, it can again be understood as
a diagrammatic approximation to �, except for prefactors.
This might change in higher-order truncations, whose solution
is, however, analytically quite involved and numerically
inaccessible. It is remarkable that the analytic integration of
the flow in the studied truncation yielded a result completely
independent of the chosen flow parameter. This resembles
the observation of Ref. [20] that the result of truncated C

flow for the physical vertex functions is independent of the
flow parameter, namely, given by self-consistent perturbation
theory. As for the C flow, we conclude that for models with
infrared divergences in perturbation theory the cfRG is only

applicable if the resulting diagrammatic resummation or the
self-consistency has a regularizing effect.

Next, we studied the flow of the physical values �(n)[G]
of the vertex functions. It is described by a coupled hierarchy
of flow equations that is infinite even when the hierarchy for
the functional �[G] has been truncated. Truncating in turn
the hierarchy for the physical values will in general lead to
a non-�-derivable approximation. Therefore, we could not
obtain new �-derivable fRG approximations from the flow of
the physical values alone; the flow of the whole functional
seems to be required. By truncating the new hierarchy, we
recovered indeed the plain and modified U -flow approxi-
mations of Ref. [20] (PUF and MUF) as non-�-derivable
approximations to the �-derivable cfRG approximation. We
demonstrated explicitly that they are not thermodynamically
consistent by comparing numerical results for the impurity
occupancy obtained from different approaches. We truncated
the hierarchy for the physical values also on the lowest-order
level and uncovered a simple static non-�-derivable U -flow
scheme (StUF) that was not noticed in Ref. [20].

We tested the different approximation schemes by comput-
ing typical observables of the equilibrium Anderson impurity
model. Compared to 1PI fRG approximations, the results are
in general rather poor. For cfRG and PUF, they reflect the
kinship with FLEX, a method that is known to be of limited
usefulness for the model at hand [38]. Based on an analytic
prediction by Hamann [22] for a similar approximation, we
expected an exp(cU 2) behavior of the approximate effective
mass. This is not confirmed by the data, not even for the
very approximation analyzed by Hamann. We consider it
improbable that errors in our numerics are the reason for the
discrepancy. Our FLEX data coincide with published ones
[38], and data for Hamann’s approximation can be generated
by changing only a few prefactors in the code. Further work is
required to understand the discrepancy.

Concerning the modified U flow, the artifacts introduced by
the Hartree-Fock initial condition proved to constitute a major
obstacle for the flow. Neither the spin-symmetry breaking
of the unrestricted nor the negative spin susceptibility of
the restricted Hartree-Fock starting point were overcome by
the RG flow. In contrast, they impeded the convergence of the
numerical flow.

Comparing the numerical errors of the different U -flow
schemes to those of self-consistent perturbation theory (which
corresponds to straightforwardly truncated C flow) we consid-
ered it conceivable that a combination of both methods might
improve the approximation quality. Therefore, we devised the
CUF� approximation, where the parameter � allows for a
smooth interpolation between the PUF approximation and an
appropriate (non-�-derivable) C-flow truncation. We found
that the range of validity of the approximation can indeed be
extended for all discussed observables, however, only to still
moderate U/
 = 2 . . . 3.

In contrast to the more elaborate schemes, the simple
static variant StUF performed remarkably well, in particular
in regard of the marginal computational effort it requires.
It describes the linear conductance as function of the gate
voltage better than any 1PI fRG method that has been applied
to the problem. Similar to the static 1PI fRG without flow
of the two-particle vertex, it allows to extract analytically a
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characteristic scale exp[−U/(π
)], where only the prefactor
of the exponent differs from the exact Kondo temperature
∼exp[−πU/(8
)]. In view of this success, it is an interesting
question as to whether the StUF approximation can be
extended to higher-order truncations in some other systematic
way than studied here.
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APPENDIX A: DERIVATION OF IMPLEMENTABLE
EQUATIONS

In this appendix, we present more details on how to
derive the self-consistency or flow equations in a form that
exploits the symmetries and conservation laws specific for the
Anderson impurity model. These equations can then serve as
a starting point for the numerical implementation.

1. Reducing the number of indices

Like the interaction U (2) (cf. Sec. V A), all four-point
functions B = �,ϒ, . . . turn out to be sparse for the Anderson
model. Moreover, they have components which are connected
by symmetry. We want to refer to the components in a suitably
reduced form. For this purpose, we group the four y = (c,σ )
indices together in pairs (the first two and the latter two).
Such a pair may never take the index combination cc

σσ because
this would correspond to a double creation/annihilation of a
spin-σ electron on the dot (this statement does not hold for BR).
This leaves the following set of index combinations which are
allowed for the pairs:

I = {++
↑↓ ,−−

↑↓ ,+−
↑↑ ,+−

↓↓ ,+−
↑↓ ,+−

↓↑ ,++
↓↑ ,−−

↓↑ ,−+
↑↑ ,−+

↓↓ ,−+
↓↑ ,−+

↑↓
}
. (A1)

Let s1,s2 be such indices ∈ I. Then, we can refer to all nonzero
components of B via Bs1s2,n1n

′
1n2n

′
2
. As a side note, the symmetry

Bs1s2,n1n
′
1n2n

′
2
= Bs2s1,n2n

′
2n1n

′
1

holds if B = BT. However, this
is not always the case (e.g., ϒ �= ϒT). Thus, we do not use
this property in the following considerations. We define an
operation˜on s via

s̃ = (̃
c1c2
σ1σ2

) = (
c2c1
σ2σ1

)
. (A2)

Then, the relation Bs1s2,n1n
′
1n2n

′
2
= −Bs̃1s2,n

′
1n1n2n

′
2

holds in
general [cf. Eq. (8)]. The first six indices and the last six
indices in the set I are connected via the ˜ operation: Let
S = {++

↑↓ ,−−
↑↓ ,+−

↑↑ ,+−
↓↓ ,+−

↑↓ ,+−
↓↑ }, then I = S ∪ S̃. If we base a

12 × 12 matrix notation of B on the order of indices as chosen
above, each matrix B can be written in terms of a 6 × 6 matrix
B:

Bs1s2,n1n
′
1n2n

′
2
=

(
Bn1n

′
1n2n

′
2

−Bn1n
′
1n

′
2n2

−Bn′
1n1n2n

′
2

Bn′
1n1n

′
2n2

)
s1s2

. (A3)

Obviously, it is sufficient to work with the underlined matrices.
For example, a contraction of s indices ∈ I is the same as a
contraction of S indices ∈ S taking into account a factor of
1
2 , i.e., 1

2

∑
s ↔ ∑

S . As an example for an underlined matrix,
we provide the interaction in this notation:

US1S2,n1n
′
1n2n

′
2
= βδn1+n′

1+n2+n′
2,0

×

⎛⎜⎜⎜⎜⎜⎝
0 −U 0 0 0 0

−U 0 0 0 0 0
0 0 0 U 0 0
0 0 U 0 0 0
0 0 0 0 0 −U

0 0 0 0 −U 0

⎞⎟⎟⎟⎟⎟⎠
S1S2

.

(A4)

This matrix is block-diagonal consisting of three 2 × 2
matrices. It can be shown that this is a general feature
for all underlined matrices B. This is a consequence of
particle-number conservation and spin conservation which is
fulfilled by propagation and interaction in the Anderson model.
Particle-number conservation implies that the number of c’s
equal to + must be even and so must the number of c = −.
It does, however, not imply that the sum of all c’s must be
0. This holds only for vertexlike (e.g., U ) or propagatorlike
(e.g., �) quantities. Combinations of these quantities which are
I like (e.g., ϒ) may have all c’s equal to + or equal to − [see,
e.g., Eq. (A15)]. Spin conservation implies that c1σ1 + c′

1σ
′
1

must be equal to ±(c2σ2 + c′
2σ

′
2). The sign depends on whether

the quantity is vertexlike, propagatorlike, or I like. For
illustration, let us consider two examples. A (S1S2 = ++

↑↓
+−
↑↑ )

component would violate particle-number conservation. A
(S1S2 = +−

↑↑
+−
↑↓ ) component would violate spin conservation.

2. Calculating ϒ for the Anderson model

In this section, we calculate ϒ for the Anderson model. We
will need this quantity in (almost) all methods. We use Eq. (9)
to find

�
y1y

′
1y2y

′
2

n1n
′
1n2n

′
2
=β2δn′

1+n2,0δn1+n′
2,0G

y ′
1y2

n′
1

G
y1y

′
2

n1

− β2δn1+n2,0δn′
1+n′

2,0G
y1y2

n1
G

y ′
1y

′
2

n′
1

. (A5)

With

U
y1y

′
1y2y

′
2

n1n
′
1n2n

′
2
= βδn1+n′

1+n2+n′
2,0U

y1y
′
1y2y

′
2 , (A6)

we then find

(U · �)
y1y

′
1y2y

′
2

n1n
′
1n2n

′
2
= βδn1+n′

1−n2−n′
2,0�

y1y
′
1y2y

′
2

−n2,−n′
2

(A7)

in which

�
y1y

′
1y2y

′
2

−n2,−n′
2
= −

∑
y3y

′
3

Uy1y
′
1y3y

′
3G

y3y2

−n2
G

y ′
3y

′
2

−n′
2
. (A8)

We then prove

[(−U · �) · (−U · �)]
y1y

′
1y2y

′
2

n1n
′
1n2n

′
2

= βδn1+n′
1−n2−n′

2,0
1

2β

∑
y3y

′
3n3

�
y1y

′
1y3y

′
3

−n3,n3−n2−n′
2
�

y3y
′
3y2y

′
2

−n2,−n′
2
. (A9)
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Let us now introduce some notations concerning the space
of y indices only: 1y1y

′
1y2y

′
2 = δy1y2δy ′

1y
′
2
− δy1y

′
2
δy ′

1y2 and
(A ◦ B)y1y

′
1y2y

′
2 = 1

2

∑
y3y

′
3
Ay1y

′
1y3y

′
3By3y

′
3y2y

′
2 . Then, we show

by induction that

[(−U · �)k · (−U · �)]
y1y

′
1y2y

′
2

n1n
′
1n2n

′
2

= −βδn1+n′
1−n2−n′

2,0

×
{[

− 1

β

∑
n

�−n,n−n2−n′
2

]◦k

◦ �−n2,−n′
2

}y1y
′
1y2y

′
2

.

(A10)

On the right-hand side, we introduced ◦k to refer to the k-fold
◦ operation. We define the abbreviation

�̃m=n2+n′
2
= 1

β

∑
n

�−n,n−n2−n′
2
. (A11)

Making use of the geometric series, we now find

ϒ
y1y

′
1y2y

′
2

n1n
′
1n2n

′
2
=βδn1+n′

1−n2−n′
2,0

× {[1 + �̃n2+n′
2
]◦(−1)◦ �−n2,−n′

2
}y1y

′
1y2y

′
2 . (A12)

Here, the inverse ◦(−1) is to be understood with respect to the
◦ operation in the space of y indices. For this inversion, we
resort to the matrix notation introduced in Sec. A 1.

Before performing this inversion, we reduce the frequency
structure: In Eq. (A12), the fourth index n′

2 is determined

by the δ function. Thus, ϒ
y1y

′
1y2y

′
2

n1n
′
1n2n

′
2

actually depends on three

frequency indices only. Conveniently, ϒ turns out to be needed
only in a form in which the third index is always summed over
independently. Thus, this summed ϒ depends only on the first
and second indices. In fact, it turns out to only depend on the
sum of the two indices and we define

ϒ̃
y1y

′
1y2y

′
2

n1+n′
1

= 1

β

∑
n2

ϒ
y1y

′
1y2y

′
2

n1,n
′
1,n2

= {[1 + �̃n1+n′
1
]◦(−1) ◦ �̃n1+n′

1
}y1y

′
1y2y

′
2 . (A13)

Now, let us turn to the inversion of [1 + �̃n1+n′
1
]. Using

Eqs. (A8) and (A11), we determine �̃S1S2
m for indices S1,S2 ∈

S = {++
↑↓ ,−−

↑↓ ,+−
↑↑ ,+−

↓↓ ,+−
↑↓ ,+−

↓↑ }:

�̃S1S2
m =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

�̃
p
m 0 0 0 0 0

0 �̃
p∗
m 0 0 0 0

0 0 0 �̃
d↑
m 0 0

0 0 �̃
d↓
m 0 0 0

0 0 0 0 �̃
x↑
m 0

0 0 0 0 0 �̃
x↓
m

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
S1S2

.

(A14)

Here, we used the abbreviations

�̃p
m = �̃++++

↑↓↑↓,m = U
1

β

∑
n

G
−
↑,−nG

−
↓,n−m, (A15)

�̃d↑
m = �̃+−+−

↑↑↓↓,m = −U
1

β

∑
n

G
−
↓,nG

−
↓,n+m ∈ R, (A16)

�̃d↓
m = �̃+−+−

↓↓↑↑,m = −U
1

β

∑
n

G
−
↑,nG

−
↑,n+m ∈ R, (A17)

�̃x↑
m = �̃+−+−

↑↓↑↓,m = U
1

β

∑
n

G
−
↑,nG

−
↓,n+m, (A18)

�̃x↓
m = �̃+−+−

↓↑↓↑,m = �̃x↑∗
m . (A19)

The labeling of these abbreviations is inspired by the role of the
corresponding components in, for example, the FLEX ladder
summations. There are particle-particle and direct particle-
hole as well as exchange particle-hole contributions. The extra
labeling with ↑ or ↓ refers to which σ component of the
self-energy is affected by the contribution.

Because of its block-diagonal structure, the inverse of
[1 + �̃m] is easily computed. Multiplying the result with �̃m

according to Eq. (A13) yields

ϒ̃S1S2
m =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

ϒ̃
p
m 0 0 0 0 0

0 ϒ̃
p∗
m 0 0 0 0

0 0 ϒ̃d
m ϒ̃

d↑
m 0 0

0 0 ϒ̃
d↓
m ϒ̃d

m 0 0
0 0 0 0 ϒ̃

x↑
m 0

0 0 0 0 0 ϒ̃
x↓
m

⎞⎟⎟⎟⎟⎟⎟⎟⎠
S1S2

.

(A20)

Here, we used the following abbreviations in which again
the labels are inspired by the role of the component in the
calculation of the self-energy:

ϒ̃p
m = ϒ̃++++

↑↓↑↓,m = �̃p
m

[
1 + �̃p

m

]−1
, (A21)

ϒ̃d
m = ϒ̃+−+−

↑↑↑↑,m = −�̃d↑
m �̃d↓

m

[
1 − �̃d↑

m �̃d↓
m

]−1 ∈ R, (A22)

ϒ̃d↑
m = ϒ̃+−+−

↑↑↓↓,m = �̃d↑
m

[
1 − �̃d↑

m �̃d↓
m

]−1 ∈ R, (A23)

ϒ̃d↓
m = ϒ̃+−+−

↓↓↑↑,m = �̃d↓
m

[
1 − �̃d↑

m �̃d↓
m

]−1 ∈ R, (A24)

ϒ̃x↑
m = ϒ̃+−+−

↑↓↑↓,m = �̃x↑
m

[
1 + �̃x↑

m

]−1
. (A25)

ϒ̃x↓
m = ϒ̃+−+−

↓↑↓↑,m = ϒ̃x↑∗
m . (A26)

Note that the complex-conjugation relation 
c∗
σ,n = 
c

σ,−n

holds. For its proof, consider the following reasoning: In the
derivation of the flow (or self-consistency) equations, it was
assumed to hold. These equations are found to not lead to a
violation of the relation. Furthermore, we start with initial
conditions (or guesses) which do not violate the relation.
Consequently, the relation is self-consistently fulfilled. The
relation also implies �̃i

m = �̃i∗
−m and ϒ̃ i

m = ϒ̃ i∗
−m.

3. Self-consistency equations for the conserving schemes

The goal of this section is to provide self-consistency
equations for the FLEX and the cfRG approximation that can
be used for the numerical implementation. For FLEX, we insert
α = (c,σ,νn) in Eq. (79) and exploit the symmetries and the
sparseness of components to find



FLEX+
σ,n =U

β

∑
m

{[
2

3
�̃p

m − ϒ̃p
m

]
G

−
σ̄ ,n−m

+
[
ϒ̃dσ

m − 2

3
�̃dσ

m

]
G

−
σ,m−n
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+
[

2

3
�̃xσ

m − ϒ̃xσ
m

]
G

−
σ̄ ,m−n

}
+ U

β

∑
n′

G
−
σ̄ ,n′e

−iνn′ 0+ − U

2
. (A27)

The convergence factor in the last line is necessary and a
consequence of correct imaginary-time ordering. It can be
“canceled” with the addend −U

2 . Remember that the second-
order diagram contribution

−
(

U

β

)2 ∑
m,l

G
−
σ,−lG

−
σ̄ ,l−mG

−
σ̄ ,n−m (A28)

is included correctly in FLEX. In Eq. (A27), it can be seen
that the three channels contribute each 1

3 of this contribution.
This arises naturally from the charge-index notation. We now
perform the T = 0 limit ( 1

β

∑
n → ∫ ∞

−∞
dν
2π

). Furthermore, we
drop the charge index + on the self-energy and the − on the
propagator and find Eq. (82). In this equation, we introduced
constants κi which must be chosen as κ0 = 2

3 and κp = κd =
κx = 1 for FLEX. The cfRG leads to the same form as shown in
Eq. (82). We must then choose κ0 = 0 and κp = κd = κx = 1

3 .

4. Flow equations for the nonconserving schemes

In this section, we specify the relevant equations for the
implementation of the nonconserving schemes. We start out
by discussing the PUF, StUF, and MUF approximations and
proceed then with the CUF and CF approximations.

For the PUF approximation, we find Eq. (83). The last term

does not need a convergence factor because Ġλ
σ (ν) goes as

∼1/ν2. The initial condition is 
PUF
σ,λi

(ν) = 0 (and Uλi = 0).
The flow equation for the StUF approximation reads as


̇StUF
σ,λ = U̇λ

∫ ∞

−∞

dν ′

π
Re

[
Gλ

σ̄ (ν ′)
]

(A29)

with initial condition 
StUF
σ,λi

= 0. As no frequency dependence
is acquired in this scheme, we directly perform the frequency
integral analytically and find Eq. (87).

The equation for the MUF approximation is Eq. (84). The
nonzero initial condition is 
MUF

σ,λi
(ν) = 
HF

σ = −U
π

atan[(εσ̄ +

HF

σ̄ )/
]. For the PUF, StUF, and MUF schemes, we take
Uλ = λU , λ = 0 . . . 1.

Now, we specify the flow equations for the CUF scheme.
In this case, all propagators depend explicitly on λ [in addition
to their implicit dependence due to 
λ

σ (ν)]:

G
−
σ (ν) = − 1

iν + εσ + i sgn(ν)
 + 
λ
σ (ν)∗

→ − �(|ν| − λ)

iν + εσ + i sgn(ν)
 + 
λ
σ (ν)∗

. (A30)

Because of the sharp frequency cutoff, we can replace � · Ċ−1

by G|�→δ when calculating the extra addend from Eq. (52).
This δ function cancels the frequency integral and we find

− Uλ

2π

∑
x=±λ

{[
�̃xσ

λ (ν+x) − �̃
p
λ(ν−x)

]
Gλ

σ̄(x)

+ �̃dσ
λ (ν+x)Gλ

σ(x)
} = : �λ

σ (ν). (A31)

In total, we obtain the flow equation (85). Note that 
̇PUF
σ (ν)

represents symbolically what is specified in Eq. (83). However,
we must now use the explicitly λ-dependent Gλ

σ (ν) from
Eq. (A30) and Uλ from Eq. (53) in order to calculate the
right-hand side. The initial condition for the CUF scheme is



CUF�

σ,λi
(ν) = 0.

The flow equation for the CF approximation is Eq. (86). In
the second addend, we must apply the replacement Uλ → U

on every level, also in the calculation of the components of
�̃λ. The numerical initial condition is 
CF

λnum
i ,σ (ν) = 0.

APPENDIX B: DETAILS ON OUR NUMERICAL
IMPLEMENTATION

We work with two meshes for the frequencies: a grid of
fermionic frequencies νn for the self-energy and a grid of
bosonic frequencies ωm for the auxiliary quantities �̃ and ϒ̃ .
They are given by the geometric formulas (n,m � 0)

νn = dν
(1 + fν)n − 1

fν

, (B1)

ωm = dν
(1 + fω)m − 1

fω

. (B2)

Note that n,m now refer to grid points and not to Matsubara
frequencies. Setting 
 = 1, the following parameters must
be externally specified: dν, νmax, and nlen. Then, we set
mlen = 2nlen and ωmax = ν2

max. Thus, the bosonic grid has twice
as many points as the fermionic grid but also extends to much
larger frequencies. We compute fν , fω such that dν[(1 +
fν)nlen − 1]/fν = νmax and dν[(1 + fω)mlen − 1]/fω = ωmax.
The value of a quantity is determined by cubic interpolation if
the frequency is not exactly on one of the grid points. Gσ (ν)
is an exception (see following).

We restrict the grids to non-negative frequencies. This is
sufficient since we can apply complex-conjugation relations to
express quantities at negative frequencies through their values
at positive frequencies (cf. Appendix A 2). The advantages of
this procedure are a reduced grid size and an accurate treatment
of discontinuities at zero frequency. A discontinuity of ϒ̃ at
zero frequency results from the appearance of sgn ν in the free
propagator [cf. Eq. (58)]. A numerical interpolation close to
discontinuities is difficult and avoided by our approach with a
grid of non-negative frequencies only.

For both conserving and nonconserving schemes, we store

 by separating the asymptotic value from the rest,


σ (ν) =
{

C

σ + 
D
σ (ν), 0 � ν < νmax


C
σ , ν > νmax

(B3)

in which 
C
σ = limν→∞ 
σ (ν). Now, Gσ (ν) can be computed

for all ν. If needed, 
D
σ (ν) is computed by cubic interpolation.

Thus, integrals over integrands consisting purely of Gσ (ν)
can be calculated from −∞ to ∞ (and not only on a finite
range). The outer parts can be calculated analytically because
the self-energy is taken as constant there. We make use of this
for the calculation of �̃.

Splitting 
σ (ν) up as in Eq. (B3) constitutes an approxima-
tion for finite νmax. This allows to compute Gσ (ν) for arbitrary
ν with an error of O( 1

ν2
max

). Performing ω integrations which
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formally go from −∞ to ∞ only from −ωmax to ωmax also
induces an error. By requiring ωmax ∼ ν2

max, we ensure that
this error is as well of O( 1

ν2
max

).
All flow equations in Appendix A 4 [except Eq. (A29) for

StUF] pose a self-consistency problem in each step of the flow

because the right-hand side contains Ġλ
σ (ν). This problem is

easily solved because Ġλ
σ (ν) always occurs only in a separate

addend contributing to the frequency-independent asymptotic
value of the self-energy. By inserting the separation (B3) into
the flow equation for 
λ

σ (ν), we obtain separate equations for


̇λ,C
σ and 
̇λ,D

σ (ν). The right-hand side of the flow equation

for 
̇λ,D
σ (ν) then does not contain Ġλ

σ (ν). Furthermore, the

equation for 
̇λ,C
σ has the form 
̇λ,C

σ = Aσ
1 + Aσ

2 
̇
λ,C
σ̄ in which

Aσ
1 depends on 
̇

λ,D
σ̄ (ν). The explicit solution of this equation

is


̇λ,C
σ = Aσ

1 + Aσ
2 Aσ̄

1

1 − Aσ
2 Aσ̄

2

. (B4)

In each step of the flow, we thus proceed in the following
manner: First, we compute 
̇λ,D

σ (ν). Second, we calculate Aσ
1

and Aσ
2 . Third, we calculate 
̇λ,C

σ by Eq. (B4).
Equation (B4) is suitable to analyze the divergence that

occurs in the unrestricted MUF for U moderately greater than
π
 (compare Sec. VI D). For such U , the real part of the self-
energy is almost constant Re
λ

σ (ν) ≈ 
λ
σ . In the unrestricted

Hartree-Fock solution (for Vg = 0 = B), the up and down self-
energies take nonzero values of opposite sign, i.e., 
λi

σ = σ h̃.
This h̃ can be interpreted as an artificial magnetic field in
a noninteracting model. Performing the flow makes the real
parts of the self-energy move closer to one another, in other
words the artificial magnetic field decreases, i.e., the symmetry
breaking is suppressed. This mechanism does, however, not
fully restore spin symmetry. The reason for this is a divergence
on the right-hand side of the flow equation at a particular value
of λ. It originates from the term Aσ

2 of Eq. (B4) which is given
by −�̃dσ (ω = 0) = U

∫ ∞
−∞

dν
2π

Gλ
σ̄ (ν)2, where U denotes the

bare interaction. If |Aσ
2 | = 1, the denominator in Eq. (B4)

leads to a divergence which corresponds to the divergence that
occurs in the RPA-like first factor (I + U · �λ)

inv
discussed in

Sec. VI D. For the unrestricted Hartree-Fock solution (i.e., at

the beginning of the flow), one finds that h̃ is sufficiently large,
as to ensure |Aσ

2 | < 1. Now, as the symmetry-restoring effect
predicted by Ref. [19] occurs, h̃ is effectively reduced, bringing
|Aσ

2 | closer to its critical value 1. When |Aσ
2 | = 1 is reached,

the flow equation cannot be integrated any further. This is
what happens for U ≈ Ucrit . . . 8
 for the effective mass, the
charge susceptibility, and the spin susceptibility. Values can be
calculated for U/
 > 8 because then the restoring effect does
not cause |Aσ

2 | = 1 for any λ � 1. However, the spurious spin
symmetry breaking is not lifted in this case and the results are
not trustworthy as explained in Sec. VI D.

Analogous considerations can be applied to the restricted
MUF. The restricted Hartree-Fock solution does not lead to
spin-symmetry breaking, i.e., it corresponds to a vanishing
artificial magnetic field h̃ = 0. Thus, |Aσ

2 | is greater than
1 at the beginning of the flow if U > Ucrit. This seems
to be dubious at first sight because in the RPA-like factor
(I + U · �λ)

inv
discussed in Sec. VI D, this would correspond

to a series of questionable convergence. However, such a series
also occurs in the Hartree-Fock initial condition. In order to
be able to renormalize this initially present contribution to
the self-energy, the flow equation must contain such a term.
Technically, it does not produce a divergence unless |Aσ

2 | = 1.
If 
C

σ,λ = 
C
σ̄ ,λ (and Aσ

i = Aσ̄
i ) as it is the case for the restricted

MUF scheme as long as B = 0, even this point, namely
Aσ

2 = −1, can be crossed in the flow without the occurrence
of a divergence. In order to do this in a numerically stable way,
Eq. (B4) is rewritten


̇λ,C = A1

1 − A2
. (B5)

This explains why a numerical solution of the restricted MUF
flow equations remains possible even beyond Ucrit except in
the presence of an external magnetic field. A small magnetic
field is required for the numerical computation of the spin
susceptibility which is thus not accessible for U > Ucrit.

When working with the CF and CUF schemes, we know that
some integrands will be zero in certain integration regions due
to the step function in the propagator. We take this into account
and change integration limits such that we integrate only over
regions where the integrand is nonzero. The integration limits
must be updated in each step of the flow because the step
function in the free propagator directly depends on the flow
parameter.

APPENDIX C: DETAILS ON THE CALCULATION OF THE OCCUPANCY FROM THE GRAND POTENTIAL

In this appendix, we provide �� for the cfRG and FLEX methods as well as �̇λ for the PUF, StUF, and MUF schemes.
The conserving case. We find

�� = � − �|U (1)=0=U (2) = 1

2β
trln(GC−1) − 1

2β
tr[(
 + U (1))G] + 1

β
� (C1)

in which � is given by

� = η0Tr(U · �) + η1Tr[U · � · U · �] + η2Tr Ln(I + U · �). (C2)

195160-22



RENORMALIZATION GROUP FLOW OF THE LUTTINGER- . . . PHYSICAL REVIEW B 93, 195160 (2016)

Here, we defined some prefactors which must be chosen as η0 = − 1
4 , η1 = 1

6 , and η2 = 1
2 for FLEX and as η0 = 1

12 , η1 = 0, and
η2 = 1

6 for cfRG. The logarithmic expressions are defined via their series expansions

tr ln(GC−1) = −tr ln[(C−1 − 
)C] = −tr
∞∑

k=1

(−1)k+1

k
(−
C)k, (C3)

Tr Ln(I + U · �) =
∞∑

k=1

(−1)k+1

k
Tr[(U · �)k]. (C4)

In each series, a convergence factor must be taken into account in the lowest contribution. Overall, one finds

�� =
∑

σ

∫ ∞

0

dν

π

{
ln

∣∣Gσ (ν)C−1
σ (−ν)

∣∣ − Re
[
Gσ (ν)
D

σ (ν)∗
]} + 1

2

∑
σ


C
σ −

∑
σ

(

C

σ + U

2

)
nσ

+ (η0 + η2)4Un↑n↓ − η24U

(
n↑ − 1

2

)(
n↓ − 1

2

)
+ 2η1

∫ ∞

0

dω

π
Re

{
�̃p(ω)2 + �̃d↓(ω)�̃d↑(ω) + �̃x↑(ω)2

}
+ 2η2

∫ ∞

0

dω

π

{
ln

∣∣1 + �̃p(ω)
∣∣ + ln

∣∣1 + �̃x↑(ω)
∣∣ + 1

2
ln

[
1 − �̃d↑(ω)�̃d↓(ω)

]}
. (C5)

The nonconserving case. In Ref. [20], it was shown that �̇λ = 
̇λ/β. This still holds. However, this is not equal to �̇λ/β any
more in the PUF and StUF schemes because U (1) in Eq. (77) acquires a λ dependence. We thus have

�̇PUF
λ = 1

β
�̇PUF

λ + 1

β
U̇

(1)
λ · Gλ = 1

3!β
Tr

(
U̇

(2)
λ ·

[
3

2
�λ − �λ ·ϒλ

])
+ 1

β
U̇

(1)
λ · Gλ (C6)

for the PUF approximation. Here, we used Eq. (106) of Ref. [20]. Explicitly, this means

�̇PUF
λ = U̇λ

∫ ∞

0

dν

π
Re[G↑(ν)]

∫ ∞

0

dν

π
Re[G↓(ν)] − U̇λ

4

− 1

3!

∫ ∞

−∞

dω

2π

{
2Re

[
�̃

p
λ•(ω)ϒ̃p

λ(ω) + �̃
x↑
λ•(ω)ϒ̃x↑

λ (ω)
] + �̃

d↑
λ•(ω)ϒ̃d↓

λ (ω) + �̃
d↓
λ•(ω)ϒ̃d↑

λ (ω)
}
. (C7)

Here, we introduced �̃i
λ• = �̃i

λ|Uλ→U̇λ
. Similarly, we obtain

�̇StUF
λ = U̇λ

∫ ∞

0

dν

π
Re[G↑(ν)]

∫ ∞

0

dν

π
Re[G↓(ν)] − U̇λ

4
. (C8)

For the MUF approximation, we do not have an additional term and we can simply use Eq. (108) of Ref. [20] to find

�̇MUF
λ = − 1

3!β
Tr

(
U̇

(2)
λ · �λ · ϒλ

)
= − 1

3!

∫ ∞

−∞

dω

2π

{
2Re

[
�̃

p
λ•(ω)ϒ̃p

λ(ω) + �̃
x↑
λ•(ω)ϒ̃x↑

λ (ω)
] + �̃

d↑
λ•(ω)ϒ̃d↓

λ (ω) + �̃
d↓
λ•(ω)ϒ̃d↑

λ (ω)
}
. (C9)
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and K. Schönhammer, Phys. Rev. B 70, 075102 (2004).
[40] A. Hewson, The Kondo Problem to Heavy Fermions (Cambridge

University Press, New York, 1993).
[41] C. Karrasch, T. Enss, and V. Meden, Phys. Rev. B 73, 235337

(2006).
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