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Field-induced ordering in dipolar spin ice
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We present numerical studies of dipolar spin ice in the presence of a magnetic field slightly tilted away from
the [111] axis. We find a first-order transition from a kagome ice to a q = X state when the external field is tilted
toward the [112̄] direction. This is consistent with the anomalous critical scattering previously observed in the
neutron scattering experiment on the spin ice material Ho2Ti2O7 in a tilted field [T. Fennell et al., Nat. Phys.
3, 566 (2007)]. We show that this ordering originates from the antiferromagnetic alignment of spin chains on
the kagome planes. The residual entropy of the kagome ice is fully recovered. Our result captures the features
observed in the experiments and points to the importance of the dipolar interaction in determining ordered states
in the spin ice materials. We place our results in the context of recent susceptibility measurements on Dy2Ti2O7,
showing two features for a [111] field.
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The magnetic degrees of freedom in spin ice materials [1,2],
like the protons in their molecular counterpart, do not order
at low temperature. The low energy sector is characterized by
an extensive, narrow band of states [3,4] which can be treated
as a vacuum for quasiparticle excitations carrying effective
magnetic charge—magnetic monopoles [5,6]. The monopole
model is derived from the dipole spin ice (DSI) Hamiltonian
[7] and together they have enjoyed considerable success in de-
scribing both the static [5,8,9] and dynamic [10,11] properties
of spin ice materials, Ho2Ti2O7 (HTO) and Dy2Ti2O7 (DTO),
down to around 0.7 K. Below this temperature, slow dynamics
[12–14] makes precision measurement difficult, so that life
inside the band of low energy states remains mysterious.

The states of the low energy band satisfy ice rules, where
two spins point in and two out of each tetrahedral unit of the
pyrochlore lattice (see Fig. 1). The narrowness of the band is a
consequence of the high symmetry of the pyrochlore lattice, as
the long-range part of the dipolar interaction is screened [7,15]
in the constrained states. A finite bandwidth must therefore
come from corrections to this projective equivalence [15]
from higher order multipoles, or from other perturbations.
The band of states contains the same Pauling entropy, S ≈
(kB/2) ln(3/2) per spin, as the protons in water ice [4], and
specific heat [3] and neutron scattering measurements [9] show
that spin ice materials approach a correlated, disordered regime
in which the Pauling entropy is retained, as the temperature is
reduced below 1 K. Using the simplest DSI Hamiltonian, one
finds that the degeneracy is lifted in zero external field in favor
of an ordered state with the system undergoing a first-order
phase transition at 180 mK[16]. More sophisticated models
with further neighbor exchanges modify this temperature [17],
while external fields put the model system into different
ordered ground states [18,19].

None of these structures are observed experimentally
and the possible mechanisms that could drive corrections
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to monopole physics remain unclear. Quantum fluctuations,
which would take spin ice towards a spin liquid model for
quantum electrodynamics [20,21], naturally lead to a finite
bandwidth, but it seems unlikely that this is relevant for spin
ice materials [22]. The situation concerning possible dipolar
ordering is ambiguous: recent specific heat measurements on
DTO [23] clearly show recovery of entropy from the low
energy band below 0.5 K but detailed numerical studies show
this to be more consistent with disorder effects than with a
precursor to an ordering transition [24]. In the presence of
a field along the [110] direction one sees a crossover to a
correlated structure related to that predicted by the DSI, but
no ordering transition is observed [25]. A phase transition
does occur with the field placed along the body diagonal [111]
direction [26], but this is symmetry sustaining and can be
explained within the monopole picture [5,27]. However, on
tilting the field slightly away from this direction, transient and
as yet unexplained critical scattering appears near the (1̄,1̄,2)
point [28]. This critical scattering is the motivation for the
present Rapid Communication. Modeling the DSI in a similar
setup to the experiments, we show a clear ordering transition at
this wave vector, indicating that this experimental observation
[28] is a vestige of ordering driven explicitly by the energy
scale of the low energy band of states.

The DSI model Hamiltonian reads

H = − J
∑
〈i,j〉

Si · Sj

+ Dr3
nn

∑
i>j

[
Si · Sj

|rij |3 − 3(Si · rij )(Sj · rij )

|rij |5
]

− E
∑

i

(dκ(i) · S)2 − gμBH ·
∑

i

Si , (1)

where dκ(i) is the local body diagonal vector pointing into
or out of the center of each tetrahedron at sublattice κ , D

and J give the strength of the dipole and nearest-neighbor
exchange interaction, and E is the strength of the local spin
anisotropy. Spin ice materials are characterized by strong
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FIG. 1. Left: The pyrochlore lattice with [111] field orientation
(green). Right: The magnetic field vector (gray) is tilted slightly away
from the [111] axis. Negative tilt is away from the [1̄1̄2] axis (red).

uniaxial anisotropy [29] and here we take the Ising limit
E → ∞. The parameters D and J can be estimated by fitting
to specific heat data [30]. In this Rapid Communication we
use those estimated for HTO; J = −0.55 K and D = 1.41 K.
The nearest-neighbor distance rNN = 3.54 Å is obtained from
the lattice geometry and lattice constant a ≈ 10 Å [7].

The pyrochlore lattice can be viewed as an alternate
stacking of kagome and triangular planes along the [111]
direction, with the triangular planes containing all the spins
of one of the four spin sublattices (Fig. 1). Application of a
magnetic field of moderate strength along the [111] direction
pins the spin in the triangular plane. The ice rule dictates that
the other three spins in the downward pointing tetrahedron
must be organized into two-out-one-in configurations, giving
rise to a kagome-ice phase which is accompanied by partial
release of the Pauling entropy [26,31,32]. At higher field the
system enters the saturated state that breaks the ice rule via
a first-order phase transition, which can be interpreted as
monopole condensation from a low to a high density phase
[5,27]. We are particularly interested in small tilts of the field
away from the [111] axis and for simplicity we decompose the
external field into components parallel and perpendicular to
the [111] direction, H = H‖n̂ + H⊥k̂ where n̂ (k̂) is the unit
vector along the [111] ([1̄1̄2]) direction. In a restricted model of
spin ice, limited to nearest-neighbor interactions (NNSI), the
entropy associated with the kagome plane is sensitive to small
tilts of the applied magnetic field away from the [111] axis and
it vanishes for finite tilt through a Kasteleyn transition [33]. A
precursor to this unusual transition is observed experimentally
with a small tilted field toward the [1̄1̄2] direction [28]. The
Kasteleyn transition has a threefold rotational symmetry within
the kagome plane and no transition occurs in the NNSI for tilts
in the opposite, [112̄] direction. However, in experiments on
HTO with field strength approaching that for the monopole
condensation transition, a small tilt in this direction leads to
strong critical scattering.

Here we study this geometry and parameter set using the
DSI. Following the convention of Ref. [28], we define the
field tilted toward [1̄1̄2] as positive tilt (φ > 0,H⊥ > 0) and
in the opposite direction as negative tilt (φ < 0,H⊥ < 0). We
performed Monte Carlo (MC) simulations for sizes of up to
L = 5 with total 2000 spins (N = 16 × L3). Since we are

FIG. 2. Specific heat of tilted dipolar kagome ice. The [111] field
is fixed at 1.47 T. The line of peaks in negative tilted fields depicts a
first-order phase transition into the q = X state at low temperatures.

interested in the transition of the system out of the kagome ice
into the saturated state that breaks the ice rule, we do not use the
loop or worm algorithms [16,30,34] to perform updates as they
cannot bring the spin configurations out of the spin ice mani-
fold. We perform single-spin-flip Metropolis updates, making
300 000 MC sweeps for both equilibration and data collection.
The long-range dipolar interaction is handled by the Ewald
summation method [30,35]. As the transition is first order,
we use parallel tempering [36–38] to improve ergodicity. The
swap between replicas is performed after every 100 MC sweep.

To establish field Hc and temperature Tc for the critical end
point of a liquid-gas-type transition [26] from kagome ice to
the saturated state, we first perform simulations with zero tilt.
We obtain Hc = 1.48 T and Tc = 0.45 K, which compares
qualitatively with the experimental estimates of Hc ≈ 1.7 T
and Tc ≈ 0.5 K.

Following the experiment [28] in which the critical scatter-
ing emerges just below this critical field, we apply a small
tilt, starting from H‖ = 1.47 T and varying H⊥. Figure 2
shows the specific heat for both positive and negative field
tilts. For a positive tilt the specific heat shows a broad peak
as the temperature is lowered, indicating a crossover between
the high- and low-temperature phases. The saturated value of
magnetization per spin in the [1̄1̄2] direction is 4.714μB for
a large tilted field, consistent with that of a fully polarized
state, as found in a [100] field [19,34]. The behavior is quite
different for a negative tilt. A sharp peak emerges in the specific
heat accompanied by a magnetization jump, indicating a phase
transition to a long-range ordered state.

The ordered state is exposed by the simulated neutron
scattering intensity,

S(q) = 1

N
〈M⊥(q) · M⊥(−q)〉, (2)

where M⊥(q) = ∑
r S⊥ exp(iq · r) is the Fourier transform of

the spin components perpendicular to the scattering vector q.
In Fig. 3 we show S(q) for q in the (h̄h0), (k̄k̄2k) plane,
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FIG. 3. Scattering maps across the phase boundary. From left to right: T = 0.54, 0.58, and 0.8 K. When the temperature increases, the
intensity at (1̄,1̄,2) gradually decreases and finally disappears, indicating the vanishing of β-chain ordering. This behavior characterizes a
transition from a q = X state to high-temperature phases.

perpendicular to the [111] axis at different temperatures,
with H‖ = 1.47 T and H⊥ = −0.06 T, corresponding to a
tilt angle, φ = −2◦. At low temperatures, we clearly see a
magnetic Bragg peak at (1̄,1̄,2). As the temperature increases,
the scattering reduces and at high temperature the long-range
order peak vanishes leaving only diffuse scattering. This state
corresponds to the ordered q = X state that is the ground state
for the DSI in a large [110] field [18,39,40]. In experiment
critical scattering was observed at the same wave vector,
but no long-range order developed [28]. Note that the peak
observed at q = 0 and at (2̄2̄4) is a measure of the long-range
magnetic order induced by the applied field and is present at
all temperatures.

One can understand the q = X ordering by examining
the spin configurations in the kagome layers. As shown in
Fig. 4(a), the vertical spins (white) align with the tilted field,
while the two remaining spins per triangle (red and yellow)
satisfy the ice rules by forming chains with alternating positive
and negative projections onto the field whose contributions
sum to zero. These are the β chains identified for a [110]
field. In the NNSI model, no ordering occurs [28]; the chains
are independent of each other and can randomly point to
the left or right leaving a residual entropy of disorder of
the chains in each kagome plane which scales subextensively
as N2/3. The long-range part of the dipolar interactions lifts
this degeneracy, minimizing the antiferromagnetic dipolar
interaction [Fig. 4(a)], favoring a state with staggered chain
order running alternatively left and right and registered
between planes.

Figure 4(b) shows the temperature evolution of the (1̄,1̄,2)
peak intensity. It appears to change discontinuously, indicating
a first-order transition as the strength of the negative tilt field
is increased above 0.02 T. An energy histogram near the
transition shows a double-peak feature, and the specific heat
peak scales with system size as L3; features that are indeed
consistent with a first-order transition (see Supplemental
Material for further details [41]).

The ordering of the β chains can be seen through the
construction of an ad hoc order parameter, counting +1 if
neighboring chains run in opposite directions and −1 if they
run parallel. Figure 4(c) shows the temperature dependence of
this order parameter in different tilted fields. A clear signature
of antiferromagnetic chain ordering is observed at the onset
temperature of the (1̄,1̄,2) peak. Figure 4(d) shows the entropy
change, �S, obtained from the integration of specific heat at
different fields. For comparison, we include �S for zero field
(spin ice: blue dashed line) and with a [111] field (kagome
ice: orange dashed line). For these cases the system remains
in the spin ice or kagome ice phase at low temperature, as our
algorithm does not capture the low-temperature ordered states
[16,42]. For H⊥ = −0.04 T (green curve), �S approaches
the full kB ln 2 per spin at 40 K, indicating that there is no
residual ground state entropy. Thus, we conclude that the
dipole interaction drives the system to a perfectly ordered
q = X state via a first-order transition.

The above simulations were performed with fixed H‖,
varying H⊥. However, this is not the conventional setting for
neutron scattering experiments as alignment of the sample is a
very delicate process. As a consequence it is more convenient
to keep the tilt angle fixed and vary the total magnetic field
[28], so that both H‖ and H⊥ change. We have performed
simulations using the same setup. Figure 5 shows the intensity
of the scattering at (1̄,1̄,2) in the H -T plane, with a fixed
negative tilt of 2◦. The q = X phase appears as a lobe, bounded
from above by the saturation field and below by the kagome ice
phase. As the temperature increases the two phase boundaries
close on themselves near the critical end point for the liquid-gas
phase transition. The width of the lobe varies with tilt angle
and goes to zero for perfect field alignment.

Experimentally, the critical scattering at (1̄,1̄,2) occupies a
similar region of the H -T plane but closes at low temperature
to form a bubble (rather than a lobe) in the range H =
1.5–1.7 T, T = 0.3–0.5 K for a fixed tilt of φ = −1◦ (see Fig. 5
of Ref. [28]), with maximum intensity recorded for H = 1.6 T,
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FIG. 4. (a) The q = X configuration in the kagome plane. (b) The intensity at (1̄,1̄,2) position showing a jump at the transition. (c) The
order parameter shows that β chains align antiferromagnetically under a tilted field. (d) The total entropy ln 2 of the spin ice system is roughly
recovered by 40 K, indicating that there is a unique ground state at low temperatures.

FIG. 5. Phase diagram of the scattering intensity at the (1̄,1̄,2)
position. The external field tilt is fixed at φ = −2◦. As the total field
strength increases, the system goes across three phases: kagome ice,
q = X, and saturated state. The intensity suddenly vanishes when the
field exceeds the critical field because of the breaking of the ice rule,
and the vanishing of β chains.

T = 0.35 K. The similarity between experiment and the
numerical results presented here strongly suggests that the
critical scattering is indeed related to degeneracy lifting of spin
ice states due to corrections to projective equivalence from the
dipole interactions. The fact that the q = X ordering appears
in a narrow lobe goes some way to explaining why the intense
scattering appears in the experiment but then mysteriously
fails to develop into an extensive ordered region in parameter
space. There are, however, considerable differences between
experiment and simulation. These include critical scattering
rather than complete ordering; closure at low temperature to
form a bubble, rather than a lobe of intense scattering; and
quantitative differences for the field and temperature ranges of
the ordered region.

There are no symmetry arguments dictating that the
transition be first order. Indeed, there are several examples in
the literature of model frustrated systems in which a transition
evolves in parameter space from first to second order via
a tricritical point [43–46] and this evolution is relevant to
experiment for the frustrated pyrochlore compounds Er2Ti2O7

[45] and FeF3 [46]. It is therefore quite possible that, by
varying the perturbative parameters of the DSI one could drive
a change in the order of the transition, in line with experiment.
The failure of HTO to go beyond criticality into an ordered
phase could be due to alignment variations coming from
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grain boundaries, or impurities, or from the evolution of the
correction terms to projective equivalence with temperature.
This could also modify the form of the lobe of ordering in the
H -T plane.

In the region of the transition the simulation dynamics
became slow, necessitating parallel tempering techniques to
ensure ergodicity. However, slow dynamics and hysteresis
effects were not observed experimentally suggesting that in
real material there might be other relaxation processes, not
contained within the simplest DSI model. It would certainly
be interesting to perform more extensive experiments and
simulations concentrating specifically on these dynamical
aspects.

Finally we remark that recent experiments on DTO in a
[111] field [47] highlight evidence of the existence of a second
feature in specific heat [48] and susceptibility measurements
in the H -T plane near the critical end point of the kagome
ice plateau. In particular, we note the striking similarity

between the H -T phase diagrams with field slightly tilted
from [111]: Fig. 3 of Ref. [47] and our Fig. 5. The lobe of
q = X ordering in Fig. 5 would correspond to the intermediate
phase observed in Refs. [47,48]. Quantitative equivalence
would mean an inversion of roles, with the sharp peak in the
susceptibility actually coming from the ordered phase, with
monopole condensation corresponding to the second peak.
Reality is surely more complex than this, requiring full control
of perturbative corrections to the DSI, impurities, and the
delicate problem of sample alignment. However, our results
suggest that a full explanation requires both monopole physics
and the energy scales associated with the bandwidth of vacuum
states.
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and B. Ouladdiaf, Phys. Rev. B 72, 224411 (2005).

[41] See Supplemental Material at http://link.aps.org/supplemental/
10.1103/PhysRevB.93.180410 for details of the phase transition.

[42] G.-W. Chern, P. Mellado, and O. Tchernyshyov, Phys. Rev. Lett.
106, 207202 (2011).

[43] J. D. M. Champion, S. T. Bramwell, P. C. W. Holdsworth, and
M. J. Harris, Europhys. Lett. 57, 93 (2002).

[44] F. Shahbazi and S. Mortezapour, Phys. Rev. B 77, 214420
(2008).

[45] M. E. Zhitomirsky, M. V. Gvozdikova, P. C. W. Holdsworth, and
R. Moessner, Phys. Rev. Lett. 109, 077204 (2012).

[46] A. Sadeghi, M. Alaei, F. Shahbazi, and M. J. P. Gingras, Phys.
Rev. B 91, 140407 (2015).

[47] S. Grigera, R. Borzi, D. Slobinsky, A. Gibbs, R. Higashinaka,
Y. Maeno, and T. Grigera, Pap. Phys. 7, 070009 (2015).

[48] R. Higashinaka, H. Fukazawa, K. Deguchi, and Y. Maeno,
J. Phys. Soc. Jpn. 73, 2845 (2004).

180410-6

http://dx.doi.org/10.1103/PhysRevLett.95.097202
http://dx.doi.org/10.1103/PhysRevLett.95.097202
http://dx.doi.org/10.1103/PhysRevLett.95.097202
http://dx.doi.org/10.1103/PhysRevLett.95.097202
http://dx.doi.org/10.1103/PhysRevB.72.224411
http://dx.doi.org/10.1103/PhysRevB.72.224411
http://dx.doi.org/10.1103/PhysRevB.72.224411
http://dx.doi.org/10.1103/PhysRevB.72.224411
http://link.aps.org/supplemental/10.1103/PhysRevB.93.180410
http://dx.doi.org/10.1103/PhysRevLett.106.207202
http://dx.doi.org/10.1103/PhysRevLett.106.207202
http://dx.doi.org/10.1103/PhysRevLett.106.207202
http://dx.doi.org/10.1103/PhysRevLett.106.207202
http://dx.doi.org/10.1209/epl/i2002-00546-1
http://dx.doi.org/10.1209/epl/i2002-00546-1
http://dx.doi.org/10.1209/epl/i2002-00546-1
http://dx.doi.org/10.1209/epl/i2002-00546-1
http://dx.doi.org/10.1103/PhysRevB.77.214420
http://dx.doi.org/10.1103/PhysRevB.77.214420
http://dx.doi.org/10.1103/PhysRevB.77.214420
http://dx.doi.org/10.1103/PhysRevB.77.214420
http://dx.doi.org/10.1103/PhysRevLett.109.077204
http://dx.doi.org/10.1103/PhysRevLett.109.077204
http://dx.doi.org/10.1103/PhysRevLett.109.077204
http://dx.doi.org/10.1103/PhysRevLett.109.077204
http://dx.doi.org/10.1103/PhysRevB.91.140407
http://dx.doi.org/10.1103/PhysRevB.91.140407
http://dx.doi.org/10.1103/PhysRevB.91.140407
http://dx.doi.org/10.1103/PhysRevB.91.140407
http://dx.doi.org/10.4279/pip.070009
http://dx.doi.org/10.4279/pip.070009
http://dx.doi.org/10.4279/pip.070009
http://dx.doi.org/10.4279/pip.070009
http://dx.doi.org/10.1143/JPSJ.73.2845
http://dx.doi.org/10.1143/JPSJ.73.2845
http://dx.doi.org/10.1143/JPSJ.73.2845
http://dx.doi.org/10.1143/JPSJ.73.2845



