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Self-excitation of surface plasmon polaritons
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The novel effect of self-excitation of surface plasmons (SESP) in a plasmonic nanocavity is predicted, and its
theory is developed from first principles. It is assumed that the cavity is formed by a nanogap between two metals
and contains polarizable inclusions. Basing on the dyadic Green’s function of the structure, the equations for the
field in the cavity are investigated. It is shown that under certain conditions the field becomes unstable that leads
to its self-excitation. The threshold criterion for self-excitation as well as the frequency of self-oscillation are
derived in an analytical form. The SESP effect is explained in terms of a positive feedback for the polarization of
inclusions provided by the field reflected from the cavity walls. These findings suggest a principally new avenue
to surface plasmon generation which does not employ stimulated emission and is different from SPASER or
plasmon laser.
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I. INTRODUCTION

Surfaces of metals and their interfaces with dielectrics
support electromagnetic excitations known as surface plasmon
polaritons (SPPs) or briefly surface plasmons (SPs). Their
field is localized near the boundary in a narrow region of a
thickness which is less than the optical radiation wavelength.
This remarkable property has been used in plenty of metal
nanostructures to generate, control, and manipulate electro-
magnetic fields on a nanoscale that is the subject matter of
plasmonics [1]. This field holds promise for developing diverse
optical and optoelectronic nanodevices for subwavelength
waveguiding [2], light energy concentration [3], ultra-sensitive
sensing [4], high-resolution microscopy [5], ultra-fast compu-
tations, and many other applications.

One of the most serious obstacles preventing from wide
utilization of SPPs in photonic circuits is high metallic losses
which lead to short SPP propagation lengths in the optical
spectral range. Moreover, the SPP mode losses increase with
the mode confinement that blocks the further miniaturization
of plasmonic devices. As a solution to this problem, it has
been suggested to introduce optical gain (i.e., a population
inversion) in the dielectric material bordering the metal surface
to reduce SPP propagation losses [6]. This effect has been
demonstrated experimentally for simple plasmonic waveg-
uides [7,8]. It was also proposed that in such systems Surface
Plasmon Amplification by Stimulated Emission of Radiation
(SPASER) can occur if the gain medium undergoes a strong
enough pumping [9,10]. This mechanism can be implemented
in plasmonic metamaterials which are considered as being
promising in the field of active nanoplasmonics [11].

However, currently available gain materials put limits for
possible spaser characteristics, such as spasing threshold
and output intensity, and for its operation conditions [12].
Moreover, for the tightly confining subwavelength plasmonic
waveguides with electrically pumped semiconductor gain
medium the current densities required to achieve SPP am-
plification and spasing are unsustainably high [13,14]. These
limitations can be weakened to some extent in a three-level

*bordo@mci.sdu.dk

scheme of pumping with one of the transitions coupled to a
plasmon mode [15]. In such a case, spasing can be achieved
without population inversion on the spasing transition. This
scheme nevertheless requires pumping at the other two
transitions one of which should be coherently driven.

In this paper, we propose a principally new avenue to
SPP generation. It is based on the utilization of a feedback
mechanism which exists for an oscillating dipole moment
in close vicinity (within a wavelength) from a reflecting
surface. Such a dipole is driven by its own reflected field
that modifies essentially its dynamics [16]. In particular, its
damping constant is renormalized in accordance with the
imaginary part of the reflected field at the dipole position.
In the case where the latter quantity is negative the reflected
field performs a positive work on the dipole oscillations
thus providing a positive feedback. This effect can occur,
in principle, in any subwavelength structures, for example,
between two parallel surfaces [17,18], inside or nearby a
cylindrical waveguide [19], or inside a cylindrical cavity [20].
If an ensemble of dipoles is located nearby a surface their
mutual interaction mediated by the reflected field can cause a
collective instability which is accompanied by the ensemble
polarization amplification. It was predicted that such a po-
larization loop gain can lead to lasing without inversion in
specially designed nanocavities [21].

In the case of a dipole in/at a metal cavity the dipole
field launches SPP modes [22] which act back on the dipole
polarization thus establishing a feedback loop. The considered
mechanism is an essentially classical effect. It does not imply
stimulated emission in the structure and hence it does not
require a population inversion in the dipole. In this sense, the
predicted here effect of Self-Excitation of Surface Plasmons
(SESP) is principally different from SPASER or plasmon
laser [23].

The proposed principle has much in common with the
other processes which are known in literature as self-excited
oscillations or self-oscillations [24]. All such phenomena are
closed loop processes which employ a positive feedback.
Their point of departure is a small initial deviation or field
(a seed) leading to an unstable initial exponential increase
of the output. This increase is usually limited by a certain
mechanism, for example by saturation. Lasers and spasers are
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another examples of such systems where a seed is provided by
the initial number of spontaneously emitted quanta.

In this paper, we consider the SESP effect in a metal-
insulator-metal (MIM) cavity. Basing on the dyadic Green’s
function of this structure we derive a criterion for self-
excitation of SPPs as well as an expression for the frequency of
self-oscillation. The paper is organized as follows. In Sec. II,
we introduce a simple model which facilitates understanding
of the mechanism discussed in the subsequent sections. In
Sec. III, a detailed theory of the SESP effect is developed
and the criterion for the self-excitation of SPPs is formulated.
Some numerical results are given in Sec. IV. The main results
of the paper are summarized in Sec. V.

II. SIMPLE MODEL

Before considering the detailed theory of the SESP effect,
let us turn to a simple model which will help to understand the
underlying mechanism. Let us assume that a harmonically
oscillating dipole p located nearby a reflecting surface is
excited by an external field E exp(−iωt) of the frequency ω

(for simplicity, we consider a one-dimensional problem). The
equation of motion of the dipole reads as

p̈ + 2γ ṗ + ω2
0p = e2

m
(Ee−iωt + ER), (1)

where ω0 is the frequency of free dipole oscillations, γ is the
damping constant, e and m are the charge and the effective
mass of the dipole, respectively, and ER is the electric field
reflected from the surface at the dipole position. The reflected
field is proportional to the dipole moment and can be written
as

ER = Fp (2)

with F being the proportionality coefficient.
Let us note that Eq. (2) expresses a trivial fact that the

solution of linear Maxwell’s equations is proportional to the
source magnitude which is given by p [cf. Eq. (25) below].
The coefficient F here has a sense of the reflected contribution
to the field susceptibility, F̄ R(r,r′; ω), which is discussed
in Section III, taken at the dipole position r = r′ = r0. The
explicit form of the field susceptibility for a dipole located
above an arbitrary flat surface is given in Ref. [25].

Now, combining Eqs. (1) and (2), we come to the equation

p̈ + 2γ ṗ + ω̄2
0p = e2

m
Ee−iωt , (3)

where we have introduced the renormalized frequency ω̄0 so
that

ω̄2
0 = ω2

0 − e2

m
F = ω2

0 − e2

m
ReF − i

e2

m
ImF. (4)

Applying the Laplace transform to Eq. (3) with a zero initial
condition, one obtains that the Laplace-transformed quantity
p̄(s) has three poles at s = −iω and s = s± with

s± = −γ ± i

√
ω̄2

0 − γ 2. (5)

In the vicinity of the resonance, where |ω − ω0| ∼ γ , the
contribution to p(t) which comes from the pole s = s+ has
an order of magnitude γ /ω0 times smaller than that from the

other two poles and can be neglected. The term originating
from the pole s = iω describes forced vibrations, while the
one originating from the pole s = s− corresponds to damped
free oscillations.

Assuming a reasonable approximation that
γ 2,(e2/m)|F | � ω2

0, one finds

Re(s−) ≈ −γ − e2

2mω0
ImF. (6)

Equation (6) describes the modification of the damping
constant in the time dependence p(t) ∼ exp(s−t) which is
due to the presence of the reflecting surface. It can lead to
either an increase or a decrease of the damping depending
on whether ImF > 0 or ImF < 0. Let us note that such an
approach has been proven to be an efficient model which
describes quantum electrodynamics of an atomic system in
the vicinity of a reflecting surface [16]. It correctly describes
the lifetimes of emitting atoms and molecules near a metal
mirror.

Let us consider now an ensemble of M identical oscillating
dipoles nearby a reflecting surface. Their equations of motion
are given by

p̈i + 2γ ṗi + ω2
0pi = e2

m

(
Ee−iωt +

M∑
j=1

Fijpj

)
,

i = 1,2, . . . ,M, (7)

where the quantity Fij describes the reflected field of the
j th dipole at the position of the ith dipole. For the sake
of simplicity, we neglect here the dipole-dipole interactions
which are not relevant to the feedback mechanism considered
below and assume that the external field amplitude E does not
change significantly across the ensemble of dipoles.

Let us assume that the quantities Fij are factorized as

Fij = gihj (8)

(this corresponds to a degenerate kernel in the integral equation
discussed in Sec. III A). Then one comes to the equation

P̈ + 2γ Ṗ + ω̃2
0P = e2

m
HEe−iωt , (9)

with

ω̃2
0 = ω2

0 − e2

m
F , (10)

P =
M∑
i=1

hipi, (11)

H =
M∑
i=1

hi (12)

and

F =
M∑
i=1

Fii, (13)

which is equivalent to Eq. (3).
One obtains from here that the quantity P , which is a

linear combination of the dipole moments, has a component
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which depends on time as exp(s̃−t) with Re(s̃−) ≈ −γ −
(e2/2mω0)ImF . Let us note that in this case the quantity F is
proportional to the number of dipoles in the system, M . If ImF
is negative, then for a large enough number M the quantity
Re(s̃−) becomes positive, that signifies an exponential increase
of the dipole moments with time, i.e., their self-excitation.

In the examples considered above, the quantity ImF deter-
mines a phase shift between the dipole p and its own reflected
field. If ImF < 0, such a phase shift leads to a negative
contribution to the damping constant. For a sufficiently large
ensemble of dipoles, a negative value of ImF is equivalent
to ‘negative damping’ which is known to be accompanied by
self-excitation [24].

As is well known, a dipole oscillating above a conducting
surface excites SPPs at the surface [26]. Accordingly, a self-
excited ensemble of dipoles will generate at a metal surface
sustained SPPs whose amplitude will exponentially increase
with time.

III. THEORY OF THE SESP EFFECT

Let us consider a subwavelength gap between two identical
metals with the dielectric function εm(ω) which is enclosed
from all sides with perfectly conducting plates [27] [see
Fig. 1(a)]. Let us assume that the gap (host) material has
the dielectric function εh and contains polarizable inclusions
which have a resonance at the frequency ω0. Let the gap
thickness be d and its two other extensions be Lx and Ly

along the x and y axes, respectively. Let us assume that such
a cavity undergoes excitation by an external electromagnetic
field which is given by Ei(r) exp(−iωt) inside the gap with ω

being its frequency. We shall then seek the field in the cavity in
the form Ẽ(r,t) exp(−iωt), where a tilde denotes an amplitude
which varies in time much slower than exp(±iωt).

The external field polarizes the inclusions which in their
turn act as sources of the scattered electromagnetic field in
the cavity. A part of this scattered field is represented by SPP
modes of the cavity. On the other hand, the scattered field is
reflected by the cavity walls and acts back on the polarization
of inclusions thus providing a feedback mechanism [Fig. 1(b)].
This effect can be described in terms of the field susceptibility
tensor [25], F̄(r,r′; ω), which relates the electric field at the
point r generated by a classical dipole, oscillating at frequency
ω, with the dipole moment itself, located at r′. It can be
decomposed into direct, F̄0, and reflected, F̄R , contributions,
the latter one being originating from the dipole field reflected
from the cavity walls.

A. Integral equation for the cavity field

To derive the equation for the scattered electric field in the
gap, we start with the equation for the Hertz vector potential,
�, associated with a distribution of electric dipoles (Gaussian
units) [28]:

∇2� − εh

c2

∂2�

∂t2
= −4π

εh

P, (14)

where P is the overall polarization of the dipoles and we have
taken into account that the magnetic permeability μ = 1. The

FIG. 1. (a) Geometry of the MIM cavity under consideration.
Inclusions in the gap material are shown by dark blue circles.
The cavity is enclosed by perfectly conducting walls (not shown).
(b) Scheme of the cavity excitation. The large red arrow represents an
external field which penetrates into the gap. The red thin arrows show
some of the possible paths of the field scattered by the inclusions
and reflected by the cavity walls. In the case of a positive feedback,
the resulting field which each inclusion undergoes is enhanced. This
leads in turn to a larger scattered field that establishes loop gain.

electric field amplitude is expressed in terms of � as follows

Esca = ∇(∇ · �) − εh

c2

∂2�

∂t2
. (15)

Introducing the Fourier transforms in time,

�(t) = 1

2π

∫ ∞

−∞
π (�)e−i�td�, (16)

Esca(t) = 1

2π

∫ ∞

−∞
e(�)e−i�td�, (17)

and

P(t) = 1

2π

∫ ∞

−∞
p(�)e−i�td�, (18)

one arrives to exact equations

∇2π (�) + �2

c2
εhπ (�) = −4π

εh

p(�) (19)

and

e(�) = ∇(∇ · π (�)) + �2

c2
εhπ (�). (20)
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The solution of the inhomogeneous wave equation, Eq. (19),
can be expressed in terms of the dyadic Green’s function,
Ḡ(r,r′; �), as follows [20]

π (r; �) = 4π

εh

∫
Ḡ(r,r′; �)p(r′; �)dr′. (21)

Now substituting Eq. (21) into Eq. (20) one finds for the electric
field

e(r; �) = 4π

εh

∫ [
∇(∇ · Ḡ(r,r′; �))

+ �2

c2
εhḠ(r,r′; �)

]
p(r′; �)dr′, (22)

where the nabla operators act on the variable r.
Making in Eq. (22) the substitution

p(r; �) = p0δ(r − r0), (23)

which corresponds to a point dipole source of magnitude p0

located at r0, one obtains

e(r; �) = 4π

εh

[
∇(∇ · Ḡ(r,r0; �)) + �2

c2
εhḠ(r,r0; �)

]
p0.

(24)

Alternatively, the same quantity can be written in terms of the
field susceptibility tensor, F̄(r,r0; �), as follows [25]

e(r; �) = F̄(r,r0; �)p0. (25)

From here one concludes that

F̄(r,r0; �) = 4π

εh

[
∇(∇ · Ḡ(r,r0; �)) + �2

c2
εhḠ(r,r0; �)

]
.

(26)

This allows one to rewrite Eq. (22) in the form

e(r; �) =
∫

F̄(r,r′; �)p(r′; �)dr′. (27)

On the other hand, one can consider an alternative approach
to the electric field amplitude. Making in Eq. (14) the
substitutions

P(t) = P̃(t)e−iωt (28)

and

�(t) = �̃(t)e−iωt , (29)

where a tilde denotes an amplitude varying much slower than
e±iωt , one obtains

∇2�̃ + ω2

c2
εh�̃ − εh

c2

(
∂2�̃

∂t2
− 2iω

∂�̃

∂t

)
= −4π

εh

P̃. (30)

Taking into account the inequalities

|∂�̃/∂t | � ω|�̃| (31)

and

|∂2�̃/∂t2| � ω2|�̃|, (32)

one comes to an approximate equation

∇2�̃ + ω2

c2
εh�̃ ≈ −4π

εh

P̃. (33)

One obtains from here the approximations for the Hertz vector

�̃(r,t) ≈ 4π

εh

∫
Ḡ(r,r′; ω)P̃(r′,t)dr′ (34)

and for the scattered field

Ẽsca(r,t) ≈
∫

F̄(r,r′; ω)P̃(r′,t)dr′. (35)

Now the slowly varying amplitude of the total electric field in
the cavity takes the form

Ẽ(r,t) ≈ Ei(r) +
∫

F̄(r,r′; ω)P̃(r′,t)dr′. (36)

Here the first term on the right-hand side represents the
external field amplitude, whereas the second term describes
the overall contribution of the field scattered by the inclusions.
The polarization of inclusions under the integral depends, in its
turn, on the total field in the cavity, Ẽ(r,t). Therefore, Eq. (36)
is an integral equation with respect to the electric field in the
cavity.

B. Direct and reflected contributions

The field susceptibility tensor can be decomposed into
direct and reflected contributions,

F̄(r,r′; ω) = F̄0(r,r′; ω) + F̄R(r,r′; ω), (37)

which can in turn be represented as the Fourier integrals

F̄σ (r,r′; ω)

= 1

(2π )2

∫
F̄σ (z,z′; ω,κ)eiκx (x−x ′)eiκy (y−y ′)dκxdκy, (38)

where σ = 0 and σ = R distinguish between different contri-
butions. The Fourier transform F̄R is given by [18]

F̄R(z,z′; ω,κ)

= 2πi
ω̃2

Wg

[�̂s �̂s(C−
ss(z

′)e−iWg (z−z′) + C+
ss(z

′)eiWg (z−z′))

+ �̂p+ �̂p−Cp+p−(z′)eiWg (z−z′)+ �̂p− �̂p+Cp−p+(z′)e−iWg (z−z′)

+ �̂p+ �̂p+Cp+p+eiWg (z−z′) + �̂p− �̂p−Cp−p−e−iWg (z−z′)],

(39)

where we have introduced the following notations:

C−
ss(z

′) = Rse
iWg (d−2z′) + R2

s e
2iWgd

1 − R2
s e

2iWgd
, (40)

C+
ss(z

′) = Rse
iWg (d+2z′) + R2

s e
2iWgd

1 − R2
s e

2iWgd
, (41)

Cp+p−(z′) = RpeiWg (d+2z′)

1 − R2
pe2iWgd

, (42)

Cp−p+(z′) = RpeiWg (d−2z′)

1 − R2
pe2iWgd

, (43)

Cp−p− = Cp+p+ = R2
pe2iWgd

1 − R2
pe2iWgd

, (44)
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with ω̃ = ω/c = 2π/λ, c being the speed of light in vacuum
and λ being the wavelength,

κ =
√

κ2
x + κ2

y , (45)

�̂s = �̂κ × �̂z, (46)

�̂p± = (ω̃
√

εh)−1(κ �̂z ∓ Wg �̂κ), (47)

Wg = (ω̃2εh − κ2)1/2. (48)

Here Rs and Rp are the Fresnel reflection coefficients for s-
and p-polarized light at a metal-gap interface, respectively,
and a hat above a symbol notates a unit vector. The quantity
F̄R(z,z′; ω,κ), Eq. (39), has the poles, originating from the
normal modes (both waveguide and SPP modes) of the metal-
gap-metal structure, which satisfy the equations

Rs,peiWgd = ±1 (49)

where the upper sign corresponds to odd modes and the lower
sign corresponds to even modes. In what follows, we shall
restrict ourselves by the consideration of the gap SPP of the
MIM waveguide [29]. Such a SPP has a transverse magnetic
(TM) polarization [p-polarization in Eq. (39)] and exists for
all values of the gap thickness d.

The quantity F̄0(r,r′; ω) describes the Lorentz local field
of the inclusions embedded into the host medium. Its explicit
form can be obtained by applying the Clausius-Mossotti rela-
tion to a composite medium containing inclusions (Gaussian
units) [30,31]:

Ẽ(r) = Ei(r) + 4π

3εh

P̃(r). (50)

Comparing this expression with the contribution originating
from F̄0 in (36) one obtains

F 0
ij (r,r′; ω) = 4π

3εh

δij δ(r − r′) = 4π

3εh

δij δ(z − z′)

× 1

(2π )2

∫ ∞

−∞

∫ ∞

−∞
eiκx (x−x ′)eiκy (y−y ′)dκxdκy

(51)

and consequently

F0
ij (z,z′; ω,κ) = 4π

3εh

δij δ(z − z′). (52)

C. Polarization of inclusions

The polarization of inclusions, P(r,t), which enters the
equation for the field in the cavity, Eq. (36), can be described
in the framework of the harmonic oscillator model. It obeys
the equation

d2P
dt2

+ 2γ
dP
dt

+ ω2
0P = aẼ(t)e−iωt , (53)

where γ is the relaxation constant. The coefficient a charac-
terizes the coupling between the inclusions and the electric
field and depends on the model which is used to describe an
inclusion (see Appendix A for the detail). To find the evolution

of the cavity field, one has to solve Eq. (53) jointly with the
integral equation (36).

Both the electric fields and the polarization can be expanded
in the Fourier series over the intervals 0 � x � Lx and
0 � y � Ly as follows

Ei(r) =
∞∑

m,n=1

ei
mn(z) sin

(
πm

Lx

x

)
sin

(
πn

Ly

y

)
, (54)

Ẽ(r,t) =
∞∑

m,n=1

emn(z,t) sin

(
πm

Lx

x

)
sin

(
πn

Ly

y

)
(55)

and

P̃(r,t) =
∞∑

m,n=1

pmn(z,t) sin

(
πm

Lx

x

)
sin

(
πn

Ly

y

)
. (56)

Here the set of integers m and n distinguishes between different
Fabry-Pérot modes of the plasmonic cavity.

The substitution of the Fourier series into Eqs. (36) and (53)
on the assumption that Lx,Ly � 2d leads to the set of
equations for the mode {mn} electric field and polarization:

emn(z,t) ≈ ei
mn(z) +

∫ d/2

−d/2
F̄(z,z′; ω,κmn)pmn(z′,t)dz′, (57)

dpmn(z,t)

dt
+ (γ − i�)pmn(z,t) = iβemn(z,t), (58)

where F̄ = F̄0 + F̄R , |�| = |ω − ω0| � ω0, β = a/(2ω0),

κmn = π

√(
m

Lx

)2

+
(

n

Ly

)2

(59)

is the absolute value of the mode wave vector, and we have
neglected the terms of the order of γ /ω0.

D. Time evolution of the mode field

To investigate the temporal behavior of the mode field one
has to jointly solve Eqs. (57) and (58). Assuming that there is
no initial polarization of inclusions and performing the Laplace
transform of those equations in time one comes to the integral
equation[

1 − 4π

3εh

χ (s)

]
ẽmn(z,s)

= ei
mn(z)

s
+ χ (s)

∫ d/2

−d/2
F̄R(z,z′; ω,κmn)ẽmn(z′,s)dz′, (60)

where

ẽmn(z,s) =
∫ ∞

0
emn(z,t)e−st dt (61)

is the Laplace transformed mode field amplitude with
s = σ + i�,

χ (s) = iβ

s + γ − i�
(62)

is the Laplace transform of the linear susceptibility of the
inclusions in the resonant approximation which is assumed to
be isotropic.
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The kernels in the integral equation (60) can be written as
follows

FR
jk(z,z′) = H−

jk(z′)e−iWgz + H+
jk(z′)eiWgz, (63)

where the explicit form of the functions H±
jk(z) is given in

Appendix B. It has a form of a sum of two terms in which the
dependencies on the z and z′ coordinates are factorized. An
integral equation with such a degenerate kernel can be reduced
to a set of linear algebraic equations [32]. This set of equations
can be written in a vector form as follows

N̂ �E(s) = 1

s
�Ei , (64)

where

N̂ =
[

1 − 4π

3εh

χ (s)

]
Î − χ (s)M̂, (65)

�E(s) =

⎛
⎜⎜⎜⎝
E−

κ (s)

E+
κ (s)

E−
z (s)

E+
z (s)

⎞
⎟⎟⎟⎠, (66)

�Ei =

⎛
⎜⎜⎜⎝
E i,−

κ

E i,+
κ

E i,−
z

E i,+
z

⎞
⎟⎟⎟⎠ (67)

with

E±
j (s) =

∑
k

∫ d/2

−d/2
H±

jk(z)ẽk(z,s)dz (68)

and

E i,±
j =

∑
k

∫ d/2

−d/2
H±

jk(z)ei
k(z)dz. (69)

Î is the unit 4 × 4 matrix, and we have omitted everywhere
the subscripts mn for the sake of brevity. Here the matrix M̂

has the following form:

M̂ =

⎛
⎜⎜⎜⎝
H−−

κκ H+−
κκ H−−

κz H+−
κz

H−+
κκ H++

κκ H−+
κz H++

κz

H−−
zκ H+−

zκ H−−
zz H+−

zz

H−+
zκ H++

zκ H−+
zz H++

zz

⎞
⎟⎟⎟⎠ (70)

with

H±α
jk =

∫ d/2

−d/2
e±iWgzHα

jk(z)dz, α = ±. (71)

If the solution of the vector equation (64) is known, the solution
of the original integral equation (60) is found as follows (we
omit the mn subscript)

ẽj (z,s) =
[

1 − 4π

3εh

χ (s)

]−1

×
{

ei
j (z)

s
+ χ (s)[E−

j (s)e−iWgz + E+
j (s)eiWgz]

}
.

(72)

The temporal behavior of the mode field components is
determined by the poles sk of the functions ẽj (z,s) in the
complex plane of s. Each pole results in a contribution to the
mode field which is proportional to exp(skt). If at least one of
the poles is located in the right half of the s plane, the mode
field will exponentially increase with time.

As it follows from Eqs. (64) and (72), the quantities ẽj (s)
have a pole at s = 0, which describes forced polarization
oscillations ∼ exp(−iωt). The other pole, which originates
from the factors [1 − (4π/3εh)χ (s)]−1 and χ (s), can be
approximated as s0 ≈ −γ + i� that leads to damped free
oscillations [33].

The other contributions come from the poles of the
functions E±

j (s). They are given by the zeros of the determinant

of the matrix N̂ which enters the left-hand side part of Eq. (64).
The straightforward calculations give

det N̂ =
[

1 − 4π

3εh

χ (s)

]3

[1 − χ (s)F ′
0] (73)

with

F0 = 4πidRpeiWgd

1 − R2
pe2iWgd

[
Wg

(
RpeiWgd − sin Wgd

Wgd

)

+ κ2

Wg

(
RpeiWgd + sin Wgd

Wgd

)]
(74)

andF ′
0 = F0 + (4π/3εh). The first factor in (73) gives the pole

s0 which is considered above, while the second factor provides
one more pole which can be approximated as

s1 ≈ −γ + i� + iβF ′
0 (75)

and corresponds to a resonant contribution to ej (z,t).

E. Self-excitation criterion

The term originating from the pole s1, Eq. (75), describes
the mode field evolution which is relevant to the feedback
provided by the reflections from the cavity walls. This
contribution has a temporal dependence ∼ exp(s1t). The real
part of s1 may be either negative or positive, depending on
the sign of Im(F0). The condition Re(s1) > 0 specifies the
criterion for the mode self-excitation. It can be written in the
form

Re(χrF0) > 1, (76)

where we have introduced the linear susceptibility of inclu-
sions at the resonance � = 0, χr = iβ/γ , and we have taken
into account that the quantities β and εh are real.

On the other hand, Im(s0) ≡ �0, gives the frequency of the
mode self-oscillation, ωso:

ωso = ω − �0 = ω0 − γ Im(χrF ′
0), (77)

which differs from both ω and ω0 that represents the frequency
pulling effect.

Let us note that the criterion (76) can be obtained from
Poynting’s theorem (see Appendix C). It can be interpreted
as a condition that the average rate of doing work by the
electromagnetic field in the cavity on polarizing the inclusions
exceeds the rate of the energy dissipation in them.
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An additional rule, which should hold for a nonzero
self-excited mode field, follows from Eq. (57). The exciting
field should have a nonzero Fourier component ei

mn, which
in turn should have a nonzero projection onto the plane
containing both the z axis and the mode wave vector,
�κmn = (πm/Lx,πn/Ly) (we imply a TM polarization of
the mode).

In the self-oscillation criterion (76), the quantity F0 is
determined completely by the properties of the cavity, whereas
the parameter χr depends solely on the properties of the
inclusions. Up to this point, we have not specified anywhere

the physical origin of the polarizable inclusions. They can be
represented by impurity atoms, ions, molecules, quantum dots
(QDs), or metal nanoparticles (NPs). For a two-level model of
inclusions, that can be applied for atomic systems or QDs, χr is
found as iμ2N/(�γ⊥) with μ the root mean square of the dipole
transition matrix element, γ⊥ the transverse relaxation rate and
N the number density of inclusions which are supposed to be
in the ground state (see Appendix A). If the gap material
is represented by a nanocomposite which contains spherical
metal NPs, one can estimate χr as 3iεhf ωsp/(4π�) with f

the volume fraction of NPs, ωsp the localized surface plasmon

FIG. 2. Results of calculations for the MIM cavity composed of a glass slab (εh = 1.452) containing Ag NPs (f = 0.02) between two
metal surfaces. (a)–(c) Islands of instability. (a) A slab of different thickness is enclosed between Ag surfaces: d = 50 nm (blue curve),
d = 100 nm (brown curve), and d = 150 nm (green curve). � = 4.99 × 1014 s−1. (b) A slab of thickness d = 50 nm is enclosed between
different metals: Ag (blue curve) and Au (brown curve). � = 1.72 × 1014 s−1. (c) A slab of thickness d = 50 nm containing NPs with different
� is enclosed between two Ag surfaces (the corresponding NP radius is given in brackets): � = 4.99 × 1014 s−1 (R = 3 nm) (blue curve),
� = 3.12 × 1014 s−1 (R = 5 nm) (brown curve), and � = 1.72 × 1014 s−1 (R = 10 nm) (green curve). (d) Frequency pulling of the mode
self-oscillation for λ = 650 nm as a function of κ . A slab of different thickness is enclosed between Ag surfaces: d = 50 nm (blue curve),
d = 100 nm (brown curve), and d = 150 nm (green curve). � = 4.99 × 1014 s−1. The discontinuities in the plots correspond to the regions
where the series for the field susceptibility given in Ref. [18] do not converge.
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polariton (LSPP) frequency, and � the electron collision rate
in the NP material (see Appendix A).

IV. NUMERICAL RESULTS

We illustrate the general theory developed above by some
numerical calculations. We assume that the gap is filled with
glass which contains spherical Ag NPs. We adopt the Drude
model for the dielectric function of metals, both in the cladding
and in NPs, εm(ω) = ε∞ − ω2

p/[ω(ω + i�)], where ωp is the
plasma frequency, � is the relaxation rate, and ε∞ is the offset
which takes into account the interband transitions [31]. For
NPs the quantity � includes the size effect contribution and
can be written as � = �∞ + bvF /R, where �∞ is the damping
constant for an unbounded metal, b ≈ 1, vF is the Fermi
velocity and R characterizes the size of the metal particle [31].
Using the parameters given in Ref. [31] for silver, one obtains
λsp ≡ 2πc/ωsp ≈ 410 nm.

Figures 2(a)–2(c) show the contour plots Re(χrF0) = 1 in
the plane κ-λ. The chosen values of the NP sizes and volume
fraction correspond to those which can be obtained for Ag NPs
embedded in a glass matrix [34,35]. The areas embraced by
these contours correspond to the values of κ and λ for which the
mode field is unstable and can be self-excited. They can thus
be called the ‘islands of instability.’ Here λ is the wavelength
of the exciting field whereas κ is defined by Eq. (59) and
can be varied by changing the lengths Lx and Ly . The kinks at
λ ≈ 410 nm originate from the resonance with LSPPs in metal
NPs. All islands have a common upper-right border which
is described by the equation λ = 2π

√
εh/κ or, equivalently,

Wg = 0. The vicinity of this curve is favorable for a feedback
provided by the surface reflections: It corresponds to a grazing
incidence of the waves, scattered by NPs, onto the cladding
surfaces for which Rp ≈ −1 and hence the losses in the metal
cladding are minimized. As one can see, the area of the islands
increases with the increase of d. It increases also with the
decreasing of � (i.e., with the increasing of the NP size).
Figure 2(b) illustrates how the shape of the islands depends on
the metal cladding. The behavior of the frequency pulling of
self-oscillation, (ωso − ω0)/γ , is shown in Fig. 2(d). The parts
of this dependence which are outside the instability regions
depicted in Fig. 2(a) correspond to decaying self-oscillations.
This effect depends noticeably on the gap thickness, but
depends only slightly on the cladding metal (not shown).

V. CONCLUSION

In conclusion, we have developed here the theory of SPP
self-excitation in the MIM structure from first principles. We
have derived an analytical criterion for the SPP self-excitation,
Eq. (76), and an expression for the frequency pulling effect,
Eq. (77). For a given cavity, the self-excitation threshold
condition is imposed on the inclusions linear susceptibility,
χr , rather than on the population inversion as in conventional
lasers or spasers. The spectral interval where the SESP effect
can occur spans over the visible and infrared regions and
can be engineered by a proper design of the MIM cavity.
An additional opportunity for tuning the resonances of the
linear susceptibility χ can be provided by a choice of the
metal composition, size, and shape of NPs as inclusions in

the gap material [36]. For example, for a rod-shaped NP the
LSPP resonance splits into two, one of which can be shifted
to regions where the optical losses are lower [37].

The approach developed above predicts an exponential
growth of the mode field with time. This is valid, however,
only upon condition that the saturation effect is negligible,
i.e., as long as the nonlinear terms in Eq. (53), which describe
the evolution of the polarization, can be omitted. For metal
nanoparticles in a nanocomposite this effect becomes essential
at very high field intensities of the order of 50 GW/cm2 [38].

Let us note that the theory developed here is formulated in
completely classical terms. On the other hand, it has much in
common with the semiclassical laser (or spaser) theory where
stimulated emission plays key role. This similarity is, how-
ever, not accidental. According to papers [39,40] stimulated
emission can be described classically if one introduces an
appropriate phase shift between the dipole moment and the
driving force in Eq. (53). Usually this effect disappears for an
unperturbed (nonexcited) system due to the ensemble average
over phases. However in our case all inclusion dipoles have the
same phase with respect to their own reflected field in virtue
of the condition d � λ = 2πc/ω.

The general character of the polarization loop gain dis-
cussed here suggests that the SESP effect is not specific
for the considered structure and can be observed in other
subwavelength hybrid plasmonic structures. Its experimental
verification will open up a prospect for the development of a
new generation of nanoscale active plasmonic devices which
do not require a powerful pumping and hence will not be highly
energy consuming.

APPENDIX A: COEFFICIENT a IN EQ. (53)

The polarization of inclusions is described by Eq. (53),
where the coupling coefficient a depends on the model of
inclusions. We distinguish between two general cases: (i) the
inclusions are represented by two-level systems which model
impurity atoms, ions, molecules or quantum dots and (ii) the
inclusions are noninteracting spherical metal nanoparticles.

(i) Two-level systems. In this case the equation for the polar-
ization can be deduced from the optical Bloch equations [41].
In particular, for an isotropic distribution of anisotropic
molecules

a = 2ω0

�
|μ|2N, (A1)

where |μ|2 is the average square of the transition dipole
moment, N is the number density of molecules, and we have
assumed that the population of the excited state is negligible.

(ii) Metal nanoparticles. In this case an explicit form of
the coefficient a can be derived as follows. We require that
Eq. (53) would give a quasistatic result for the polarizability
of a spherical particle (Gaussian units) [28],

α(ω) = εh

εm(ω) − εh

εm(ω) + 2εh

R3, (A2)

where R is the sphere radius and

εm(ω) = ε∞ − ω2
p

ω(ω + i�)
(A3)
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is the dielectric function of the nanoparticle material with ωp

the plasma frequency, � the relaxation constant, and ε∞ the
offset which takes into account the interband transitions [31].
Using the inequalities �,ω � ωp Eq. (A2) can be reduced to
the form

α(ω) ≈ εh

ω2
sp

ω2
sp − ω2 − i�ω

R3, (A4)

where ωsp = ωp/
√

ε∞ + 2εh is the frequency of the localized
surface plasmon polariton supported by a spherical metal
particle.

Assuming a monochromatic field (Ẽ = const) and making
the substitution P = P̃e−iωt in Eq. (53) one obtains

P̃ = a

ω2
0 − ω2 − 2iγ ω

Ẽ ≡ Nα(ω)Ẽ, (A5)

where N is the number density of nanoparticles. Now
comparing Eqs. (A4) and (A5) one obtains ω0 = ωsp, 2γ = �

and a = Nεhω
2
spR3. The latter quantity can be alternatively

written as a = (3/4π )f εhω
2
sp with f being the volume fraction

of nanoparticles.
Figure 3 shows the comparison of α(ω) calculated with the

use of Eq. (A2) with its approximation given by Eq. (A4) in the
spectral range under consideration. It confirms that Eq. (A4)
gives a reasonable estimate for α(ω).

FIG. 3. Comparison of the real (a) and imaginary (b) parts of α(ω)
(blue curves) with their approximations (brown curves) for ωp =
14.0 × 1015 s−1, � = 3.12 × 1014 s−1, ε∞ = 5, and εh = 1.452.

APPENDIX B: FUNCTIONS H±
j k(z) IN EQ. (63)

The functions H±
jk(z) which enter Eq. (63) have the

following form:

H−
κκ (z) = WgH0[RpeiWg (d+z) − e−iWgz], (B1)

H+
κκ (z) = WgH0[RpeiWg (d−z) − eiWgz], (B2)

H−
κz(z) = κH0[RpeiWg (d+z) + e−iWgz], (B3)

H+
κz(z) = −κH0[RpeiWg (d−z) + eiWgz], (B4)

H−
zκ (z) = κH0[RpeiWg (d+z) − e−iWgz], (B5)

H+
zκ (z) = −κH0[RpeiWg (d−z) − eiWgz], (B6)

H−
zz(z) = κ2

Wg

H0[RpeiWg (d+z) + e−iWgz], (B7)

H+
zz(z) = κ2

Wg

H0[RpeiWg (d−z) + eiWgz], (B8)

where

H0 = 2πi√
εh

RpeiWgd

1 − R2
pe2iWgd

. (B9)

APPENDIX C: POYNTING’S THEOREM

1. Electromagnetic energy balance

Let us consider the implementation of Poynting’s theorem
which expresses conservation of energy for the system under
consideration. It can be written in the following form (Gaussian
units) [28]:

c

4π

∫
S

(E × H)nda +
∫

V

EJdv

= − 1

4π

∫
V

(
E

∂D
∂t

+ H
∂B
∂t

)
dv, (C1)

where we have used conventional notations. The right-hand
side part of this equation represents the rate of change of the
electromagnetic energy Wem contained in the volume V . The
first term in the left-hand side is the flux of electromagnetic
energy across the surface S which embraces the volume V

while the second term expresses the rate of doing work on
driving the current J by the electromagnetic field. Poynting’s
theorem is an identity which follows from Maxwell’s equations
and which is valid for any time dependence of the involved
quantities.

Let us apply Poynting’s theorem to the gap between two
metals. Equation (C1) should be fulfilled for the total field in
the volume which can be represented as

E = Ei + Esca, (C2)

H = Hi + Hsca, (C3)

where Ei and Hi are the electric and magnetic field amplitudes,
respectively, of the “incident” field which would exist in the
gap without inclusions and Esca and Hsca are the ones of
the field scattered by the inclusions. In such an approach the
inclusions are considered as the sources of the scattered field
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which are characterized by the displacement current

J = ∂P
∂t

(C4)

with P being the polarization of the inclusions. Under such
a definition of J, the quantity D in the right-hand side
of Eq. (C1) has a sense of the electric displacement field
associated with the polarization of the host material in the
gap (i.e., without inclusions), D = εhE. Then Maxwell’s
equations for the “incident” and scattered fields are given
by

rotEi + 1

c

∂Hi

∂t
= 0, (C5)

rotHi − εh

c

∂Ei

∂t
= 0 (C6)

and

rotEsca + 1

c

∂Hsca

∂t
= 0, (C7)

rotHsca − εh

c

∂Esca

∂t
= 4π

c
J, (C8)

respectively.
The energy flux across the surface S represented by the

first term in the left-hand side of Eq. (C1) can be accordingly
written in the form

Q = Qi + Qsca + Qint (C9)

with

Qi = c

4π

∫
S

(Ei × Hi)nda, (C10)

Qsca = c

4π

∫
S

(Esca × Hsca)nda (C11)

and

Qint = c

4π

∫
S

(Esca×Hi)nda + c

4π

∫
S

(Ei ×Hsca)nda. (C12)

Let us note that the latter quantity originates from in-
terference between the “incident” and the scattered field.
Equations (C10)–(C12) can be reduced to integrals over the
volume V using the identity∫

S

(A × B)nda =
∫

V

div(A × B)dv, (C13)

with A and B being arbitrary vectors. The right-hand side of
Eq. (C13) can in turn be transformed with the use of the identity

div(A × B) = BrotA − ArotB. (C14)

The fields everywhere in the equations above should be taken
in a real form, i.e.,

E(t) = 1
2 [Ẽ(t)e−iωt + Ẽ∗(t)eiωt ], (C15)

etc., where a tilde denotes a slowly varying in time amplitude.
Substituting the fields in the form (C15) into the expres-
sions (C10)–(C12), carrying out an average over a time interval
much larger than 2π/ω and taking into account Maxwell’s

equations (C5)–(C8), one obtains

〈Qi〉 = 0, (C16)

〈Qsca〉 = ω

2

∫
V

Im(ẼscaP̃∗)dv (C17)

and

〈Qint〉 = ω

2

∫
V

Im(ẼiP̃∗)dv, (C18)

where the angular brackets denote averaging over time.
Here we have taken into account that εh is real and we
have neglected the time derivatives of the slowly varying
amplitudes. Analogously, the rate of doing work by the
electromagnetic field which is given by the second term in
the left-hand side of Eq. (C1) averaged over time is obtained
in the form

〈A〉 = −ω

2

∫
V

Im(ẼP̃∗)dv. (C19)

The quantities (C16)–(C19) being combined together give

〈Qint〉 + 〈Qsca〉 + 〈A〉 = 0, (C20)

that expresses the conservation of the total electromagnetic
energy in the system as it is a priori expected.

2. Total energy balance

The latter quantity, Eq. (C19), can be represented in a
different way. Following Loudon [42] we can write

EṖ = 1

2a

d

dt

(
Ṗ2 + ω2

0P2
) + 2γ

a
Ṗ2, (C21)

where we have used the equation for the polarization P.
The first term on the right-hand side of this equation can
be regarded as the time derivative of the mechanical (kinetic
plus potential) energy density, Wm, of the inclusions [43]. The
rate corresponding to this term in Poynting’s equation (C1),
being moved to the right-hand side, complements the rate
of change of the electromagnetic energy to that of the total
(electromagnetic plus mechanical) energy. The remaining
term, (2γ /a)Ṗ2, gives the rate of the energy dissipation, Qdis,
in the inclusions due to the damping mechanism [42]. Carrying
out the time averaging as before, one obtains

〈Qdis〉 = γω2

a

∫
V

|P̃|2dv. (C22)

Now the total energy balance in the gap is given by the equation

〈Qint〉 + 〈Qsca〉 + 〈Qdis〉 = −
〈
dWm

dt

〉
, (C23)

where we have taken into account that 〈dWem/dt〉 = 0.
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The left-hand side of this equation has the form

〈Qint〉 + 〈Qsca〉 + 〈Qdis〉 = ω

2

∫
V

{
Im[(Ẽi + Ẽsca)P̃∗] + 2γω

a
|P̃|2

}
dv

= ω

2

LxLy

4

∞∑
m,n=1

∫ d/2

−d/2

∑
i,j

{
Im

[(
ei
mn,i(z) +

∫ d/2

−d/2
FR

ij (z,z′; ω,κmn)pmn,j (z′,t)dz′
)

p∗
mn,i(z,t)

]

+ 2γω

a
δijp

∗
mn,i(z)pmn,j (z)

}
dz, (C24)

where we have taken into account the explicit form of F0
ij , Eq. (52). The time average on the right-hand side can be represented

in an analogous form:

−
〈
dWm

dt

〉
= −ω2 + ω2

0

2a

∫
V

Re( ˙̃PP̃∗)dv = −ω2 + ω2
0

2a

LxLy

4

∞∑
m,n=1

∫ d/2

−d/2

∑
i

Re[ṗmn,i(z,t)p
∗
mn,i(z,t)]dz, (C25)

where we have kept the lowest nonvanishing terms with respect to ˙̃P(t).
As it follows from here, Eq. (C23) is equivalent to the real part of the following one:

∞∑
m,n=1

∑
i

[
−ω2 + ω2

0

2a
ṗmn,i(z,t) + i

ω

2
ei
mn,i(z) + i

ω

2

∫ d/2

−d/2

∑
j

FR
ij (z,z′; ω,κmn)pmn,j (z′,t)dz′ − γω2

a
pmn,i(z,t)

]
p∗

mn,i(z,t) = 0.

(C26)

Let us assume that only a single mode {mn} is excited, i.e., pmn(z,t) �= 0 for a single {mn} pair. Then, taking into account that
ω ≈ ω0 and a = 2ω0β, one comes to the equation

ṗmn(z,t) + γ pmn(z,t) = iβ

[
ei
mn(z) +

∫ d/2

−d/2
F̄R(z,z′; ω,κmn)pmn(z′,t)dz′

]
, (C27)

which is equivalent to Eqs. (57) and (58) with � ≈ 0. The criterion of self-excitation for the solution of Eq. (C27) is the same as
before, Eq. (76).

The increasing of the polarization (and hence the mechanical energy), associated with the mode {mn}, with time implies that
the left-hand side in Eq. (C23) is negative. Therefore the criterion of self-excitation is equivalent to the condition that

− 〈Qint〉 − 〈Qsca〉 = 〈A〉 > 〈Qdis〉, (C28)

where we have taken into account Eq. (C20). In other words, the average rate of doing work by the electromagnetic field in the
cavity on polarizing the inclusions exceeds the rate of the energy dissipation in them.
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