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Phase-resolved ferromagnetic resonance using a heterodyne detection method
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This paper describes a phase-resolved ferromagnetic resonance (FMR) measurement using a heterodyne
method. Spin precession is driven by microwave fields and detected by 1550 nm laser light that is modulated at a
frequency slightly shifted with respected to the FMR driving frequency. The evolving phase difference between
the spin precession and the modulated light produces a slowly oscillating Kerr rotation signal with a phase equal
to the precession phase plus a phase due to the path length difference between the excitation microwave signal and
the optical signal. We estimate the accuracy of the precession phase measurement to be 0.1 rad. This heterodyne
FMR detection method eliminates the need for field modulation and allows a stronger detection signal at higher
intermediate frequency where the 1/f noise floor is reduced.
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I. INTRODUCTION

In recent years, demands for increased speed and capacity of
information storage have directed a large amount of attention
to the use of spin torques to control magnetization [1–4].
A wide variety of spin torque effects and mechanisms have
been investigated and observed. For instance, spin currents are
carried parallel to charge currents in ferromagnetic materials,
and spin currents can also be generated perpendicular to charge
currents via the spin Hall effect in heavy metals [5–10]. Ad-
ditionally, interfacial mechanisms giving rise to Rashba-like
effects also contribute to spin currents and spin torques [11,12].
In addition to these novel effects, classical magnetic fields
from charge currents also exert torques on the magnetization,
and these torques can be difficult to separate from the
spin-transfer torques. This rich phenomenology of torques
presents a challenge to the experimenter not only to measure
the torques but also to interpret them in terms of different
mechanisms.

Phase-resolved ferromagnetic resonance (FMR) measure-
ments are attractive for characterization of current driven
torques, including spin-transfer torques for high-speed appli-
cations. Conceptually, by resolving the phase of FMR, one
can deduce the direction of the torques [13,14]. A simple
phase-sensitive method involves mixing AC current with
magnetoresistance oscillations to generate a DC signal, and
this self-rectification scheme has been used in a number of
significant papers [5,8,13–17]. A review article [18] covers
much of the literature. In these self-rectification measure-
ments, the detected voltage is sensitive to the phase of the
magnetization with respect to the phase of the current. In
addition to spin-transfer torques, the magnetic field due to the
microwave current, i.e., the Oersted field, also exerts torque
on the magnetization. Often the Oersted fields are estimated
by straightforward application of Ampere’s Law. However, the
field torque phase can differ significantly from the phase of the
nearby driving current due to propagation delays in the metal
layers [19–21] and eddy currents in substrates [21]. These
phase effects can be significant despite the fact that the layers
are much thinner than the skin depth.

Stroboscopic methods have been used frequently to make
phase-resolved FMR measurements. A microwave source is

synchronized with a fast-pulsed light source, and the light
measures or images the magnetization via a magneto-optical
effect such as Kerr rotation or x-ray magnetic circular dichro-
ism [22–32]. An interesting variation on the stroboscopic
method is an electrical measurement of the Nernst voltage
under microwave excitation and pulsed laser heating [33–35].
Previously, we reported a phase-sensitive, magneto-optical
FMR detection method using a stroboscopic method with light
modulated at the resonance frequency [36].

In this paper, we focus on phase-resolved detection of FMR
by magneto-optical Kerr effect using a heterodyne technique.
Recently, an optical heterodyne method for FMR detection
was developed to increase the signal-to-noise ratio of the
dynamic magneto-optical Kerr signal [37]. In that paper, the
heterodyne effect was created from two stable lasers with
optical frequencies offset by a microwave frequency. In the
present paper, the heterodyne effect is created from frequency-
offset microwave signals, one driving magnetization dynamics
and the other modulating the light used for detecting the
dynamics. The benefits of this method include strong signals
and high measurement frequencies to avoid 1/f noise without
field modulation. In Sec. II, we describe the experimental
setup, and in Sec. III we describe calibration methods,
testing the determination of phase from FMR line shape and
accounting for instrumental phase offsets. Finally, in Sec. IV,
we demonstrate imaging of FMR using precession phase
contrast.

II. EXPERIMENTAL

The principle of the measurement hinges on the use
of amplitude-modulated light to measure the magnetization
precession. For simplicity, first consider the case where the
light modulation frequency and the precession frequency are
identical, and the light arrives in short pulses. In this case,
the sample will be illuminated (and measured) repeatedly at
a particular point in the precession cycle. That point can be
selected by changing the phase of the arriving light pulses
relative to the excitation microwaves. This situation describes
homodyne detection. For heterodyne detection, we arrange for
the light pulses to arrive at a slightly lower frequency than the
excitation. In this case, each light pulse arrives slightly later in
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FIG. 1. (a) Schematic of the heterodyne ferromagnetic resonance
detection method. The SG feeds RF current to the IQ mixer and the
EOM. The AWG provides 100 kHz in-phase and quadrature signals
to the I and Q inputs of the IQ mixer to produce a frequency-shifted
excitation microwave to the CPW. In the reflected light, the spin
precession and the linearly polarized and modulated light produce
a slowly oscillating Kerr rotation signal component with a phase
conveniently equal to the spin precession plus a phase caused by the
path length difference between the microwave and the optical signal.
This signal is then demodulated by the lock-in amplifier for analysis.
(b) Illustration of field-modulation and heterodyne methods showing
the advantage in signal strength afforded by the heterodyne method.

the precession cycle so that over time, the Kerr response traces
out complete precession cycles. A final detail is that the light
pulses may be replaced by a sinusoidal power modulation since
the higher harmonics will not produce slowly varying signals.

The experimental setup illustrated in Fig. 1 contains two
main signal paths, a microwave excitation path and an optical
detection path. Signals on these paths are derived from the
split output of a single microwave signal generator (SG;
Fig. 1) that operates at a frequency, fRF = ωRF/2π . The
microwave signal is divided with part driving spin dynamics
in a microwave branch and part driving light modulation
in an optical branch for detection of the magnetization
dynamics. In the microwave branch, spin precession is driven
by frequency-shifted microwaves. To shift the frequency,
an arbitrary waveform generator (AWG; Fig. 1) provides
two sinusoidal signals at an intermediate frequency (IF),
fIF = ωIF/2π = 100 kHz, with a constant phase difference
of 90◦. These in-phase and quadrature signals drive the I
and Q inputs of an IQ mixer to generate a single sideband
signal at the sum frequency, fRF + fIF = fPump. The mixer also
produces output in other sidebands surrounding the microwave
carrier frequency, including the image side band at fRF − fIF.

Through tuning of the relative I and Q signal amplitudes,
DC offsets and a 90° phase difference, the sum frequency
is made dominant, and all other frequency components are
suppressed by more than �20 dB. This single sideband
signal is then launched into a coplanar waveguide (CPW),
where magnetic samples may be excited electrically and/or
inductively, depending on the sample design.

The optical path of the setup performs phase-sensitive
detection of magnetization dynamics. The output of a telecom-
munications fiber laser at 1550 nm wavelength is fully modu-
lated by controlling the microwave amplitude and the DC offset
in the electro-optical intensity modulator (EOM; Fig. 1) driver.
Following the modulation, the pulsed laser is launched into free
space, linearly polarized and focused onto the sample with an
objective lens. The spot size is 15 μm. Upon reflection from
the sample surface, the magneto-optical polar Kerr effect [38]
rotates the polarization by an angle proportional to the surface-
normal component of the magnetization, and reflected light is
collected through the objective lens for polarization analysis
and for reflectivity monitoring. With the sample mounted on an
x-y stage, the reflectivity allows imaging of the different sam-
ple structures to be positioned in the focus of the objective lens.

To describe the heterodyne detection of the dynamics,
we begin by considering a film-normal component of the
magnetization (m0) that oscillates as a result of pumping at
angular frequency ωRF + ωIF and also oscillates with smaller
relative amplitude a at the image sideband frequency ωRF and
ωRF − ωIF from the IQ mixer,

mz(t) = m0{cos((ωRF + ωIF)t − φm)

+ a cos((ωRF − ωIF)t − φm − ψ)}. (1)

The phase of the precession (φm) and the arbitrary phase of
the image sideband (ψ) are given relative to the phase at the
microwave splitter where the two branches of the setup have a
common phase.

The magnetization is measured through the Kerr-effect po-
larization rotation of reflected light, and the instantaneous Kerr
angle is directly proportional to mz(t). However, the measured
Kerr rotation comes from time-averaged light intensity where
the averaging is slow compared to radio frequencies (RFs), but
fast compared to the IF. The measured Kerr rotation is therefore
given by the time-averaged product of the Kerr angle, which
is proportional to mz(t) and the light intensity. We model the
light intensity incident on the sample as

P (t) = P0
1
2 [1 + cos(ωRFt − φL)], (2)

where φL describes the accumulated phase for the signal
propagation from the splitter to the sample. The detector output
voltage is then proportional to the measured Kerr rotation,
which oscillates at frequency ωIF,

Vdet ∝ m0P0[cos(ωIFt + φL − φm)

+ a cos(−ωIFt + φL − φm − ψ)]. (3)

Finally, the detector voltage is demodulated by the lock-in
amplifier using an IF reference signal from the AWG, yielding
in-phase (X) and quadrature signals (Y ),

X ∝ m0P0[cos(φL − φm) + a cos(φL − φm − ψ)]

Y ∝ m0P0[− sin(φL − φm) + a sin(φL − φm − ψ)]. (4)
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We develop a model for the magnetization phase (φm),
which includes the components due to propagation of the
microwaves from the splitter to the waveguide current (φMW),
a possible phase delay (φh) between waveguide current and
effective driving field (h0), and the phase of the magnetic
response to the field (φχ ),

φm = φMW + φh + φχ . (5)

Note that the phase difference φL − φm appearing in the
lock-in output includes the difference φL − φMW ≡ φPL,
which describes only path length effects.

With these definitions, Eq. (4) can be rewritten as[
X

Y

]
∝ h0P0

[
cos (φPL − φh) sin (φPL − φh)
sin (φPL − φh) − cos (φPL − φh)

][
χ ′

zy

χ ′′
zy

]

+ ah0P0

[
cos(φPL−φh−ψ) sin(φPL−φh−ψ)

− sin(φPL−φh−ψ) cos(φPL−φh−ψ)

]

×
[
χ ′

zy

χ ′′
zy

]
. (6)

Here we have made substitutions m0 cos(φχ ) = h0χ
′ and

m0 sin(φχ ) = h0χ
′′, where the off-diagonal component of

the magnetic susceptibility χzy has real (χ ′
zy) and imaginary

(χ ′′
zy) parts. In the derivation of (6) we have used only the

off-diagonal component of the susceptibility. Omission of the
diagonal component χzz apparently neglects the response to
out-of-plane effective fields, but there is little loss of generality.
At least near resonance, the effects of an out-of-plane field can
be recast as a phase-advanced in-plane field.

Typical spectra are shown in Fig. 2, where output of the het-
erodyne setup is compared with the output from a homodyne,
stroboscopic method described in Ref. [39]. The sample is a
Ta (3 nm)/Ni80Fe20 (10 nm)/Ta (3 nm) thin film, deposited on
a thin glass cover slip (150 μm thick), placed face up on the
CPW for easy optical access and for electrical isolation from
the waveguide. In the strobed (homodyne) measurement, the
light modulation and magnetization driving frequencies are
identical, so the detected phase remains constant for constant
frequency and field. To distinguish the magnetic resonance
signal from DC offsets, the applied field was modulated at
12.6 kHz with an amplitude of 0.9 mT, and the Kerr signal was
then demodulated by the lock-in amplifier. Comparison of the
heterodyne spectra in Fig. 2(a) and the strobed (homodyne)
spectra in Fig. 2(b) shows similar noise levels but larger signals
for the heterodyne method. The spectral density of the noise in
our setup is approximately flat above 5 kHz, so similar noise
levels at 12.6 kHz (homodyne, field modulation frequency)
and 100 kHz (heterodyne, IF frequency) are expected. With
similar noise levels, larger FMR signals were obtained using
the heterodyne method [see Fig. 1(b)]. The heterodyne signal
fully oscillates between positive and negative values, +|θK |
and −|θK |, while the field modulation only allows relatively
small Kerr signal oscillations.

Figure 3 plots the resonance field and the half-line width
values measured for of heterodyne, strobed (homodyne),
and field-modulated microwave transmission methods as a
function of frequency. For the heterodyne method, the spectra
were fit to symmetric and antisymmetric Lorentzian line
shapes, as described in more detail below, yielding values of

FIG. 2. The FMR spectra of (a) heterodyne and (b) homodyne
FMR detection method (dots). The lines in the figures are the fits
for the ferromagnetic resonance line shapes. Microwave power and
optical power are the same for both sets. The signals are plotted on
the same scale for comparison. The heterodyne detection method
produces a stronger signal even at higher frequencies. The spectra are
20 μV offset vertically for clarity.

the resonance field, HRes and the half-linewidth, δH . For the
homodyne and transmission spectra, similar fits were made to
the field-derivative line shapes appropriate for field-modulated
spectra. Error bars and uncertainty values in this paper indicate
one standard deviation of fit parameters. Comparing the
results, the resonance field values are in reasonable agreement
between the three methods, but there are significant differences
between the linewidth values. The two methods using field
modulation (strobed and waveguide transmission) yield line
widths that are larger than the values from the heterodyne
method. We speculate that the larger line width values may
have been artificially broadened by excessive modulation field.
We fit the resonance field data to the Kittel equation,

ωRes = γ
√

(HP + HRes)(HRes + Ms), (7)

to obtain μ0Ms (γ and Hp held fixed), and we fit the half-width
data to

δH = δH0 + αωRes/γ, (8)

yielding the damping constant α and the inhomogeneous
broadening δH0. Best fit values and their uncertainties are
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FIG. 3. (a) The resonance field and the half-line width (inset)
variation of heterodyne, homodyne, and microwave transmission
FMR detection method as a function of the resonance frequency
The dashed lines represent the fits for the saturation magnetization
and damping constant of the heterodyne detection data. The fitting
results of saturation magnetization (Ms), damping constant (α), and
half-width (δH0) are shown in (b)–(d), respectively. Error bars are
one-sigma uncertainties of the fit values.

presented in Fig. 3. The Ms and α values are in reasonable
agreement with permalloy properties from other studies.

III. CALIBRATION

Having demonstrated the general measurement scheme, we
now turn to calibration of the phase measurement. Instrumental
artifacts appearing in Eq. (6) include the path length phase and
the amplitude and phase (a and ψ , respectively) of the image
sideband. We address these artifacts in this section beginning
with a test of our phase measurements using known phase
changes followed by calibration of φPL. We will assume that
the magnetization dynamics in this film are well described
by the Landau-Lifshitz-Gilbert equations of motion for a
macrospin [40], which yields the following expressions for
the susceptibility [39]:

χ ′
zy = MsωPump/γ

2(2H + Ms)

δH

[(H − HRes)2 + δH 2]
(9a)

χ ′′
zy = MsωPump/γ

2(2H + Ms)

H − HRes

[(H − HRes)2 + δH 2]
. (9b)

Here HRes is the resonance field for excitation at angular
frequency ωPump, and δH is the half-width of the resonance
curve. Note that χ ′

zy is symmetric about H = HRes, and
χ ′′

zy is antisymmetric. We therefore define symmetric and
antisymmetric Lorentzian functions

S(H ) = δH 2

[(H − HRes)2 + δH 2]
(10a)

A(H ) = (H − HRes)δH

[(H − HRes)2 + δH 2]
. (10b)

With the definitions given in Eqs. (7) and (8), the lock-in
outputs given by (6) become

VX(H ) = � {S(H )[cos(φPL − φh) + a cos(φPL − φh − ψ)]

+A(H ) [sin(φPL − φh) + a sin(φPL − φh − ψ)]}
(11a)

VY (H ) = �{S(H )[sin(φPL − φh) − a sin(φPL − φh − ψ)]

+A(H )[−cos(φPL−φh)+a cos(φPL − φh − ψ)]}.
(11b)

Fitting involves four fitting parameters for each peak,
the resonance field (HRes), the half-linewidth (δH ), and the
amplitude coefficients of S(H ) and A(H ). The amplitude
coefficients, which correspond to the terms in square brackets
in Eq. (11), are complicated by the amplitude a and phase ψ

of the image sideband. If we can neglect the image sideband
effects, the phase can be obtained straightforwardly from the
amplitude coefficients. In the following subsection, we test
whether the image sideband can be neglected.

A. Phase measurement

To test the procedure of determining phase by fitting
line shapes, we use an optical delay to vary φPL by known
amounts. The in-phase FMR spectra [VX(H ), black dots] with
symmetric and antisymmetric fitting results (green lines) are
shown in Fig. 4(a), for optical path length changes ranging
from 0 nm to 80 mm, which produce precise shifts in φPL

at 4.5 GHz. The phases, obtained by fitting the line shapes,
are plotted in Fig. 4(b) and change linearly with increasing
optical delay. The estimated slope from the fitting (−0.094 ±
0.003) rad mm−1 corresponds well to the expected value of
−0.0943 rad mm−1 using the microwave wavelength of 66.622
mm at 4.500 GHz. The residuals from the curve fitting are also
shown in Fig. 4(c), where the standard deviations determined
from the line shape fits are shown by small error bars. These
error bars are clearly smaller than the root-mean-square of the
residuals, 0.08 rad, suggesting that our phase uncertainty will
be limited by systematic effects rather than by measurement
noise.

B. Path length phase

In this section, we address an instrumental phase that
stems from differences in the effective path lengths of the
optical and microwave branches of the measurement setup.
The effective measured phase is φeff = φPL + φh, where φPL

is an experimental artifact due to different path lengths of
the microwave and optical branches. We concentrate on φPL
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FIG. 4. The phase φPL is evaluated by introducing an optical
delay. (a) The FMR spectra [lock-in output X(H ), black dots] with
fits (green line), as the optical delay is changed from 0 mm to 80
mm. (b) The estimated φPL varies linearly with increasing optical
delay. The linear fit shows a slope of (−0.094 ± 0.003) rad mm−1,
corresponding to the optical wave length at the driving frequency,
4.5 GHz. The small error bars represent the standard deviation from
the line shape fits. (c) The residuals of the fits.

in order to either account for it or eliminate it, keeping in
mind that φh can be very important for studies of spin-transfer
torques and spin orbit torques because it encodes the direction
of the effective field. With propagation delays τL and τMW in
the optical and microwave branches, respectively, the net path
length phase is

φPL = ωRF(τL − τMW) − ωIFτMW ≈ ωRF 
Leff/c. (12)

The ωIFτMW term here is small, constant, and negligible
(of order 0.001 rad in our setup), but the leading term is
proportional to frequency; we use this frequency dependence
to calibrate φPL. We also cast the path length phase in the
form φPL = (2πfRF/c)
Leff , where c is the speed of light and

Leff is an effective path length difference that incorporates
physical path length differences as well as propagation speeds
through optical fibers and microwave cables. To evaluate the
path length phase φPL, we need a known sample where the

effective phase φh between the CPW current and the effective
field can be neglected.

For the sample described above, the 10-nm-thick permalloy
film is separated from the CPW by a 150 μm glass cover slip,
so spin torque effects are not expected. In using this sample as
a phase reference, we are also assuming that the phase delay φh

between the current and the field is negligible, i.e., that there

FIG. 5. (a) The FMR spectra [lock-in X(H ), black dots], as the
resonance frequency changes from 4.001 GHz to 4.030 GHz. The
symmetric and antisymmetric Lorentzian fits (red lines) provides the
φPL variation as a function of the resonance frequency. (b) The details
of linear φPL variation over the frequency range from 4.981 GHz to
5.199 GHz. (c) The periodic phase modification produces a linear
fit, corresponding to an effective path length difference of 8.485 m ±
0.006 m. The residuals of the fit indicate systematic errors.
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is no propagation delay between the current in the waveguide
and the torque exerted on the magnetization and that the effects
of eddy currents are negligible. Using the material parameters
from the Kittel and linewidth fits, we estimate a maximum
relative permeability of approximately 1000 at 3 GHz. With
resistivity of 20 μ� cm, the estimated skin depth is 130 nm,
which is much greater than the 10-nm-film thickness.

FMR spectra are shown in Fig. 5(a) for a set of frequencies
varying from 4.001 GHz to 4.030 GHz. Each φPL is esti-
mated from the symmetric-antisymmetric Lorentzian fitting
described above. Further phase values are measured over the
range from 3.001 GHz to 6.085 GHz. The details of the
φPL variation are shown in Fig. 5(b), where the frequency
increased from 4.981 GHz to 5.199 GHz in increments of
2 MHz. Due to a large variation of the phase depending on
the frequency, we expand the phase shift by ±2πn at the
periodicity; gaps in the data reflect a compromise between

FIG. 6. (a) Reflection image for the left (L) and right (R) samples
on the CPW chip. (b), (c) The FMR intensity images taken under
constant resonance frequency and magnetic field. (b) Similar lock-in
intensities for L and R samples are observed at 3.1 GHz with 18 mT
applied field. (c) On the other hand, L and R samples show different
FMR intensity at 3.4 GHz with 23 mT applied.

a desire to cover a broad frequency range and the need to
ensure that the phase expansion is consistent over the data
set. The linear behavior of φPL as a function of the resonance
frequency is shown in Fig. 5(c). The effective path length
difference of 8.485 m ± 0.006 m is determined by the fit slope
of (177.828 ± 0.013) rad GHz−1 from the linear fit.

While the linear frequency dependence of the phase can
be determined with precision, our knowledge of the path
length phase is limited by systematic error revealed in the
residual plot. The root-mean-square residual value of 0.12 rad
represents an angle uncertainty due to systematic effects that
are especially apparent in the fit residual near 5.0 GHz.

FIG. 7. The FMR spectra of left (L) and right (R) samples as a
function of the magnetic field, when the resonance frequency changed
from 3.1 GHz to 3.6 GHz. The FMR spectra of the left and right
samples show different phase due to the microwave propagation
along the coplanar waveguide. The blue and red arrows indicate the
magnetic field for the FMR images shown in Figs. 6(b) and 6(c),
respectively.
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IV. SPATIAL IMAGING

Finally, we demonstrate spatial FMR imaging in patterned
samples. Two permalloy samples (700 μm × 600 μm) are
fabricated on the CPW chip, and the sample is imaged by
scanning the sample position under the focal spot of the
objective lens. See Fig. 6. By selecting the applied field,
frequency and detection phase, the images can be made
sensitive to precession amplitude [Fig. 6(b)] or to precession
phase [Fig. 6(c)]. We also recorded FMR spectra at the center
of the left (L) and right (R) samples as a function of frequency.
The in-phase [VX(H )] FMR spectra of L and R samples are
shown in Fig. 7, when the frequency changes from 3.1 GHz
to 3.6 GHz. A difference in phase between the spectra can
be seen, for example, L and R samples show similar negative
peaks relative to the background offset with the magnetic field
18 mT at 3.1 GHz. On the other hand, the R sample shows
a larger lock-in signal than the L sample, when the magnetic
field is 23 mT with 3.4 GHz. The phase difference between
the two samples is consistent with an estimated propagation
phase delay of 0.17 rad based on the calculated propagation
velocity in our CPW structure and the 2.3 mm separation
between the sample centers. These results suggest that this
spatial phase-sensitive FMR imaging provides a method of
tracking propagation phase in magnetoelectronic circuits.

V. DISCUSSION

The magneto-optical microwave spectrometer presented
here is a low-cost alternative to time-resolved magneto-optical
Kerr effect (TRMOKE) or other techniques involving pulsed
lasers. In particular, the fiber coupled laser chip light source
and modulator are relatively inexpensive. The frequency range
of our setup is limited to 10 GHz by the fiber modulator, but
modulators are commercially available up to 40 GHz. The most
promising avenue for future development is in eliminating
the systematic errors that are found in extracting phase from
line shapes. In our analysis, we included effects of image
sidebands and showed how they complicated the fitting. As a

cautionary note, we expect that additional small signals at the
pumping frequency, such as from reflections in the waveguide
and cabling, may cause similar difficulties for both heterodyne
and homodyne detection.

Despite the effects that limit the phase accuracy, we found
that the heterodyne technique produced better signal-to-noise
than a comparable homodyne method. Phase uncertainties
from individual line shape fits were routinely on the order
of 0.01 rad, and this phase precision allowed imaging of the
phase difference between two samples placed 2.3 mm apart on
a waveguide.

In summary, we have developed a new FMR detection
method using heterodyning. We use an excitation microwave
frequency that is shifted slightly from the laser modulation.
The continuously varying phase between the magnetization
precession and the light modulation produces an oscillating
Kerr rotation signal with a phase equal to the spin precession
plus a phase (φPL) due to the path length difference between the
microwave excitation and the optical signal. This slow signal
is conveniently converted to the in-phase and the quadrature
signals in the lock in amplifier. The intrinsic parameters of
the ferromagnet and φPL are estimated by the symmetric
and antisymmetric Lorentzian fitting. The phase precision is
evaluated and determined using the optical delay and the FMR
spectra as a function of the resonance frequency, respectively.
We also demonstrate the capability of the FMR detection
depending on the sample position in the patterned substrate.
This detection method provides the stronger FMR signal at
a higher frequency where the 1/f noise floor is reduced and
a possibility to verify the phase of the spin precession in the
ferromagnets.
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