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Electronic and magnetic properties of single Fe atoms on a CuN surface:
Effects of electron correlations
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The electronic structure and magnetic properties of a single Fe adatom on a CuN surface have been studied
using density functional theory in the local spin density approximation (LSDA), the LSDA+U approach, and
the local density approximation plus dynamical mean-field theory (LDA+DMFT). The impurity problem in
LDA+DMFT is solved through exact diagonalization and in the Hubbard-I approximation. The comparison of
the one-particle spectral functions obtained from LSDA, LSDA+U, and LDA+DMFT show the importance of
dynamical correlations for the electronic structure of this system. Most importantly, we focused on the magnetic
anisotropy and found that neither LSDA nor LSDA+U can explain the measured high values of the axial and
transverse anisotropy parameters. Instead, the spin excitation energies obtained from our LDA+DMFT approach
with exact diagonalization agree significantly better with experimental data. This affirms the importance of
treating fluctuating magnetic moments through a realistic many-body treatment when describing this class of
nanomagnetic systems. Moreover, it facilitates insight to the role of the hybridization with surrounding orbitals.

DOI: 10.1103/PhysRevB.93.140101

Magnetic anisotropies are fundamental to understanding
the nature of magnetic materials, nanodevices, and mag-
netic structures approaching the single-atom limit. As they
are equally important for simple collinear and noncollinear
magnetic structures in stabilizing the ground-state properties,
anisotropic magnetic parameters have also been shown to be
crucial for dynamical control of nonequilibrium quantities,
e.g., magnetic resonances, switching phenomena, damping
effects, and transport properties. Upon approaching the quan-
tum limit, a full comprehensive and predictive theoretical
framework for magnetism necessarily includes a quantum
mechanical description of the local atomic environment.

In recent years much effort has been put into experimental
studies of atomic-scale anisotropies using local probing,
e.g., scanning tunneling microscopy/spectroscopy (STM/STS)
[1–5], magnetic force microscopy [6], and mechanically con-
trolled break junctions, as well as with averaging spectroscopy,
e.g., angular/spin-resolved photoemission spectroscopy [7–9],
x-ray magnetic circular dichroism (XMCD) [10–13], and
x-ray absorption fine structure (XAFS) [14]. Theoretically,
progress has been made using model Hamiltonians [15–21],
density functional theory (DFT) [22–24], and more recently
also by merging these two strategies [25]. It is well known
that the model Hamiltonian can provide effective phenomeno-
logical theoretical descriptions whereas DFT is capable of
reproducing ground-state properties, in principle without
any experimental data as an input. Calculations based on
single-reference DFT typically fail for materials with strong
correlation, something that is within the capabilities of DMFT
coupled to accurate electronic structure methods [26]. Such an
LDA+DMFT approach has been very successful in addressing
strongly correlated electron systems. However, typically, these
calculations are aimed at describing bulk properties [26], while
isolated paramagnetic defects have so far remained beyond
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reach. Hence most of the theoretical analysis of isolated
adatoms on surfaces has been based on DFT using simple
parametrizations of the exchange correlation functional, such
as the local spin-density approximation (LSDA) and the
generalized gradient approximation (GGA). There are some
exceptions to this trend [25,27,28]. For example, in the
recent work of Mazurenko et al. [25], spectral properties and
exchange interactions of a transition-metal dimer deposited on
a CuN surface were calculated through an Anderson impurity
model, where dynamic correlation effects are considered,
similar to LDA+DMFT.

So far there has been a large body of experimental investi-
gations of magnetic nanostructures and adatoms on substrates.
These studies involve, e.g., Co atoms on a Pt substrate [5],
molecular magnets on a transition-metal substrate [29], and
complex chiral magnetic structures of surfaces [30,31] and
quantum corrals [32]. All these investigations have been ana-
lyzed theoretically, albeit only on an LSDA/GGA or LSDA+U
level [29,33,34]. However, one may suspect that a theoretical
treatment that goes beyond LSDA/GGA or LSDA+U would
bring forth important effects that could explain, e.g., the
too-small orbital moment of Co atoms on Pt [33] or the
difficulty in describing the magnetic excitation spectrum of Fe
on CuN [22]. The present work is focused on Fe adsorbed on
CuN, as an archetype in this class of nanomagnetic systems.
We address details of the electronic structure in relation to
spectroscopic data and magnetic properties, and while we draw
conclusions specific to this system (in light of Ref. [1]), we also
analyze the implications of our results in more general terms.
In this article we study a single paramagnetic adatom (Fe) on
a surface (CuN), using a newly developed scheme based on
DMFT combined with a full-potential linear muffin-tin orbital
method (FP-LMTO) [35,36], and calculate all parameters
pertaining to a quantum spin Hamiltonian and associated
excitation spectrum. Our results show that correlation effects
are in general important for this class of nanomagnets, both
for electronic structure and magnetic properties.
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FIG. 1. (a) A schematic crystal structure of an Fe atom on a
Cu(100)-c(2×2)N surface (2×2 supercell). (b) A top view of the
structure, showing the local axes.

The experimentally reported structure of an Fe atom
on Cu(100)-c(2×2)N surface has been simulated using a
symmetric slab model, considering 2×2 and 4×4 supercells
of 4 Cu(100) layers, including a 15-Å vacuum region. A
schematic figure of the relaxed crystal structure of the 2×2
supercell is shown in Fig. 1(a). The N ions are distributed
uniformly on the topmost layer with a 2:1 ratio and an Fe
atom is adsorbed to the Cu site as reported in the STM
study of Ref. [1]. We started our investigation by relaxing
the ionic positions, using the projector augmented wave (PAW)
method [37] as implemented in the Vienna ab initio simulation
package (VASP) [38,39]. The relaxed geometry of both the
supercells obtained in our calculations show that the adsorption
of the Fe atom induces a local distortion on the surface, in
good agreement with an earlier report [22]. The N atoms move
upwards from the topmost Cu plane and the Cu atom just below
the Fe ion is pushed downwards, making the Fe-Cu vertical
distance around 2.3 Å. The distance between the Fe adatom
and its nearest periodic image in the 2×2 supercell is 5.11 Å,
while it is 10.22 Å in the 4×4 supercell. The top view of the
structure is shown in Fig. 1(b), where the local x and z axes
are respectively set along the (1 1 0) and (−1 1 0) directions.
The y axis is chosen along the out-of-plane direction (0 0 1).
This local frame is the same as the one used in Ref. [1], which
will facilitate the comparison between experimental data and
our results on the magnetic anisotropy.

The optimized structure has been used to analyze the
electronic structure and the magnetic properties within
LDA/LSDA, LSDA+U, and LDA+DMFT approaches using
the FP-LMTO method [35,36] as implemented in the RSPt

code [40]. The LDA+DMFT calculations of the paramag-
netic phase are based on the implementation presented in
Refs. [41–43]. The effective impurity problem for the Fe-3d

states is solved through the exact diagonalization (ED)
method [44] and also within the Hubbard I approximation
(HIA) [45,46]. To describe the electron-electron correlation,
we have assumed U = 6 eV and J = 1.0 eV for the Fe-d states,
in agreement with a previous study [25]. Further technical
details have been described in the Supplementary Material
(SM) [47].

Before presenting our results, it is important to discuss the
ideal size of the supercell needed to describe Fe adatoms on a
CuN surface. In LSDA and LSDA+U one has to work with a
symmetry-broken magnetic simulation, which may potentially
lead to the formation of an artificial long-range order if the Fe
atoms are too close. A good estimate of the interaction between
the Fe atoms is given by the interatomic exchange interactions
Jij . We evaluate them from the converged LSDA+U calcula-
tions through the formalism of Ref. [48], and obtain 2.1 and
0.1 meV, respectively, for Fe atoms at interatomic distances
of 5.11 and 10.22 Å. This implies that a 2×2 supercell is not
enough to address this system and a 4×4 supercell must be
considered. For the latter, the interactions are so small that
there is no need to further increase the size of the supercell.
The paramagnetic LDA+DMFT simulations do not require
any broken symmetry, but a short Fe-Fe distance may affect
the hybridization of the 3d states with all the other states. This
can be measured through the hybridization function, which is
the key quantity of DMFT and completely defines the effective
impurity problem [26]. As shown in Fig. S1(a) of the SM,
the hybridization function shows only minor changes between
a 2×2 unit cell and 4×4 unit cell. Most importantly, these
changes concern only the broadening of the peaks, and not
their position or their weight [as shown by the integral in the
inset of Fig. S1(a)]. Given that position and weight of the most
important peaks are the only direct inputs of the exact diag-
onalization approach, we can perform the simulation with a
2×2 cell, which involves a much smaller computational effort.

We first look at the projected density of states (PDOS)
obtained using LDA; see Fig. 2(a). The Fe-3d states are
strongly ml dependent and especially the curves for ml = ±2
deviate from the corresponding plots for ml = ±1 and ml = 0
states. Despite these variations, all curves exhibit a peak near
the Fermi level which is narrower if compared to bulk bcc Fe.
This suggests that the 3d electrons are strongly localized here,
which makes an LDA/LSDA-based approach inappropriate.
The peak at the Fermi level emerges from the hybridization
between the Fe adatom and the N-p states [Fig. 2(a)], and the
hybridization strength is also different for different ml-derived
state, as confirmed by the hybridization function shown in the
SM.

As mentioned above, LSDA and LSDA+U are not capable
of describing fluctuating moments and therefore require a
symmetry-broken magnetic solution. This induces a small but
finite spurious magnetic moment in the atoms close to Fe. With
this in mind we first inspect the PDOS obtained with LSDA
and LSDA+U, reported in Fig. 2(b). Interestingly, the PDOS
obtained in LSDA does not exhibit any gap at the Fermi level.
Static correlation effects as in LSDA+U lead to a decrease of
spectral weight at the Fermi level and to an extension of states
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FIG. 2. PDOS for the Fe-3d orbitals as obtained from LDA (a), LSDA and LSDA+U (b), and LDA+DMFT with HIA and ED (c). For
LDA also the N-p states are reported. The majority and minority PDOS are added for LSDA and LSDA+U.

over a broder range of energies. However, the spectrum is still
gapless. In Fig. 2(c), we report the spectral function obtained
in LDA+DMFT, which for simplicity we will also label as
PDOS. We note that our paramagnetic LDA+DMFT results
closely mimic the experimental scenario, since the system
has only a single magnetic impurity with fluctuating local
moments and no local Weiss field present. If no hybridization
is considered, as in the HIA [46], a large gap arises and sharp
peaks are present. As expected, the differences between the
various ml states are minor, because they originated mainly
from the hybridization with the substrate. These effects are
taken into account in LDA+DMFT with ED. In Fig. 2(c)
one can see that the hybridization affects the different ml

projections to a different extent. In particular, in ED the
band gap is decreased with respect to HIA, implying that the
hybridization with the surface states shifts conduction and
valence levels towards the Fermi level and the gap is different
for different ml states. These differences are reflected in the
strong magnetic anisotropy, as discussed below. Interestingly,
the formation of high-energy satellites in valence band spectra
makes the ED spectrum much wider compared to all the other
methods. The large differences obtained in LDA+DMFT with
ED with respect to the other methods underlines the need for
a proper treatment of correlation effects, hybridization, and
magnetic order to address this class of nanomagnets.

Next we analyze the magnetic properties of this system, first
as obtained from first-principle simulations and then in terms
of an effective, quantum spin Hamiltonian. The computed
energies, the Fe spin, and orbital moments, as well as the
total moments per unit cell, are reported in Table I, for three
different magnetization directions, as obtained from LSDA and
LSDA+U with the inclusion of spin-orbit coupling (+SOC).
Our calculations suggest that in both approaches the z axis
(line of N ions) is the easy axis, which is in agreement with
experiment [1] and with an earlier LSDA+SOC study [22].
Our calculations reveal that changing the magnetization

direction does not affect the size of the Fe spin moment but
significantly changes the orbital moment, which is greatest
along the easy axis. Such a large orbital moment anisotropy
is expected from the analysis of Ref. [49], where a direct
proportionality between the orbital moment anisotropy and
the magnetocrystalline anisotropy was derived. Table I also
shows that both spin and orbital moments increase upon in-
cluding static Coulomb corrections, as expected. The magnetic
anisotropy parameters in LSDA+SOC and LSDA+U+SOC
can be obtained by mapping the total energy differences
between different magnetization axes (Table I) to the following
spin Hamiltonian:

H = gμBB · S + DS2
z + E

(
S2

x − S2
y

)
. (1)

Here, the first term corresponds to the Zeeman splitting due to
the applied magnetic field B, while the second and third terms
correspond to the axial and transverse anisotropy energies.
Since Fe is very close to the d6 atomiclike configuration, we
can assume S = 2 in Eq. (1). The computed parameters (D
and E) obtained from our calculations as well as previously
reported theoretical and experimental values are shown in
Table II. Our computed parameters within LSDA+SOC are
larger compared to those reported by Shick et al. [22], who

TABLE I. Energy �E , spin moment μs , orbital moment μo, and
total cell moment μtot for a given magnetization direction. The energy
is relative to the energy of the cell with the magnetization along z.

LSDA+SOC LSDA+U+SOC

x axis y axis z axis x axis y axis z axis

�E (meV/cell) 2.46 1.42 0.00 3.58 1.80 0.00
μs (μB/Fe) 2.70 2.70 2.70 3.08 3.08 3.08
μo (μB/Fe) 0.02 0.06 0.16 0.03 0.10 0.21
μtot (μB/cell) 3.50 3.53 3.64 3.74 3.80 3.92
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TABLE II. Magnetic anisotropy parameters D and E, obtained
through LSDA+SOC and LSDA+U+SOC, and compared to exper-
imental data [1] and a previous theoretical study [22].

LSDA+SOC LSDA+SOC LSDA+U+SOC Exp.
(Ref. [22]) (this work) (this work) (Ref. [1])

D (meV) − 0.36 − 0.48 − 0.67 − 1.55
E (meV) 0.10 0.13 0.22 0.31

considered a 2×2 supercell. For the sake of comparison we also
considered a similar supercell and obtained D = −0.32 meV
and E = 0.09 meV, which are in good agreement with
Ref. [22]. These values correspond to a ∼50% reduction
with respect to those obtained for a 4×4 supercell, which
emphasizes the importance of considering an in-plane cell of
adequate size. We also find that static Hartree-Fock corrections
as described in LSDA+U increase the magnetic anisotropy
considerably but not enough to explain the experimental data.

Finally we discuss the most important aspect of our study,
the estimation of the spin excitation energies via LDA+DMFT.
For this comparison it is particularly convenient to consider
Eq. (1) in the absence of an external field. In this case, the
axial term of the spin Hamiltonian [Eq. (1)] will split the
degeneracy of the ms projected states and the transverse term
will mix them. Thus the degenerate S = 2 ground state will
be split into five eigenstates, as schematically explained in
Fig. 3. We can estimate the spin excitation energies for zero
magnetic field by using D and E obtained from LSDA+SOC
and LSDA+U+SOC (see Table II). The excited states can
be marked as in Fig. 3. The energy differences with respect
to the spin ground state (|x0〉) are displayed in Table III.
The LSDA+SOC values are significantly smaller than the
experimental values reported in Ref. [1]. The electronic
localization induced in LSDA+U+SOC leads to an increase of
the spin excitation energies, but is not sufficient to reproduce

FIG. 3. Level diagram illustrating how a S = 2 degenerate
ground state is split into five spin states due to spin-orbit coupling at
zero magnetic field.

TABLE III. Spin excitation energies (in meV) as obtained within
various approaches and compared to the experimental values from
Ref. [1].

E1 E2 E3 E4

LSDA+SOC 0.10 1.15 1.93 2.12
LSDA+U+SOC 0.20 1.55 2.87 3.08
LDA+DMFT+SOC (HIA) 0.03 12.08 12.23 13.76
LDA+DMFT+SOC (ED) 0.49 5.32 6.34 7.68
Experiment [1] 0.18 3.90 5.76 6.56

the experimental values. The tendency to underestimate the
experimental response is likely to originate from the inability
of these approaches to properly describe the formation of
fluctuating local moments. These are instead fully accessible
via LDA+DMFT+SOC. Further, in ED or HIA it is possible to
extract the spin excitation energies directly from paramagnetic
calculations. The many-body eigenstate |ψS

i,mS
〉 arising from

the effective impurity can be indexed by S(S + 1) = 〈S2〉
and mS = 〈Sz〉. The eigenstates corresponding to mS =
−S, . . . , + S are degenerate in energy in the absence of SOC.
The latter lifts the degeneracy and leads to a set of five
eigenstates, which can be directly compared with the spin
excitation energies. The values reported in Table III show that
the energies obtained in LDA+DMFT+SOC in HIA are much
larger than those obtained in LSDA+U+SOC, but also larger
than the experimental values. As illustrated in the SM, these
energies correspond to D = −3.36 meV and E = 0.03 meV,
which are much different than the experimental data, as
expected. The competition between the crystal field and local
Coulomb interaction is well described by the HIA, which leads
to the correct easy axis. However, this is not enough to obtain
a full account of the spin-excitation spectra, as this requires
including the hybridization with the environment, as in ED.
This is due to the renormalized ligand field splitting as well as
to the inclusion of charge fluctuations. Inspecting the thermally
averaged d-orbital occupation (6.06 in HIA and 5.46 in ED), it
is clear that charge fluctuations are more prominent in ED, with
close to half-integer thermally averaged d occupation. This
corroborates results from the parametrized impurity model
by Ferrón et al., who acquire the correct easy axis only
when charge fluctuations are included [28]. Table III clearly
shows the importance of the hybridization with the substrate
in describing the spin excitation spectrum of Fe on CuN. The
same conclusion is obtained if the spin-excitation energies are
mapped into magnetic anisotropy parameters (see the SM).
The obtained parameters D = −1.84 meV and E = 0.18 meV
are in much better agreement with the experimental results than
for all other methods (cf. Table II). From the discussion above
it is clear that the effective spin Hamiltonian of Eq. (1) is rather
efficient to parametrize the ED calculated excitation spectrum
or the observed spectrum, where higher order terms are less
important. This is in accord with the analysis of Yan et al. [50].
It is also relevant to mention here that Eq. (1) in conjunction
with a transport model reproduces the spectra of a single Fe
atom on CuN [51].

In conclusion, we have shown that magnetic order, dynami-
cal correlation effects, and hybridization of the transition-metal
atom with the surface states are very crucial to understanding
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the electronic structure, magnetic properties, and spin excita-
tion spectra of Fe on CuN. Static correlation effects as in the
LSDA+U method fail to explain the large magnetic anisotropy
energy observed, whereas the LDA+DMFT method describes
magnetism of such materials with much improved accuracy.
Our results suggest that LDA+DMFT with, e.g., ED is
likely the method of choice to describe correlation effects for
nanomagnets in general. In particular, all systems [4,20,52–54]

with one or a few atoms on a substrate for which the DOS forms
a narrow resonance of a few eV in width are expected to behave
similarly to the presently investigated system.

This work was supported by the Swedish Research Coun-
cil, the KAW Foundation (Grants No. 2012.0031 and No.
2013.0020), and eSSENCE. Calculations have been performed
at the Swedish national computer centers UPPMAX and NSC.
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[43] O. Grånäs, I. Di Marco, P. Thunström, L. Nordström, O.
Eriksson, T. Björkman, and J. Wills, Computat. Mater. Sci. 55,
295 (2012).

140101-5

http://dx.doi.org/10.1126/science.1146110
http://dx.doi.org/10.1126/science.1146110
http://dx.doi.org/10.1126/science.1146110
http://dx.doi.org/10.1126/science.1146110
http://dx.doi.org/10.1103/PhysRevLett.102.167203
http://dx.doi.org/10.1103/PhysRevLett.102.167203
http://dx.doi.org/10.1103/PhysRevLett.102.167203
http://dx.doi.org/10.1103/PhysRevLett.102.167203
http://dx.doi.org/10.1038/nnano.2013.264
http://dx.doi.org/10.1038/nnano.2013.264
http://dx.doi.org/10.1038/nnano.2013.264
http://dx.doi.org/10.1038/nnano.2013.264
http://dx.doi.org/10.1126/science.1252841
http://dx.doi.org/10.1126/science.1252841
http://dx.doi.org/10.1126/science.1252841
http://dx.doi.org/10.1126/science.1252841
http://dx.doi.org/10.1103/PhysRevLett.114.106807
http://dx.doi.org/10.1103/PhysRevLett.114.106807
http://dx.doi.org/10.1103/PhysRevLett.114.106807
http://dx.doi.org/10.1103/PhysRevLett.114.106807
http://dx.doi.org/10.1088/0957-4484/23/49/495704
http://dx.doi.org/10.1088/0957-4484/23/49/495704
http://dx.doi.org/10.1088/0957-4484/23/49/495704
http://dx.doi.org/10.1088/0957-4484/23/49/495704
http://dx.doi.org/10.1103/PhysRevB.63.195407
http://dx.doi.org/10.1103/PhysRevB.63.195407
http://dx.doi.org/10.1103/PhysRevB.63.195407
http://dx.doi.org/10.1103/PhysRevB.63.195407
http://dx.doi.org/10.1143/JPSJ.72.1161
http://dx.doi.org/10.1143/JPSJ.72.1161
http://dx.doi.org/10.1143/JPSJ.72.1161
http://dx.doi.org/10.1143/JPSJ.72.1161
http://dx.doi.org/10.1143/JPSJ.80.064706
http://dx.doi.org/10.1143/JPSJ.80.064706
http://dx.doi.org/10.1143/JPSJ.80.064706
http://dx.doi.org/10.1143/JPSJ.80.064706
http://dx.doi.org/10.1103/PhysRevLett.99.177207
http://dx.doi.org/10.1103/PhysRevLett.99.177207
http://dx.doi.org/10.1103/PhysRevLett.99.177207
http://dx.doi.org/10.1103/PhysRevLett.99.177207
http://dx.doi.org/10.1103/PhysRevLett.108.256811
http://dx.doi.org/10.1103/PhysRevLett.108.256811
http://dx.doi.org/10.1103/PhysRevLett.108.256811
http://dx.doi.org/10.1103/PhysRevLett.108.256811
http://dx.doi.org/10.1103/PhysRevB.89.104424
http://dx.doi.org/10.1103/PhysRevB.89.104424
http://dx.doi.org/10.1103/PhysRevB.89.104424
http://dx.doi.org/10.1103/PhysRevB.89.104424
http://dx.doi.org/10.1088/0953-8984/25/23/232201
http://dx.doi.org/10.1088/0953-8984/25/23/232201
http://dx.doi.org/10.1088/0953-8984/25/23/232201
http://dx.doi.org/10.1088/0953-8984/25/23/232201
http://dx.doi.org/10.1103/PhysRevB.92.045423
http://dx.doi.org/10.1103/PhysRevB.92.045423
http://dx.doi.org/10.1103/PhysRevB.92.045423
http://dx.doi.org/10.1103/PhysRevB.92.045423
http://dx.doi.org/10.1021/nl901066a
http://dx.doi.org/10.1021/nl901066a
http://dx.doi.org/10.1021/nl901066a
http://dx.doi.org/10.1021/nl901066a
http://dx.doi.org/10.1103/PhysRevLett.102.256802
http://dx.doi.org/10.1103/PhysRevLett.102.256802
http://dx.doi.org/10.1103/PhysRevLett.102.256802
http://dx.doi.org/10.1103/PhysRevLett.102.256802
http://dx.doi.org/10.1103/PhysRevB.81.115454
http://dx.doi.org/10.1103/PhysRevB.81.115454
http://dx.doi.org/10.1103/PhysRevB.81.115454
http://dx.doi.org/10.1103/PhysRevB.81.115454
http://dx.doi.org/10.1103/PhysRevLett.104.026601
http://dx.doi.org/10.1103/PhysRevLett.104.026601
http://dx.doi.org/10.1103/PhysRevLett.104.026601
http://dx.doi.org/10.1103/PhysRevLett.104.026601
http://dx.doi.org/10.1103/PhysRevLett.111.127203
http://dx.doi.org/10.1103/PhysRevLett.111.127203
http://dx.doi.org/10.1103/PhysRevLett.111.127203
http://dx.doi.org/10.1103/PhysRevLett.111.127203
http://dx.doi.org/10.1103/PhysRevLett.113.237201
http://dx.doi.org/10.1103/PhysRevLett.113.237201
http://dx.doi.org/10.1103/PhysRevLett.113.237201
http://dx.doi.org/10.1103/PhysRevLett.113.237201
http://dx.doi.org/10.1103/PhysRevB.91.205438
http://dx.doi.org/10.1103/PhysRevB.91.205438
http://dx.doi.org/10.1103/PhysRevB.91.205438
http://dx.doi.org/10.1103/PhysRevB.91.205438
http://dx.doi.org/10.1103/PhysRevB.79.172409
http://dx.doi.org/10.1103/PhysRevB.79.172409
http://dx.doi.org/10.1103/PhysRevB.79.172409
http://dx.doi.org/10.1103/PhysRevB.79.172409
http://dx.doi.org/10.1103/PhysRevB.82.125438
http://dx.doi.org/10.1103/PhysRevB.82.125438
http://dx.doi.org/10.1103/PhysRevB.82.125438
http://dx.doi.org/10.1103/PhysRevB.82.125438
http://dx.doi.org/10.1103/PhysRevB.88.064411
http://dx.doi.org/10.1103/PhysRevB.88.064411
http://dx.doi.org/10.1103/PhysRevB.88.064411
http://dx.doi.org/10.1103/PhysRevB.88.064411
http://dx.doi.org/10.1103/PhysRevB.88.085112
http://dx.doi.org/10.1103/PhysRevB.88.085112
http://dx.doi.org/10.1103/PhysRevB.88.085112
http://dx.doi.org/10.1103/PhysRevB.88.085112
http://dx.doi.org/10.1103/RevModPhys.78.865
http://dx.doi.org/10.1103/RevModPhys.78.865
http://dx.doi.org/10.1103/RevModPhys.78.865
http://dx.doi.org/10.1103/RevModPhys.78.865
http://dx.doi.org/10.1103/PhysRevB.84.115435
http://dx.doi.org/10.1103/PhysRevB.84.115435
http://dx.doi.org/10.1103/PhysRevB.84.115435
http://dx.doi.org/10.1103/PhysRevB.84.115435
http://dx.doi.org/10.1103/PhysRevB.92.174407
http://dx.doi.org/10.1103/PhysRevB.92.174407
http://dx.doi.org/10.1103/PhysRevB.92.174407
http://dx.doi.org/10.1103/PhysRevB.92.174407
http://dx.doi.org/10.1103/PhysRevB.85.155437
http://dx.doi.org/10.1103/PhysRevB.85.155437
http://dx.doi.org/10.1103/PhysRevB.85.155437
http://dx.doi.org/10.1103/PhysRevB.85.155437
http://dx.doi.org/10.1038/nature05802
http://dx.doi.org/10.1038/nature05802
http://dx.doi.org/10.1038/nature05802
http://dx.doi.org/10.1038/nature05802
http://dx.doi.org/10.1103/PhysRevLett.110.177204
http://dx.doi.org/10.1103/PhysRevLett.110.177204
http://dx.doi.org/10.1103/PhysRevLett.110.177204
http://dx.doi.org/10.1103/PhysRevLett.110.177204
http://dx.doi.org/10.1038/nphys991
http://dx.doi.org/10.1038/nphys991
http://dx.doi.org/10.1038/nphys991
http://dx.doi.org/10.1038/nphys991
http://dx.doi.org/10.1088/0953-8984/21/42/426001
http://dx.doi.org/10.1088/0953-8984/21/42/426001
http://dx.doi.org/10.1088/0953-8984/21/42/426001
http://dx.doi.org/10.1088/0953-8984/21/42/426001
http://dx.doi.org/10.1103/PhysRevLett.94.187201
http://dx.doi.org/10.1103/PhysRevLett.94.187201
http://dx.doi.org/10.1103/PhysRevLett.94.187201
http://dx.doi.org/10.1103/PhysRevLett.94.187201
http://dx.doi.org/10.1103/PhysRevB.12.3060
http://dx.doi.org/10.1103/PhysRevB.12.3060
http://dx.doi.org/10.1103/PhysRevB.12.3060
http://dx.doi.org/10.1103/PhysRevB.12.3060
http://dx.doi.org/10.1103/PhysRevB.36.3809
http://dx.doi.org/10.1103/PhysRevB.36.3809
http://dx.doi.org/10.1103/PhysRevB.36.3809
http://dx.doi.org/10.1103/PhysRevB.36.3809
http://dx.doi.org/10.1103/PhysRevB.50.17953
http://dx.doi.org/10.1103/PhysRevB.50.17953
http://dx.doi.org/10.1103/PhysRevB.50.17953
http://dx.doi.org/10.1103/PhysRevB.50.17953
http://dx.doi.org/10.1103/PhysRevB.47.558
http://dx.doi.org/10.1103/PhysRevB.47.558
http://dx.doi.org/10.1103/PhysRevB.47.558
http://dx.doi.org/10.1103/PhysRevB.47.558
http://dx.doi.org/10.1103/PhysRevB.54.11169
http://dx.doi.org/10.1103/PhysRevB.54.11169
http://dx.doi.org/10.1103/PhysRevB.54.11169
http://dx.doi.org/10.1103/PhysRevB.54.11169
http://dx.doi.org/10.1103/PhysRevB.76.035107
http://dx.doi.org/10.1103/PhysRevB.76.035107
http://dx.doi.org/10.1103/PhysRevB.76.035107
http://dx.doi.org/10.1103/PhysRevB.76.035107
http://dx.doi.org/10.1103/PhysRevB.79.115111
http://dx.doi.org/10.1103/PhysRevB.79.115111
http://dx.doi.org/10.1103/PhysRevB.79.115111
http://dx.doi.org/10.1103/PhysRevB.79.115111
http://dx.doi.org/10.1016/j.commatsci.2011.11.032
http://dx.doi.org/10.1016/j.commatsci.2011.11.032
http://dx.doi.org/10.1016/j.commatsci.2011.11.032
http://dx.doi.org/10.1016/j.commatsci.2011.11.032


RAPID COMMUNICATIONS

S. K. PANDA et al. PHYSICAL REVIEW B 93, 140101(R) (2016)

[44] P. Thunström, I. Di Marco, and O. Eriksson, Phys. Rev. Lett.
109, 186401 (2012).

[45] A. I. Lichtenstein and M. I. Katsnelson, Phys. Rev. B 57, 6884
(1998).

[46] P. Thunström, I. Di Marco, A. Grechnev, S. Lebègue, M. I.
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Blügel, P. H. Dederichs, and R. Wiesendanger, Nat. Phys. 6,
187 (2010).

[53] A. A. Khajetoorians, J. Wiebe, B. Chilian, S. Lou-
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