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Oxygen defects in GaAs: A hybrid functional study
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Using hybrid density functional calculations, we address the structural properties, formation energies, and
charge transition levels of a variety of oxygen defects in GaAs. The set of considered defects comprises the
bridging O atom in a As-O-Ga configuration, interstitial O atoms in tetrahedral sites, and O atoms substitutional
to either Ga (Og,) or As atoms (Oa,). In addition, we consider an As vacancy containing two O atoms, for
which the most stable configurations are found through the use of molecular dynamics simulations, and defect
complexes involving a O4, defect bound to either one or two Asg, antisites, denoted Asg,-Oas and (Asga)2-Oas,
respectively. We find that the bridging O defect and the Asg,-Oas and (Asg,)>-Oas complexes are the most
stable oxygen defects in GaAs. The actual occurrence of these defects is examined against two criteria. The
first criterion concerns the stability against O dissociation and is evaluated via the calculation of dissociation
energies. The second criterion involves the defect formation at thermodynamic equilibrium and is inferred from
the comparison between the formation energy of the oxygen defect and that of its O-related dissociation product
(bridging O defect). Both the Asg,-Oa, and (Asga,)2-Oas complexes satisfy these criteria and are stable against O
dissociation. Further analysis in cooled-down conditions leads us to dismiss the Asg,-Oas defect due to the more
favorable bonding of two rather than one Asg, antisites. The conclusion that only the bridging O defect and the

(Asga)2-Oas complex are expected to occur is in accord with experimental observations.
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I. INTRODUCTION

GaAs is the prototype III-V semiconductor material and
has found successful applications in optoelectronic devices
[1]. More recently, a revived interest has aroused in GaAs as
replacement to silicon in future metal-oxide-semiconductor
field-effect transistors [2,3]. However, its widespread use for
such a technological application is hampered by the high
concentration of defect states at its interfaces with typical
oxides [4,5]. In several cases, Fermi-level pinning has been
observed and related to the presence of defects [4,6—19].

Oxygen is the most common unintentional impurity in
GaAs and can be present in concentrations ranging between
10" and 10?° cm~3, depending on growth technique [20,21].
Local vibrational mode (LVM) spectroscopy has been largely
used to experimentally investigate oxygen defects in GaAs
[22-26]. The absorption peak at 845 cm™! is associated to
an interstitial oxygen atom which is bridging a Ga and an
As atom (Oy) [27,28]. This bridging configuration appears
to be electrically inactive [29,30]. The LVM spectra show
three other oxygen-related absorption bands, located at 730.7,
714.9, and 714.2 cm~! and labeled A, B, and B’ [27,31,32].
These lines show a triplet fine structure due to the Ga isotopic
concentration and have thus clearly been associated to a
Ga-O-Ga structure [27]. The three LVM lines refer to different
charge states of the same defect [31,32] which is shown to
be electrically active [20] and to give Fermi-level pinning at
0.36-0.43 eV below the conduction band minimum (CBM)
[13,33]. Moreover, the charge state associated to the B’ line is
found to be paramagnetic [34], metastable [29,31,32], and to
correspond to the neutral charge state [35]. The A and B lines
correspond to the +1 and —1 charge states, respectively [33].

The identification of the nature of the underlying defects
strongly relies on density functional calculations. Most of the
available calculations are based on semilocal density func-
tionals. Early calculations supported a Va,-O defect structure
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as candidate for the Ga-O-Ga defect [36-38], proposed in
analogy to the VO center in silicon [27]. Later, Taguchi and
Kageshima proposed an interstitial configuration in which the
O atom binds to only two Ga atoms [39]. However, neither
of these calculations could fully account for the stable charge
states identified experimentally. Pesola et al. then proposed a
defect complex, denoted (Asg,)2-Oas defect, in which the O
defect shows two Asg, antisites in its first-neighbor shell [40].
This defect model shows good agreement with experiment
as far as the vibrational frequencies and the involved charge
states are concerned, but produces a charge transition level at
mid-gap [40], which is inconsistent with the energy at which
the Fermi level is pinned [20].

Recent years have witnessed important advances in the
theoretical study of point defects [41,42]. The most significant
one is the systematic use of hybrid density functionals which
open the band gaps of the host materials bringing them
closer to their experimental values. Hybrid functionals have
been shown to lead to agreement within 0.2 eV for the
defect levels of the As antisite in GaAs [43]. Additionally,
a robust framework has been developed for the treatment of
finite-size effects associated to charged defect states subject
to periodic boundary conditions [44,45]. In particular, clear
criteria have been proposed to eliminate spurious defect charge
states, in which the charge is not localized at the defect
site [45]. Recently, these methodological advances have been
applied to specific oxygen defects in GaAs. Through the
use of hybrid functional calculations, the O defect was
unambiguously ruled out as a candidate for the Ga-O-Ga defect
[46]. Furthermore, reconsideration of the (Asg,)>-Oas defect
led to energies for Fermi-level pinning and optical transitions
between defect charge states in very good agreement with
experiment [47]. These calculations clearly offer a new
perspective on the description of oxygen defects in GaAs and
call for a comprehensive study of these defects through the use
of state-of-the-art methodologies.

©2016 American Physical Society
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In this work, we set out to determine accurate formation
energies and charge transition levels for a large set of
oxygen defects in GaAs using hybrid functional calculations.
Our study includes O impurities in various interstitial and
substitutional sites. In particular, we investigate the case of an
As vacancy containing two O atoms using molecular dynamics
techniques to identify its stable structure. We also consider
defect complexes such as Asg,-Oas and (Asg,)2-Oas defects,
in which the O,g defect binds to either one or two Asg,
antisites. We then examine the stability of the most stable
oxygen defects against the dissociation of O or As antisites.

The formation energies and the charge transition levels
of the Oas and (Asga)2-Oas defects have been the object of
previous communications and are here only briefly summa-
rized for completeness [46,47]. However, these defects are
here considered in the global comparison of the energetics and
in the study of the dissociation into smaller defect units.

The paper is organized as follows. In Sec. II, we describe
the adopted theoretical approach. Our computational scheme is
first detailed and then validated through a series of convergence
checks. The energetics of the considered defects are discussed
individually in Sec. III. In Sec. IV, the Asg,-Oas and
(AsGa)2-Oas complexes, which count among the most stable
defects, are examined against dissociation of oxygen and of
As antisites. In Sec. V, the formation energies of the various
defects are compared and the conclusions are drawn.

II. THEORETICAL APPROACH

A. Defect formation energy

In this work, we calculate defect formation energies and
thermodynamic charge transition levels. The latter correspond
to Fermi energies at which the formation energies of competing
charge states are equal. The formation energy Ef(X?) is a
function of Fermi energy (er) given with respect to the valence
band maximum (VBM), according to [48]

Ex(X?) = ElX?] + E{

corr

— Eo[bulk]

=Y nipi +qler + e+ Avgp), ()

1

where E[X?] is the total energy of the supercell containing
the charged defect X9 and Ey, [bulk] the total energy of
the pristine bulk supercell. For each species i, the chemical
potential u; of the n; added/removed atoms allows us to
describe various experimental conditions. €, corresponds to
the VBM of GaAs as obtained from a separate bulk calculation.
Avgsp is a potential alignment term which accounts for
the potential shift between the bulk and the neutral defect
calculation [45,48]. Finally, EZ,. corrects for the finite-size
error due to the long-range nature of the Coulomb interaction
and the use of periodic boundary conditions.

In this work, we correct our results through the scheme
proposed by Freysoldt, Neugebauer, and Van de Walle [44].
This scheme also allows one to control the defect charge
localization by studying the planar average of the electrostatic
potential far from the defect and checking whether it tends to
a constant value [44,46]. When the defect state is localized
within the supercell, the planar average of the electrostatic
potential is well reproduced by that of a model Gaussian charge
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FIG. 1. Planar averages of the electrostatic potential of (a) the O
defect (Sec. IIT A) and of (b) the O;-Gay defect (Sec. III B), both in the
charge state —1, as obtained with the Heyd-Scuseria-Ernzerhof (HSE)
functional (red). The defect is located at the origin. The black lines
correspond to the potential of a model Gaussian charge distribution
with a width of 1 bohr (model). The blue lines represent the short-
range defect potential and are obtained from the difference between
the red and the black lines.

distribution, as shown in Fig. 1(a). The short-range potential is
obtained as the difference between the model potential and the
potential resulting from the electronic structure calculation.
This short-range potential shows a flat behavior far away from
the defect site [44]. For illustration, we show in Fig. 1(b) a
case in which the defect charge is not well localized. In this
case, the difference between the electronic structure and model
potentials is no longer short range and strongly oscillates
far from the defect site. In some cases, these electrostatic
considerations might not be sufficient to determine whether the
defect state is well localized within the adopted supercell. The
calculation of the screening charge is then a better indicator
for the defect charge localization [45].

B. Computational setup

All defect structures are obtained through full structural
relaxation carried out within a density functional theory frame-
work in which the exchange-correlation energy is described
through the semilocal approximation proposed by Perdew,
Burke, and Ernzerhof (PBE) [49]. We use plane-wave basis
sets defined by a kinetic energy cutoff of 70 Ry together
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with norm-conserving pseudopotentials as implemented in the
QUANTUM ESPRESSO suite of programs [50].

Troullier-Martins—type pseudopotentials generated with the
FHI98PPcode are used in this work [51,52] The pseudopotentials
are generated within the PBE scheme. Only s and p valence
states are explicitly considered for Ga, As, and O. The
maximum angular momentum component is three for Ga and
As and two for O. We take the local potential in the s wave for
Ga, and in the d wave for As and O. To validate the present
pseudopotentials, we calculate with PBE a set of equilibrium
properties for bulk GaAs and for atomic and molecular oxygen.

For bulk GaAs, we use a two-atom primitive supercell, a
cutoff of 70 Ry, and a 12 x 12 x 12 k-point mesh and vary the
lattice parameter between 5.625 and 5.875 A. We fit the total
energy as a function of the lattice parameter using a Murnaghan
equation [53]. The resulting equilibrium lattice parameter (ay),
bulk modulus, and its pressure derivative compare well with
previous generalized-gradient results [54,55] and experimental
data [56,57] as shown in Table I. We also calculate the cohesive
energy and find it to be close to previous theoretical [54,55] and
experimental results [56]. The formation enthalpy also agrees
well with its experimental counterpart [58] (cf. Table I). Using
the PBE lattice parameter, we obtain a band gap of 0.24 eV,
close to previous estimates [43,62].

For atomic oxygen, we use a cubic box with a side of 11 A
and a k-point sampling consisting of the sole I" point. The first
ionization energy (IE) and the electron affinity (EA) compare
very well with their experimental counterparts [59,60], as
shown in Table I. The calculated bond length and binding

TABLE 1. Equilibrium lattice parameter (ay), bulk modulus (By)
and its pressure derivative (B,), cohesive energy (E.), and formation
enthalpy (AH) for crystalline GaAs. First ionization energy (IE)
and electron affinity (EA) for atomic O. Bond length and binding
energy for O,. All results are obtained with the PBE functional.
We compare the present values for GaAs with generalized-gradient
results in Refs. [54,55]. Experimental values taken from Refs. [5S6-58]
are also shown. Experimental values for the IE and AE of atomic
oxygen and for the equilibrium bond length (R) and binding energy
(Ey) of molecular oxygen are taken from Refs. [59-61].

GaAs ap(A) By (kbar)  Bj —E. (V) AH (eV)
This work 5.75 595 4.76 6.11 0.71
Ref. [54] 5.72 621 6.36

Ref. [55] 5.76 660 3.63 6.49

Expt. 5.65* 756* 4.56° 6.52% 0.74¢
0] IE (eV) EA (eV)
This work 13.87 1.57

Expt. 13.62¢4 1.46°¢

0, Ry (A) Ey (eV)

This work 1.215 591

Expt. 1.207" 5.12f

4Reference [56].
bReference [57].
‘Reference [58].
dReference [59].
¢Reference [60].
fReference [61].
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energy of molecular O; is also found in good agreement with
the experimental values [61].

In this work, the defects are generally studied in 64-
atom supercells. For particular purposes, we carry out a few
calculations using larger supercells containing 216 and 512
atoms. For the relaxed structures, the electronic structure
is finally obtained through the use of the hybrid functional
proposed by Heyd, Scuseria, and Ernzerhof (HSE) [63,64].
This functional is implemented in the QUANTUM ESPRESSO
suite of programs as described in Ref. [65]. We adopt
the original range-separation parameter (1 = 0.11 bohr™!,
Ref. [63]) to preserve the overall accuracy of the functional
[65]. However, we set the fraction of nonlocal Fock exchange
to o = 0.35 in order to reproduce the experimental band gap
of GaAs (E, =1.52 eV, Ref. [66]), following the scheme
described in Ref. [43]. The structural properties generally
depend very weakly on «, while the band gap increases linearly
with « [65]. The nonlocal exchange potential is treated as
described in Ref. [67]. In these calculations, pseudopotentials
generated with the PBE functional are used [67-69]. We carry
out spin-polarized calculations. Various spin states are taken
under consideration within PBE. In the case of an even number
of electrons, the calculation with an equal number of electrons
in the two spin states leads to the most stable result. In
the case of an odd number of electrons, the most stable state
corresponds to the case in which the number of electrons in the
two spin states differs by one. The final HSE calculations are
only performed for the most stable spin states found with PBE.

The size of our supercells is based on the experimental
lattice parameter of 5.65 A (Ref. [66]). We prefer using the
experimental lattice constant rather than the PBE equilibrium
value (5.75 A), as our final calculations are performed at
the HSE level which yields an equilibrium lattice parameter
(5.68 A) differing by less than 0.5% from the experimental
value [43]. This choice does not affect the calculated charge
transition levels in any significant way [43].

The use of hybrid functionals is motivated by the necessity
of opening the band gap [42] in order to achieve proper local-
ization of the defect states [45]. Indeed, at the experimental
lattice parameter the band gap of GaAs calculated with PBE is
particularly small (0.67 eV), favoring spurious hybridization
effects between the localized defect states and the delocalized
bands of the host [45].

The use of hybrid functionals for structural relaxations
involves a high computational cost and would limit the number
of defects that could be studied in this work. We therefore
resort to the following relaxation scheme based on the use
of the PBE functional. For 64-atom supercells, we use an
off-center 2 x 2 x 2 k-point mesh, which does not include
the " point. Within PBE, this k-point sampling gives defect
formation energies and defect levels converged to 0.2 and
0.15 eV, respectively, as shown in Sec. II C. This sampling
additionally offers the advantage of opening the band gap in
a similar way as the HSE functional (cf. Fig. 2), when the
band structures are aligned with respect to the electrostatic
potential. With this alignment, energy levels of atomically
localized defects remain approximately constant when going
from PBE to HSE calculations [42,65,70,71]. As can be seen
in Fig. 2, the band gap achieved through the PBE calculation
with an off-center k-point mesh spans almost the entirety of the
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FIG. 2. Calculated band gaps of GaAs as obtained at the PBE
(PBE T") and HSE levels (HSE I') with k-point samplings including
the I point. The middle panel corresponds to a PBE calculation
with an off-center 2 x 2 x 2 k-point mesh (PBE off I"). The band
structures are aligned through the average electrostatic potential
[42,70,71]. Band gaps and band offsets are in eV. The valence band in
the HSE representation has been shifted upwards by 0.1 eV to account
for spin-orbit effects, as suggested in Ref. [43]. Values in parentheses
refer to calculations in which the lattice parameter is fixed at the HSE
equilibrium value of 5.68 A (Ref. [43]).

HSE band gap giving access to defect states in a wide energy
range. A small energy region in the vicinity of the valence
band remains inaccessible through this approach, but an a
posteriori check shows that none of the defect levels obtained
in this work are concerned. Such a PBE scheme ensures
a proper description of the charge localization during the
structural relaxation. For higher accuracy, the final electronic
properties of our 64-atom supercells are obtained through a
HSE calculation with a 2 x 2 x 2 k mesh including the T’
point [43,72].

The present scheme therefore does not yield relaxed model
structures at the hybrid functional level. Nevertheless, such
relaxations generally only yield minor structural changes, as
found in a benchmark study on the Asg, antisite [43]. In
Sec. I C, a detailed study on a representative O defect confirms
that converged results can be achieved without performing
structural relaxations at the hybrid-functional level. More
generally, for particular defects, hybrid functionals may lead to
asymmetric relaxations leading to more localized defect states,
due to a better cancellation of the self-interaction [73-76].
However, even in these cases, the defect energies are generally
only marginally affected, as the asymmetric structure arises
from a subtle competition between the delocalized and the
localized state [75].

In this work, we adopt the As-rich condition, which is the
standard growth condition of GaAs for electronic applications
[77,78]. We obtain the As chemical potential pas from the
tetrahedral Ass, molecule, as it is the molecular precursor
adopted in the molecular beam epitaxy of GaAs [79]. With
HSE [63], this reference is 0.22 eV less stable than the
tetragonal phase of crystalline As. This value corresponds to
the PBE-optimized lattice structure of the minimal tetragonal
cell of solid As, for which we obtain lattice parameters of a =
3.85 and ¢ = 10.64 A in good agreement with experimental
values of a = 3.76 and ¢ = 10.55 A (Ref. [80]). The chemical
potential of Ga, gy, is then derived from the equilibrium
condition with GaAs, ga = MUGaas — Mas- The O chemical
potential o is derived from the equilibrium condition with
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B-Gay 03, as the occurrence of Ga oxides is observed during
oxidation [81]. Through PBE calculations, we obtain for
B-Gay O3 lattice parameters of a = 12.26, b = 3.07, and ¢ =
5.82 A, to be compared with the corresponding experimental
values of a = 12.23, b = 3.04, and ¢ = 5.80 A (Ref. [82]).
The presently adopted chemical potential for O is lower by
3.05 eV than that derived from molecular oxygen.

C. Convergence checks

As far as the accuracy of hybrid functional calculations, a
benchmark calculation involving the Asg, antisite has shown
that calculated charge transition levels can be expected to agree
with their experimental counterparts within ~0.2 eV [43].
This accuracy thus sets the scale for the convergence of our
calculations. To demonstrate that the present computational
setup yields converged results, we here perform several tests
considering the most stable O defects identified in this work.
In particular, we consider the explicit treatment of Ga 3d
electrons, the use of larger supercells and denser k-point
meshes, and the effect of structural relaxation at the hybrid
functional level.

To estimate the effect of explicitly considering the Ga 3d
electrons, we perform PBE calculations with norm-conserving
pseudopotentials generated with or without Ga 3d states
included in the valence. We focus on the formation energies
and energy levels of the (Asg,)2-Oas defect. This is the most
stable defect found in this work. This defect also has the largest
size, as it extends over three atomic sites (vide infra). The Ga
pseudopotential including the 3d states is generated through
the Troullier-Martins scheme [51]. The defect calculation is
performed in a 64-atom supercell using a 2 x 2 x 2 off-I"
k-point mesh and an energy cutoff of 90 Ry. As can be seen
in Table II, the results obtained with the explicit treatment
of the 3d electrons compare well with those achieved using
a Ga pseudopotential without 3d states in the valence. The
charge transition levels are affected by less than 0.1 eV
and the defect formation energies by less than 0.3 eV. A
similar study on the Asg, defect in Ref. [43] yielded similar
conclusions. The corresponding results have been added to

TABLEII. Charge transition levels (g,/,/) and formation energies
(E;) calculated at the PBE level with and without Ga 3d states
in the valence, for the most stable O defect identified in this
work (Asg,)2-Oas. An off-I" 2 x 2 x 2 k-point mesh is used. For
comparison, we also show corresponding energies for the As antisite
from Refs. [43,83]. Energies are given in eV.

Without Ga 3d With Ga 3d

(ASGa)2-Oas

E41/-1 0.93 0.84
Ei(q = +1) 1.15 1.05
Ei(g = —1) 3.00 272
ASGa

Eia/41 0.35 0.25
€110 0.78 0.65
Eig = +2) 0.01 0.43
Ei(g = +1) 0.36 0.68
Eig = 0) 1.14 1.33

125208-4



OXYGEN DEFECTS IN GaAs: A HYBRID FUNCTIONAL STUDY

Table II for completeness. Therefore, we estimate that the
explicit treatment of the Ga 3d electrons might affect the
calculated charge transition levels by ~0.1 eV and the absolute
formation energies by ~0.3 eV. Given the expected accuracy
of ~0.2 eV for defect levels [43], we do not explicitly retain
Ga 3d electrons in our study. We do not include partial core
corrections, as they do not lead to any clear improvement of
the bulk equilibrium properties of GaAs [54].

Next, we investigate the cell size and k-point density
required for achieving converged defect energies. As we aim at
using hybrid functionals, these tests are particularly important
to minimize the overall computational cost. We performed
extensive tests with PBE. We calculate formation energies and
charge transition levels for a series of defects, including the
four most stable O defects and their parent unoxidized defects.
To check the convergence, we consider two different supercell
sizes containing 64 and 216 atoms. We systematically use
the same 2 x 2 x 2 k-point mesh, thereby implying a higher
k-point density in the calculation with the larger cell. The
k-point mesh is shifted to avoid the I point, as recommended
in the literature [84]. Our results are given in Tables Il and IV.
Despite the large size of some of the considered defects,
their electronic properties are already well described with
the 64-atom supercell. Indeed, the defect formation energies
obtained with this cell size differ by less than 0.2 eV from those
obtained with the 216-atom supercells provided the finite-size
correction is applied (Table III). The same conclusion also
applies to the charge transition levels, for which the largest
difference of 0.15 eV is found for the O44 defect. Hence, this
comparison shows that 64-atom supercells with a 2 x 2 x 2

TABLE III. Formation energies [E¢(X?)] and their finite-size
corrections (EZ ) for a series of relevant defects, including the most
stable O defects and their dissociation products, as calculated at the
PBE level of theory with 64-atom and 216-atom supercells and a
2 x 2 x 2 k-point mesh. Various stable charge states g are considered.
The last column gives the difference A E¢(X?) between the formation
energies obtained with the two supercell sizes. The Fermi level is
taken at the VBM (p-type condition) obtained in a HSE calculation
and aligned through the average electrostatic potential. Energies are
given in eV.

64-atom 216-atom

Defect q E{X9) ES,. E(X9) ES_ AE(X9)
VGa/Vas-Asga +3 1.84 140 1.88 1.05 0.04
-2 300 070 3.03 041 0.03
-3 399 137 390 0.85 0.09
Vas-2ASGa/Vga-Asga +1  0.89  0.11 0.79 0.08 0.10
-1 198 0.11 2.03 0.08 0.05
-2 316 046 325 0.31 0.09
O, 0 240 2.40 0.00
Oas +1 1.50 0.09 131 0.07 0.19
0 220 2.16 0.04
-1 318 0.12 3.16 0.09 0.02
(Asga)-Oas +1 0.83 008 074 0.08 0.09
-1 3.06 0.19 3.06 0.10 0.00
(ASGa)2-Oas +1 098 0.12 1.00 0.08 0.02
-1 317 0.13 328 0.08 0.11
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TABLEIV. Charge transition levels (g, ) for a series of relevant
defects, including the most stable O defects and their dissociation
products, as calculated at the PBE level of theory with 64-atom
and 216-atom supercells and a 2 x 2 x 2 k-point mesh. The last
column gives the difference Ag,,, between the charge transition
levels obtained with the two supercell sizes. The defect levels are
referred to the VBM obtained in a HSE calculation and aligned
through the average electrostatic potential. Energies are in eV.

Defect Eq/q’ 64-atom  216-atom  Agyy
\/Gﬂ/\/AS-zASGbl £43/-2 0.23 0.23 0.00
£_2/-3 0.99 0.87 0.12
VAS'ZASGa/VGa'ASGa Eq1/-1 0.55 0.62 0.12
e, 118 1.22 0.04
OAs E41/0 0.70 0.85 0.15
£0/-1 0.98 1.00 0.02
(ASG;\)‘OAS E41/-1 1.12 1.16 0.04
(ASGa)Z‘OAs Eq1/-1 1.10 1.14 0.04

k-point mesh yield results sufficiently accurate for this study.
We note that this conclusion apparently conflicts with the
generally adopted setup which consists of using 216-atom
supercells [62,85,86]. However, in the case of interstitial
As and Ga defects in GaAs, it was already pointed by
Schick et al. that converged results could be obtained with
64-atom supercells [87]. Moreover, we note that our results
for the bistable Vg,/Vas-Asga defect compare well with
previous calculations by Schultz and von Lilienfeld [62]. In
particular, the charge transition levels £,3,_» and £_»,_3 found
in Ref. [62] at 0.38 and 0.80 eV, respectively, do not deviate
more than 0.15 eV from our results reported in Table IV.
In Ref. [85], the bistability is not considered, but the £_5,_3
of Vg, is found at 0.55 eV from the PBE VBM, in good
agreement with the value of 0.58 eV that we obtained for the
same alignment.

We finally perform convergence checks at the hybrid
functional level for one representative defect, the (Asg,)2-Oas
defect. We here examine whether the computational setup
identified within PBE also leads to converged results with
HSE. First, we investigate the effect of k-point density. For
a 64-atom supercell, we increase the k-point mesh from
2 x 2 x 2 (first column in Table V) to 3 x 3 x 3 (second
column). The formation energies of the +1 and —1 charge
states are found to undergo negligible shifts of 7 and 23 meV,
respectively. This ensures that the density of the 2 x 2 x 2
k-point mesh is adequate to yield formation energies and
charge transition levels with HSE sufficiently converged for
this study (cf. Table V). Second, we consider the effect
of neglecting structural relaxation at the HSE level. For
reference, we obtain a configuration of the (Asg,)2-Oas defect
corresponding to the HSE structure in a 216-atom supercell,
following the scheme described in the benchmark study of
Ref. [43]. The formation energies obtained in this way (third
column in Table V) differ by at most 85 meV from those
calculated with the computational setup adopted in this work
(first column), namely, with structural relaxations achieved
with PBE in a 64-atom supercell. This agreement confirms that
64-atom supercells and relaxations within PBE are sufficient
to yield converged electronic properties of the defect within
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TABLE V. Charge transition levels (g, /,) and formation energies
(E¢) calculated at the HSE level of theory with different cell sizes
and k-point meshes, for the most stable O defect identified in
this work (Asga)2-Oas. The calculations are performed for defect
geometries obtained at the PBE level with 64-atom cells and at the
HSE level with 216-atom cells. Two k-point meshes are used. The
2 x 2 x 2 k-point mesh for the 216-atom supercell shows the same
density as the 3 x 3 x 3 k-point mesh for the 64-atom supercell. For
comparison, we also show corresponding energies for the As antisite
from Refs. [43,83]. Energies are given in eV.

PBE 64-atom HSE 216-atom
2x2x2 3x3x3 2x2x%x2

(ASGa)2-Oas

Eq1/-1 1.17 1.17 1.21
Eiqg =+1) 1.50 1.51 1.41
Ei(qg = —1) 3.84 3.84 3.84
ASGa

E42/+41 0.46 0.51
€410 0.94 0.92
Ei(g = +2) —0.10 0.09
Eig = +1) 0.36 0.60
Ei(g =0) 1.30 1.52

HSE. The good agreement between the results based on HSE
and PBE relaxed structures stems from the localized nature
of the defect state, which is equivalently described at these
levels of theory provided the defect level falls in the band
gap [43]. For comparison, we also report in Table V the
results of similar convergence tests performed for the Asg,
antisite defect in Refs. [43,83]. These results further confirm
the present analysis showing errors of similar size.

In summary, on the basis of the present convergence checks,
we estimate that our scheme carries an accuracy of 0.3 eV for
defect formation energies, the principal source of error arising
from the treatment of the Ga 3d electrons. For defect charge
transition levels, our tests show a maximal error of 0.15 eV,
resulting from long-range structural effects extending beyond
the 64-atom supercell. The present accuracy assessment for O
defects in GaAs yields overall similar conclusions as the one
performed in Ref. [43] for the Asg, antisite defect.

III. OXYGEN DEFECTS

A. O,

In the bridging interstitial defect Oy, the O atom binds to an
As atom and a Ga atom of the regular GaAs network, as shown
in Fig. 3(a). In the relaxed structure, the As-O and Ga-O bond
lengths are 1.81 and 1.83 A, respectively, while the As-O-Ga
bond angle takes the value of 129°, in good agreement with
previous theoretical studies [37,38]. In this stable defect
configuration, one As atom in the second-neighbor shell of
the O atom belongs to the plane defined by the As-O-Ga unit.
During a complete rotation around the axis of the original
Ga-As bond, three equivalent defect configurations are found.
Through nudged elastic band calculations with 12 images
and one climbing image [88], we find that the energy barrier
between two equivalent minima amounts to ~15 meV. The
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FIG. 3. O, defect, in which the O atom occupies a bridging
interstitial site: (a) relaxed structure and (b) formation energy vs
Fermi energy.

transition state occurs when the As-O-Ga plane contains a
second-neighbor Ga atom.

The O, defect configuration is only stable in its neutral
charge state, in agreement with experimental evidence [29] and
a previous calculation [37]. The formation energy calculated
with HSE is 2.54 eV, as shown in Fig. 3(b), and corresponds
to the lowest value among the interstitial defects considered in
this work.

For completeness, we also investigate the bridging config-
uration proposed by Taguchi and Kageshima [39] and indeed
find an equilibrium configuration. However, the identified
structure does not correspond to a local minimum and readily
relaxes towards that of the Oy, defect upon a small displacement
of the O atom. We remark that the equilibrium configuration
proposed by Taguchi and Kageshima corresponds to the
symmetrical transition state for diffusion jumps between
nearby Oy, configurations, similarly to the Y configuration for
O diffusion in silicon [89,90].

B. Oi-Ga4 and Oi-AS4

The zinc-blende structure of GaAs presents two tetrahedral
interstitial sites in which interstitial oxygen (O;) can be
incorporated, one enclosed by four As atoms (O;-Ass) and
one by four Ga atoms (O;-Gas). By carrying out structural
relaxations of the O;-Asy defect in a 216-atom supercell, we
find that the O;-As, defect is unstable and relaxes without any
barriers to O;-Gay defect structure. This spontaneous transition
is not observed in the 64-atom supercell, as this cell is too small
to describe the important deformations undergone by the GaAs
network upon the hopping of the O atom from one interstitial
site to the other. We note that the higher stability of the O;-Gay
site can be rationalized through electrostatic arguments.

In the O;-Gay defect, the O atom is located at the tetrahedral
site and forms four equivalent O-Ga bonds with bond lengths of
2.05 A and four Ga-O-Ga angles of 109°, as shown in Fig. 4(a).
This structure agrees well with previous semilocal calculations
[38]. Our hybrid functional calculations indicate that only
the neutral charge state is stable. In particular, the negatively
charged states (from —1 to —3) do not give rise to localized
charge states, as can be inferred from the behavior of the
electrostatic potential calculated upon the addition of electrons
[cf. Fig. 1(b) for the —1 charge state]. This assessment is at
variance with previous studies, in which the charge localization
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FIG. 4. Interstitial O;-Gay defect: (a) relaxed structure and (b)
formation energy vs Fermi energy.

was not considered as a criterion for defining the stability
of a given charge state [38]. The defect formation energy
calculated with the HSE hybrid functional is 4.66 eV, as shown
in Fig. 4(b). By comparing the formation energy of the present
defect with that of the O, defect, we find a difference of
more than ~2 eV, which clearly disfavors the incorporation
of oxygen in the tetrahedral O;-Gay configuration.

C. Oy

The O4s defect was initially assumed as origin of the exper-
imentally identified Ga-O-Ga structure, mostly because of the
analogy with the VO center in silicon [27]. This assignment
was supported by semilocal density functional calculations
[36]. The O was found to occupy an off-center position and to
bind two Ga atoms [36]. Moreover, the charge state —2 was
found to be metastable in agreement with the observation of
metastability associated with the B’ band in the LVM spectra
[36]. These results were confirmed in later studies, which
located the —1/—3 charge transition level at ~0.5 eV below
the CBM under the assumption that the calculated valence
band edge could be aligned to the experimental one [37,38].
Recently, through the use of hybrid functionals, we showed that
the structural and electronic properties of the O defect cannot
account for the experimentally identified Ga-O-Ga defect [46].
Here, we briefly summarize the main properties of the Oxg
defect and refer to Ref. [46] for a more detailed description.

In the charge state 41, the O atom occupies the center of the
As vacancy and forms four equivalent O-Ga bonds with bond
lengths of 2.17 A. This structure is also stable in the neutral
charge defect state, which presents an unpaired electron. In the
charge state —1, the O atom relaxes into a structure of lower
symmetry (Cpy), as shown in Fig. 5(a). The O atom then binds
two Ga atoms with bond lengths of 1.87 A, while the other
two Ga atoms of the defective site form a Ga-Ga bond with
a length of 2.87 A. We note that the stable defect structures
satisfy the electron counting rule [46]. According to this rule,
the available electrons can be accounted for by considering
that fourfold-coordinated Ga and As atoms contribute to each
bond in which they are involved with % and % electrons,
respectively [91].

The formation energies of the charge states +1, 0, and —1
of the O defect are shown in Fig. 5(b). The results correspond
to those that we previously reported in Ref. [46], except for
the use of a different reference for the O chemical potential.
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FIG. 5. Oy, defect: (a) relaxed structure in the charge state —1,
and (b) formation energies vs Fermi energy.

The finite-size corrections applied to the formation energies
of charge states +1 and —1 amount to 0.12 and 0.15 eV,
respectively. The calculated +1/0 and 0/ — 1 charge transition
levelslie at 0.82 and 0.99 eV above the VBM, respectively. The
stability of both positive and negative charge states indicates
that the defect is amphoteric supporting Fermi-level pinning
at ~0.9 eV above VBM [9], in satisfactory agreement with
the experimental pinning level at ~1.1 eV above the VBM
[13]. However, the present defect neither shows negative-U
behavior nor a stable Ga-O-Ga structural unit in all three charge
states, as observed in experiment [31]. Therefore, the Oas
defect cannot account for the experimental characterization of
the Ga-O-Ga defect.

For reference, we report in Table VI the defect formation
energies for Fermi energies at the VBM (p-type) and at the
CBM (n-type), calculated in both As- and Ga-rich conditions.
When Ga-rich conditions are assumed, (g, is taken from bulk
Ga in the solid orthorhombic phase, whereas uas and po
result from the equilibrium conditions of GaAs and $-Ga,03,
respectively. When changing the atomic chemical potentials
taken as reference, the defect formation energies undergo
a rigid shift without affecting the positions of the charge
transition levels.

D. Oga

In the Og, defect, the O atom is centrally located in the
Ga vacancy, where it forms four equivalent O-As bonds with
lengths of 2.26 A and four As-O-As angles of 109°. This

TABLE VI. Formation energies of the substitutional Oa, and
Og, defects in various charge states, as obtained with the HSE
hybrid functional for p- and n-type GaAs, in both As- and Ga-rich
conditions. Energies are in eV.

OAs OGa

Charge Condition p-type n-type p-type n-type
-1 Ga-rich 3.92 2.39 8.82 7.29

As-rich 4.30 2.77 6.92 5.39
0 Ga-rich 2.93 293 7.82 7.82

As-rich 3.31 3.31 5.92 592
+1 Ga-rich 2.11 3.64 7.40 8.93

As-rich 2.49 4.02 5.50 7.03
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atomic structure does not undergo significant variations upon
charging.

Stable charge states are the singly positive, the neutral,
and the singly negative charge states. The charged defect
states carry an even number of electrons, whereas the neutral
charge state shows an unpaired electron. In As-rich conditions,
the formation energy of this defect varies between 5.39 and
5.92 eV, which make its formation unfavorable. Therefore, we
refrain from graphically illustrating the calculated formation
energies. Calculated defect formation energies for various
conditions are summarized in Table VI. From the comparison
between the formation energies of the two substitutional
defects Ops and Og,, we infer that the former defect is
energetically preferred.

E. (2 0)as

In order to saturate all the Ga dangling bonds (DBs) facing
an As vacancy, it is natural to consider two O atoms leading
to the (2 O),, defect. The electron counting rule suggests that
two twofold-coordinated O atoms could saturate the exposed
Ga dangling bonds in the charge state —1. However, upon
direct relaxation in this charge state, we obtain two threefold-
coordinated O atoms, with one of the O atoms having moved
to a nearby interstitial site.

In order to explore the configurational space available to the
two O atoms, we carry out molecular dynamics simulations
with PBE. We perform runs of 5 ps in both the neutral and
—1 charge states at three different temperatures (300, 500, and
800 K). The adopted thermostat rescales the velocities when
the cumulative average temperature moves out of a predefined
temperature window. In addition to the structure found by
direct relaxation, the molecular dynamics simulations identify
a second structure, in which the O atoms are also threefold
coordinated with Ga.

In the second configuration, only the Ga atoms facing the
vacancy participate to the bonding, giving two fourfold- and
two fivefold-coordinated Ga atoms, as shown in Fig. 6(a). Each
O atom forms one short bond with a fourfold-coordinated Ga
atom (1.88 A) and two long bonds with the two fivefold-
coordinated Ga atoms (2.00 A). Oxygen bond angles are 125°
in Ga-O-Ga units involving one fourfold- and one fivefold-

formation energy (eV)

4+ i

0 03 06 09 12 15

Fermi energy (eV)

FIG. 6. (2 O)a defect: (a) relaxed structure of the most stable
configuration in the charge state —1, and (b) formation energies vs
Fermi energy. In (a), the centers of relevant maximally localized
Wannier functions are illustrated through small red spheres.
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coordinated Ga atom, and 94° in Ga-O-Ga units involving two
fivefold-coordinated Ga atoms.

To rationalize the electronic behavior of these defect
structures, we adopt an analysis based on maximally lo-
calized Wannier functions (WF), which allow for a real-
space representation of the electron localization [92]. In both
(2 O) a5 defect structures, the O atoms are surrounded by four
WF centers, three of which point towards a Ga atom and
correspond to Ga-O bonds, as shown in Fig. 6(a). The fourth
WF center lies closer to the O atom and corresponds to a lone
pair. Application of the electron counting rule reveals that both
(2 O)as defect structures require one extra electron in order to
doubly occupy all the bonds. Indeed, the Kohn-Sham energy
of the Ga-O bonds are deep in the valence band and the only
stable defect state is the charge state —1 [cf. Fig. 6(b)].

For the determination of defect formation energies, we
realize that the 64-atom supercell is too small to observe
complete screening of the defect charge as expected for
localized defect states [45]. To ensure proper screening
behavior, we thus use 512-atom supercells with the sole
I' point. This k-point sampling is equivalent to that used
for the other oxygen-related defects, thereby allowing direct
comparisons of formation energies. The configuration iden-
tified by molecular dynamics is the most stable one for the
(2 O)as defect. Its formation energy is displayed in Fig. 6(b).
The applied finite-size correction is 0.09 eV. The structure
achieved by direct relaxation lies 0.45 eV higher in energy.
We note that, with respect to the O,y defect, the electrical
properties undergo significant variation upon the capture of
a second O atom. The amphoteric nature of the O4s defect
disappears and the —1 charge state is the only stable defect
state.

F. ASGa -0 As

We consider the Asg,-Oas defect complex which consists
of an Oag defect bound to an Asg, antisite defect in its
first-neighbor shell. In the charge state +1, the O atom binds
to three Ga atoms facing the arsenic vacancy Vs and forms
three equivalent bonds with lengths of 1.98 A [Fig. 7(a)].
The As atom in the antisite position forms three equivalent
As-As bonds with lengths of 2.50 A, leading to a global
structure of Cz, symmetry. This As atom carries a lone pair,
as confirmed through the calculation of maximally localized
Wannier functions [Fig. 7(a)]. The electron counting rule is
satisfied and all bonds are doubly occupied.

In the neutral charge state, the extra electron breaks the Cs,
symmetry. Two of the O-Ga bonds shorten and one of the As-
As bonds elongates, as shown in Fig. 7(b). Application of the
electron counting rule implies a paramagnetic defect state with
an unpaired electron, of which the charge density is illustrated
in Fig. 7(b). This charge density shows antibonding character
over the elongated As-As bond and bonding character between
the antisite As atom and a nearby a Ga atom.

In the charge state —1, the addition of a second electron
drives the defect structure towards a closed-shell configuration
which satisfies the electron counting rule [cf. Fig. 7(c)]. The
analysis through WF centers reveals that the O atom is twofold
coordinated (with two O-Ga bond lengths of 1.91 A) and that
the antisite As atom binds to two As atoms and one Ga atom.
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FIG. 7. Asg,-Oas defect: (a) relaxed structure in the charge state +1, (b) relaxed structure in the metastable neutral charge state with the
density of the unpaired electron in transparency, (c) relaxed structure in the charge state —1, and (d) formation energies vs Fermi energy. The
small red spheres in (a) and (c) indicate the center of the relevant maximally localized Wannier functions.

The breaking of the As-As bond leaves oppositely oriented
lone pairs on the two As atoms [Fig. 7(c)].

The charge states +1 and —1 of the present defect are
stable, while the neutral charge state is metastable, as can be
seen from the defect formation energies reported in Fig. 7(d).
Calculated finite-size corrections amount to 0.10 and 0.13 eV
for charge states +1 and —1, respectively. The Asga-Oas
defect shows amphoteric character and a charge transition
level at 1.17 eV above the VBM, in good agreement with
the energy at which the Fermi level is pinned experimentally
[13,20]. The number and type of stable charge states, the
paramagnetic character of the neutral charge state, and its
metastable nature all agree with experimental observations for
the Ga-O-Ga defect [29,31-33,35]. However, the Ga-O-Ga
core structure only occurs in the charge state — 1 and transforms
into a symmetrical O-Gas structure in the charge state 1.
This structural rearrangement disagrees with the experimental
evidence that the Ga-O-Ga core persists in all three charge
states [31,32]. We remark that the mechanism by which the
Asga-O,as defect complex captures and releases two electrons
is analogous to that observed for the As-As dimer/DB defect
[17,93]:

+2e”
As-As = 2DBj,

—2e~

@

which has been invoked for explaining the Fermi-level pinning
at GaAs surfaces and interfaces.

G. (Asga)2-Oys

The (Asga)2-Oas defect structure was initially proposed by
Pesola et al. [40] as origin of the experimentally identified
Ga-0O-Ga structure. To support this assignment, they showed
that the defect is stable in its charge states +1 and —1, while
the neutral state is metastable, accounting for the observed
negative-U behavior of the defect. The Ga-O-Ga structural
unit was found to be stable in all the charge states of the
defect and the calculated vibrational frequencies to agree with
the experimental characterization. More recently, a hybrid
functional study yielded defect energies in agreement with
experiment [47], further corroborating the assignment of the
Ga-O-Ga structure to the (Asg,)2-Oas defect. In the following,
we briefly summarize the main properties of the (Asga)2-Oas

defect. For a more detailed description, we refer the reader to
Refs. [40,47].

In the charge state +1, each As atom occupying an antisite
forms three As-As bonds and exposes a lone pair towards
the O atom, resulting in a structure which satisfies the electron
counting rule [47]. In the neutral charge state, two As-As bonds
break and a bond is formed between the two As atoms located
in the antisites. This structure holds an unpaired electron of
which the charge density shows an antibonding character over
the broken Asg,-As linkages and a bonding character between
the two As atoms in the antisites [Fig. 8(a)]. In the charge state
—1, the relaxed defect structure does not differ significantly
from that of the neutral defect state, but the electron counting
rule is again satisfied. The lone pairs carried by the two
Asg, atoms turn away from the O atom, thereby reducing the
steric effect on the O vibrational modes [47] and providing a
simple explanation for the experimentally observed frequency
difference between the defect charge states [31,32].

Figure 8(b) displays the formation energies of the various
charge states of the (Asg,)2-Oas as a function of Fermi energy.
The reported formation energies include finite-size corrections
of 0.13 and 0.14 eV in the charge states +1 and —1, respec-
tively. From Fig. 8(b), it is seen that the defect is amphoteric
providing a mechanism [9] by which the experimentally
observed Fermi-level pinning [13,20,33] can be accounted
for [47]. Indeed, the charge transition level calculated at

@ A
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Al *O | 8
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FIG. 8. (Asga)>-Oa, defect: (a) relaxed structure in the neutral
charge state with the charge density of the unpaired electron in
transparency, and (b) formation energies vs Fermi energy.
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1.17 eV agrees well with the Fermi-level pinning measured
at 1.10-1.17 eV (Refs. [13,33]). An analysis of the optical
transitions between charge states [47] similarly confirms that
the energetic description achieved for the (Asg,)2-Oas defect
accurately accounts for the experimental characterization
[13]. We note that the atomic transformation underlying the
amphoteric behavior of the (Asg,)2-Oas defect corresponds to
the bistability of the As-As dimer/DB defect [17]. Indeed, the
structural rearrangements ensuing the capture/release of two
electrons can be condensed to the reaction in Eq. (2) [17,93].

IV. DEFECT DISSOCIATION

Among the oxygen defects considered in this work, the
AsGa-Oas and the (Asga)2-Oas complexes show the lowest
formation energies. In this section, we investigate the stability
of these defect complexes against dissociation. Indeed, both
these complexes could either dissociate an O atom or an Asg,
antisite. To address the dissociation process, we here focus on
the dissociation of an O atom. The dissociation of an Asg,
antisite can be treated along the same lines.

We thus consider a defect complex DO corresponding to an
unoxidized intrinsic defect D which has captured an O atom.
The simplest examples are O substitutional defects which can
be pictured as O atoms captured in vacancies. In order to assess
whether a specific defect complex occurs, we here adopt two
criteria [48].

The first criterion concerns the relative stability between
the defect complex and its dissociation products. We define
the complex dissociation energy (Egissoc) as a binding energy
[48,94]

Egissoc = —[Er(DO) — E¢(D) — E(Op)], 3

where the dissociation products are the isolated unoxidized
defect D and the most stable interstitial O defect O, corre-
sponding to the bridging As-O-Ga configuration (Sec. IIT A).
By this definition, Egissoc 1S a function of Fermi energy. The
sign of Egissoc nNotifies whether the defect complex is stable
upon dissociation. A positive value supports the stability of
the defect complex, while a negative value indicates that
the isolated dissociation products are favored and that the
complex does not occur [48]. We note that Egiss0c does not
depend on the references defining the chemical potentials.
This stability criterion therefore holds irrespective of specific
growth conditions.

The second criterion depends on the defect equilibrium
concentration which is derived from the defect formation
energy through the following relation [48]:

[Xq] = Nsilechonﬁg eXP[—Ef(Xq)/kTL 4

where Ngj.s is the number of sites per unit volume in which the
defect can be incorporated, Ncong the number of equivalent
defect configurations, k Boltzmann’s constant, and T the
temperature. The concentration of the DO complex dominates
over that of the Oy, defect when E¢(DO) is smaller than E¢(Op).
This second criterion therefore informs us about the relevance
of the defect complex concentration at thermal equilibrium. We
note that, unlike the criterion based on the dissociation energy,
the present one depends on the chemical potentials adopted in
the definition of the defect formation energy [48]. Indeed, this
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reflects the fact that the ratio between the concentrations of
different defects depends on growth conditions.

A. Oxygen dissociation

The stability of the Asg,-Oas defect complex can be
examined by comparing its formation energy with those of
its dissociation products, the isolated gallium vacancy Vg,
and the isolated Oy, according to the reaction

AsGa-Oas = Vga + Op. (5)

In this decomposition, it should be accounted for that one of
the dissociation products, the Ga vacancy, occurs in different
structures depending on Fermi energy. Indeed, when the Fermi
energy lies close to the VBM, the Vg, defect relaxes to
the Va-Asg, defect complex through the displacement of
one of the As atoms facing the vacancy into the vacancy site
[95]. We here calculate the formation energy of the bistable
Va/Vas-Asg, defect at the same level of theory as the other
O defects. Our description of this defect agrees with previous
calculations at the semilocal level (cf. Sec. IIC) [62]. The
dissociation energy of the Asg,-Oas complex shows positive
values exceeding 3 eV in p-type condition [cf. Fig. 9(a)].
However, the dissociation energy decreases with Fermi energy,
reaching negative values in n-type condition. Hence, the
stability criterion for the Asg,-Oas complex is fulfilled over
almost the entire band gap, with the sole exception of a small
energy region in the vicinity of the conduction band.

Under O doping conditions, the formation energy of the
Asga-Ops defect should be lower than that of the O, defect
[Fig. 9(a)] to fulfill the second criterion for defect occurrence.
This is indeed the case for all Fermi energies in the band gap,
except for a small range around the defect charge transition
level at 1.17 eV above the VBM, where the small differences
between the formation energies of the Asg,-Oas and Oy, defects
suggest that these two defects coexist.

For examining the stability of the (Asg,)2-Oas defect, we
consider the dissociation into the Vg,-Asg, defect complex
and the Oy, defect, according to

(ASGa)Z'OAs g VGa'ASGa + Ob- (6)
T T T T 3
(a) Edwssoc (b) ‘ ‘ ‘ ‘
3 .
*/3/'\\ e
> - >
= 1 =2
3 3
2 2
[} = 5}
1 2
VGa/VAs’ASGa VAS‘*2ASG‘3/VGa‘*ASGa
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FIG. 9. Formation energy vs Fermi energy for two O defect
complexes (black lines), (a) Asg,-Oas and (b) (Asga)2-Vas, and
their dissociation products (light blue). The dissociation products
are defined by Egs. (5) and (6). Corresponding binding energies are
shown through red lines.
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The Vg,-Asg, defect complex has already been studied in the
literature for its possible role in the Fermi-level pinning of
radiation-damaged GaAs [96]. It can be pictured as a Asg,
defect bonded to a Vg, defect, which transforms into the
Vas-2Asg, structure upon the displacement of one As atom
facing the Ga vacancy into the vacancy site [96]. The defect
complex is found to be stable in the structure V 55-2Asg, for the
charge state +1, and in the structure Vg,-Asg, for the charge
states —1 and —2 [cf. Fig. 9(b)].

The dissociation energy of the (Asg,y)»-Oas defect is
displayed in Fig. 9(b). It is found to be larger than 1 eV for
all Fermi energies within the band gap, guaranteeing defect
stability against dissociation. As far as the second criterion
for defect occurrence is concerned, we note that the formation
energy of the (Asg,)2-Oas defect is smaller than that of the Oy,
defect for all Fermi energies in the band gap, but a small
energy region around the defect charge transition level at
1.17 eV above the VBM. Under oxygen doping conditions, the
(AsGa)2-Ops defect complex is thus expected to be relevant.
As its amphoteric nature leads to Fermi-level pinning at the
+1/—1 charge transition level [9], one should expect that the
(AsGa)2-Oas and Oy defects coexist due their close formation
energies at these Fermi energies. This assessment is consistent
with experimental observations inferring that the O, and the
Ga-0O-Ga defects occur simultaneously [27,29].

The present analysis leads to the conclusion that the
AsGa-O4as and (Asg,)2-Oas defect complexes show very similar
behavior with respect to O dissociation. Both complexes are
stable against O dissociation and are expected to coexist with
Oy, defects.

B. Asg, dissociation

The Asga-Oas and (Asga)2-Oas defect complexes could also
dissociate As antisite defects. Indeed, the Asg,-Oas defect
complex can be pictured as an Oug defect, to which a first
Asg, defect attaches,

OAs + ASGa = ASGa'OAs- (7)

The (Asga)2-Oas complex then results from the attachment of
a second As antisite,

ASGa‘OAs + ASGa = (AsGa)2'OAS' (8)

At thermal equilibrium, the concentrations of the Asg,-Oas
and (Asga)2-Oas complexes are comparable to each other
due to their very close formation energies (cf. Fig. 10).
However, their relative concentration would be different when
we consider cooled-down conditions following a growth
process at higher temperature [48]. To evaluate the binding
energy for the attachment of an antisite, we compare in
Fig. 10 the formation energies of (Asga)2-Oas with those
of its dissociation products Asg,-Oas and the isolated Asg,.
The binding energy Ey, calculated in the same way as the
dissociation energy given in Eq. (3), is essentially positive over
the whole range of Fermi energies in the band gap, indicating
stability of the (Asg,)2-Oas complex. More importantly, this
assessment holds in correspondence of the charge transition
levels of the defects at about 1.1 eV above the VBM, where
the Fermi energy is expected to be pinned. At this value of
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FIG. 10. Formation energy vs Fermi energy for the (Asg,)2-Oas
defect complex (black) and for its dissociation products Asg,-Oas and
Asg, (light blue) according to reaction (8). The corresponding binding
energy Ey, is also shown (red). The formation energies of (Asg,)2-Oas
and Asg,-Oa; are very close. Consequently, Ey, essentially coincides
with the formation energy of Asg,.

the Fermi energy, (Asga)2-Oas is 1.35 eV more stable than
Asga-Oas with an isolated Asg,.

To determine the effect of these binding energies on the
relative concentrations of these two complexes, we proceed
as follows. Following Eq. (4), we express the thermodynamic
equilibrium concentration of isolated As antisites [Asg,] at the
growth temperature Ty:

[Asga]l = Niites eXP[— Ef(ASGa)/ kTg] 9

Due to its small formation energy, the Asg, is the dominant
defect [72]. We assume that this concentration remains
unmodified upon cooling down to lower temperatures and that
it is essentially unaffected by reactions (7) and (8). In this
picture, we assume that the available Asg, can diffuse in the
GaAs lattice as an isolated species or be bound within the
AsGa-Oas and (Asga)2-Oas complexes. Additionally, we have
that

[AsGa-Oas] + [(Asgy)-Oas] = C, (10)
where the concentration C is determined at the growth tem-
perature and remains fixed when the temperature decreases.
Focusing on reaction (8), the mass action law at the cooled-
down temperature 7' reads as

[(ASGa)Z'OAs] _ Nconﬁg2
[ASGa'OAs] . [ASGa] Nsilechonﬁgl

exp(Ep/kT),  (11)

where Neonfig1 and Neonfig2 are numbers of the same order, cor-
responding to the number of equivalent defect configurations
for Asga-Oas and (Asga)2-Oas, respectively.
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Using Eqgs. (11) and (10), we obtain

[(AsGy)2-Oas] = 1%{ c, (12)
with
o= [AsGa]M exp(Eyp/kT). (13)
Niites Neonfig1

Since Neonfigt & Neonfig2, this expression simplifies to
a ~ exp|—E¢(Asga)/ kT, + Ev/kT]. (14)

Two extreme conditions can be identified. When o > 1,
[(Asga)»-Oas] = C implying that all oxygen defects are in the
form (Asg,),-Oas. At variance, fora < 1, [(Asg,),-Oas] < C
and all oxygen atoms are in the form Asg,-Oags.

In the case of interest to this work, we infer from Fig. 10
that Ef(Asg,) = Ep leading to the preferential formation of
(ASGy)2-Oas for T < T,. This result disfavors the formation of
the Asg,-Oas complex, which can thus be dismissed from the
analysis.

V. CONCLUSIONS

Using a state-of-the-art hybrid functional scheme, we
calculated formation energies and charge transition levels
of several O defects in GaAs. The calculated formation
energies are summarized in Fig. 11. The most stable oxygen
defects are the O, defect and the O substitutional to As
attached to either one (Asga-Oas) or two [(ASGa)2-Oas] As
antisites. The Oy, defect is electrically inactive with a formation
energy of 2.54 eV. The Asg,-Oas and (Asg,)2-Oas defects
show essentially equivalent energetics. They are both stable
in the charge states +1 and —1, and both have formation
energies of 1.55 and 2.33 eV in p- and n-type conditions,

6 —_ | I I | -
(20)as
5 I —
g 0-Gay N
= 4T n
2
(0]
qc_) 3 OAs -
5
— AS 'O
S ASGa‘OAs ( Ga)2 As
1L _|
0 | | | |

0 03 06 09 12 15

Fermi energy (eV)

FIG. 11. Formation energy vs Fermi energy for the bridging
interstitial oxygen defect Oy, (black), the O;-Gay defect (dark green),
the Og, defect (yellow), the O, defect (dark blue), the (2 O)a
defect (light blue), the Asg,-Oas defect complex (light green), and the
(AsGa)2-Oxs defect complex (red). As-rich conditions are assumed.
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respectively. Their charge transition level at 1.17 eV above
VBM is in good agreement with the experimental pinning
level [13].

For these most stable oxygen defects, we investigated their
stability against O dissociation as well as the relevance of their
concentration at thermodynamic equilibrium. The defect sta-
bility was determined from the difference between the defect
formation energy and those of its dissociation products. For the
relevance of the defect concentration at thermodynamic equi-
librium, we adopted a criterion which consists in comparing
the defect formation energy with that of the most stable O inter-
stitial defect, i.e., the Oy, defect. Both defects were found to be
stable against oxygen dissociation and at the thermodynamic
equilibrium they are expected to coexist with the Oy, defect for
Fermi energies close to the pinning level. We then similarly
considered the dissociation of As antisites, finding that the
(AsGa)2-Oas complex is expected to dominate upon cooling
down.

The formation energies of the other defects considered in
this work are larger than that of the Oy, defect, indicating that
their formation is unfavorable. In particular, the formation
energy of the isolated Op, defect is higher by ~0.5 eV than
that of defect complexes in which the O, defect is attached to
one or two As antisites. The acceptor (2 O), defect, in which
two O atoms are captured within the cavity of an As vacancy,
is stable in the charge state —1 across the full band gap, with
formation energies ranging between ~4.5 and ~6 eV. The
interstitial O-Gay defect is neutral and its formation involves a
cost of 4.7 eV, more than 2 eV larger than that of the Oy, defect,
while the O-As, defect has been found to be unstable and to
spontaneously transform into the O-Ga, defect. Finally, the
substitutional Og, defect shows a formation energy ranging
between 5.5 and 6 eV, about 3 eV larger than that of the other
substitutional defect Oag, in both p- and n-type conditions.
Our calculations generally show that the defects with the
lowest formation energies are characterized by O-Ga bonds, in
agreement with the higher stability of Ga oxides with respect
to As oxides [97,98].

In conclusion, we have shown that the (Asg,)>-Oas defect
complex corresponds to the dominant oxygen defect in GaAs.
The only competing O defect is the bridging oxygen interstitial
(Op), which shows close formation energies in correspondence
of the charge transition level of the (Asg,)2-Oas complex.
Since the Fermi level is found to pin in correspondence of this
defect level, this finding suggests that the (Asga)2-Oas and
Op could coexist, in accord with experimental observations
[27,29]. Furthermore, our work also shows that this defect
complex is stable against both the dissociation of oxygen and
the detachment of Asg, antisites. These results corroborate the
assignment of the Ga-O-Ga defect identified experimentally
to the (Asga)2-Oas complex.
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