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Thermodynamic stability of the UO2 surfaces: Interplay between over-stoichiometry
and polarity compensation
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The thermodynamic stability of UO2 surfaces is investigated using ab initio calculations. We employ the
GGA+U framework to properly model the strong electronic correlations of the uranium 5f electrons. Among
the seven terminations of the (100), (110), and (111) orientations studied in this paper, we predict that the
stoichiometric O-(111) is the most stable one under oxygen-poor or -intermediary environments. At odds with
other fluorite surfaces, the overstoichiometric and polar O2-(100) and O2-(111) terminations become the most
stable in oxygen-rich environments. For the latter, strong modifications of the electronic structure appear within
the upper layers, in order to fulfill the polarity compensation criterion. Some U-5f states are emptied, leading
to higher oxidation 5+ and 6+ states for uranium in the outermost layers, but leaving the surface insulating.
This unexpected polarity compensation mechanism is not observed for other charge transfer compounds (such as
PuO2) and can be related to the f -f Mott-Hubbard band gap of the UO2 material. By considering the most stable
stoichiometric and overstoichiometric terminations, the Castell’s ratio can be fulfilled, explaining the Wulff shape
of nanovoids in UO2 crystals.
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I. INTRODUCTION

For several decades, uranium oxides have attracted a large
interest owing to their role in the nuclear industry (as nuclear
reactor fuels or for very long term storage of spent fuels from
actinides). From this perspective, a lot of work concerns the
safety and integrity of nuclear fuel rods or the corrosion of
actinide materials in extreme chemical and thermodynamic
environments [1]. Thus, the UO2 surfaces [2,3] as well as their
interaction with various chemical species [4–9] (hydrogen,
oxygen, water...) have been extensively studied for a long time
by theoretical as well as experimental tools.

Beyond technological or environmental issues, significant
attention has focus on actinide oxides for theoretical reasons.
The behavior of the f electrons in actinide-based materials is
complex and often implies the need to go beyond a standard
description of the electronic structure. In particular, the
density functional theory (DFT) within its standard exchange-
correlation approximations (LDA, GGA) fails to describe UO2

as an insulator and does not capture the behavior of the strongly
correlated f electrons. In the DFT framework, the correct band
gap as well as other features of the f electrons can be recovered
using an additional term called the Hubbard U parameter and
related to the intra-atomic Coulomb interaction [10–12]. For
example, at a very early stage of this approach, the bulk and
surface electronic properties of the UO2 compound have been
successfully described using this method [13]. Even if some
difficulties were highlighted when the DFT+U method has
been demonstrated over time, particular challenges have been
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circumvented and the method is now proven to give reliable
results for actinide oxides [14–16].

In previous studies concerning actinide dioxides, it was
shown that the use of DFT+U is not only mandatory to obtain
a correct description of the bulk properties [14,15,17] but
also to capture the relative stability of the various surfaces
[18]. For instance, consider PuO2, standard DFT leads to
an unexpected stabilization of two overstoichiometric polar
terminations in oxygen rich environments, the O2-(111) and
O2-(100) ones. When using DFT+U , these latter terminations
are destabilized with respect to the stoichiometric O-(111)
and O-(100) surfaces, leading to the following energetic
stability sequence σ111 < σ110 < σ100, in agreement with what
is currently expected for insulators having the fluorite structure
[19] and exposing polar/nonpolar terminations [20,21].

More recently, the calculation of the UO2 surface energy has
attracted much interest using interatomic potentials [22–24]
as well as by means of ab initio simulations [19,25–31]. The
results found by the authors disclosed a serious issue: The
convergence of the surface energy as a function of the slab
thickness is sometimes questionable. In addition, the previous
difficulties encountered at the bulk calculation level, which
where considered as definitively solved, seems to play an
important role again when performing surface simulations. On
one hand, one could ask, are they responsible for the strong
discrepancies existing between some theoretical results? On
the other hand, an important disagreement still remains with
experiments concerning the surface energy ratio between (100)
and (111) terminations. Studying the Wulff shape of nanovoids
in UO2 crystals, by means of scanning electron microscopy,
Castell [32] found that this ratio is equal to σ100

σ111
= 1.42 ± 0.05.

In view of the difficulties faced by computational scientists to
find the UO2 surface energies, this quantity became a reference
to judge the results found [33,34]. However, by performing
calculations on stoichiometric terminations, no conclusive
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finding had been obtained, the ratio being at most in the 1.8–2.0
range in all theoretical works. Does this discrepancy with
experiments come from other nonstoichiometric terminations
not yet considered in computational studies?

In this paper, we present the electronic structure and
thermodynamic stability of various terminations of the (100),
(110), and (111) orientations of UO2. In addition to the
stoichiometric ones frequently studied in other works, we also
focus on some nonstoichiometric terminations not previously
reported. In the computational part we propose a systematic
scheme that will guarantee convergence of the surface energy
with respect to the slab thickness. Concerning results, we
find that the surface energies of some nonstoichiometric
terminations can be strongly affected by external chemical
environments and be more stable than stoichiometric ones.
We thus show that a correct treatment of both stoichiometric
and nonstoichiometric terminations is critical (i) to have a
comprehensive understanding of the thermodynamic stability
of UO2 surfaces and (ii) to explain the shape of nanovoids in
UO2, since the Castell’s ratio is then fulfilled. We finish by
highlighting the effects coming from the electronic structure
and the reasons why, in contrast to PuO2 behavior, the
nonstoichiometric terminations can be stabilized in the case
of the Mott-Hubbard insulator UO2.

II. COMPUTATIONAL DETAILS

A. Ab initio calculations

At polar surfaces, both atomic relaxations and strong
electronic modifications are expected to play a significant role.
In this paper, we thus choose to treat electronic and atomic
structures on equal footing by using ab initio calculations.
These simulations are based on density functional theory
[35,36] (DFT) and performed using the ABINIT [37,38] package
in the framework of the projector augmented wave [39,40]
(PAW) method. The generalized gradient approximation
(GGA) is adopted for the exchange and correlation functional,
following the form proposed by Perdew, Burke, and Ernzerhof
(PBE) [41] and as implemented in the LIBXC library [42].

We use the same oxygen PAW atomic dataset as the one
employed in our previous works [14,18,43] and build our own
uranium PAW atomic dataset using the ATOMPAW generation
code [44]. The latter is generated using the 6s26p67s26d25f 2

electronic configuration, with 14 valence electrons and a PAW
sphere radius equal to 1.1 Å. In order to achieve an accuracy
equal to or better than 1 meV for total energies per formula
unit (see below for reasons), the cutoff energy is chosen
to be 25 Ha. Structural optimizations are performed using
the Broyden-Fletcher-Goldfarb-Shanno minimization scheme
until the maximal cartesian component of the atomic forces is
below 1.0 × 10−4 Ha/Bohr (≈ 0.005 eV/Å). The calculations
have been carried out using a triple parallelization level as
implemented in the ABINIT code [45].

To ensure that the insulating ground state of UO2 is
correctly reproduced, the Hubbard scheme (GGA+U ) has
been employed [46] with the U = 4.5 eV and J = 0.5 eV
parameters. Employing this on-site Hubbard interaction, we
found a band gap and a lattice parameter for UO2 equal to
� = 2.5 eV and a0 = 5.54 Å, respectively, in good agreement
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FIG. 1. Electronic density of states of UO2 in the framework of
DFT+U calculations. EF is set at the VBM, just above the lower
filled (and narrow) Hubbard band. The upper emptied (and wide)
Hubbard band is 2.5 eV above.

with previous theoretical (see Table 2 of Ref. [47]) and
experimental [48–50] (a0 = 5.47 Å and � ≈ 2.1 eV) results.
The distribution of electronic states is also well reproduced
(see Fig. 1) with, in particular, some filled U-5f states above
the O-2p valence band, just below the Fermi level (EF ), and
others emptied U-5f states above EF . This is the picture
previously obtained by means of two experimental techniques
[49]: (i) X-ray photoemission spectroscopy shows a clear
evidence for the localization of the 5f electrons (the filled
2
F5/2 and 2

F7/2 states below EF ), and (ii) Bremsstrahlung
Isochromat Spectroscopy assigns the empty states just above
EF to 4

I9/2 and 4
I11/2. Contrary to charge transfer band gap

materials, the UO2 band gap is thus composed of cationic
states at both valence band maximum (VBM) and conduction
band minimum (CBM) and presents a Mott-Hubbard f -f band
gap. This feature will be very important, when discussing the
properties of UO2 surfaces below. Spin-orbit (SO) coupling
and noncollinear magnetism are not considered in the present
calculations, although the SO effect might be non-negligible
in actinide compounds. However, the typical ratio between
Coulomb repulsion and SO in actinide compounds with
unfilled 5f shells is 1000-10000:300 [51], showing that the
primary effect to consider and to correctly model is the electron
correlation.

B. Slab and surface

Atomic and electronic structures of the terminations are
obtained through supercell calculations in the framework of
the slab model. The convergence of surface properties with
respect to the number of planes is carefully checked (see Sec.
III A) in order to ensure that (i) the two terminations of the
slab are independent and (ii) the bulk properties are recovered
at the center of the slab. High precision is still required from
this perspective.

Three preferential orientations of the actinide dioxide
crystals AnO2 are generally studied: the (110), (100), and
(111) ones. The (110) orientation, composed of neutral AnO2
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FIG. 2. Left (right) panel: Top (side) view of the UO2-(110)
nonpolar and stoichiometric termination.

planes (in the ionic limit), is called nonpolar (see Fig. 2).
Conversely, the (100) and (111) orientations are named polar
since they present a stacking sequence of charged O2 and An
planes [20,21] (see Figs. 3 and 4). In the ionic limit, assuming
that the charge of oxygen and uranium atoms are −2 and
+4, respectively, each plane bears a ±4 charge. This stacking
leads to a divergence of the electrostatic potential which
can only be healed by a modification of the surface charge.
For UO2, the polarity compensation criterion is achieved if
the surface charge is equal to ±2. This can be carried out
through a modification of the surface stoichiometry or a
modification of the surface electronic structure. The former
case corresponds to the O-(111) or O-(100) terminations, for

FIG. 3. Left (right) panel: Top (side) view of the stoichiometric O-
(100) [see (a) and (b)], overstoichiometric O2-(100) [see (c) and (d)]
and understoichiometric U-(110) [see (e) and (f)] polar terminations.

FIG. 4. Left (right) panel: Top (side) view of the stoichiometric O-
(111) [see (a) and (b)], overstoichiometric O2-(111) [see (c) and (d)]
and understoichiometric U-(111) [see (e) and (f)] polar terminations.

which the polarity compensation criterion is naturally fulfilled
(in the following, the stoichiometric polar terminations are
called stoichiometric because the slab contains an entire
number of UO2 formula units). The latter case arises when
oxygen or uranium atoms are in excess on the surface (the over-
or understoichiometric terminations, respectively). Generally,
stoichiometric (non)polar terminations are expected to be more
stable than under- or overstoichiometric polar ones [20,21].
The energetic cost of a modification of the surface electronic
structure is considered to be higher than the one corresponding
to a modification of the surface stoichiometry.

In this paper, we compare the properties (electronic
structure, thermodynamic stability) of three stoichiometric
terminations, the nonpolar UO2-(110) and polar O-(100)
and O-(111) ones, with four nonstoichiometric terminations.
For each of both the (100) and (111) polar orientations,
two other terminations are studied: the understoichiometric
U-(100) and U-(111) (formed by removing one oxygen atom
from the O termination) and the overstoichiometric O2-(100)
and O2-(111) (formed by adding one oxygen atom on the
O termination). Thus, seven terminations are studied in the
following (see Figs. 2, 3, and 4).

Different k-point grid meshes are employed during the cal-
culations according to the orientations. To keep approximately
the same k-point density, irrespective of the terminations, we
use the 2 × 4 × 4, 2 × 3 × 4 and 2 × 4 × 4 Monkhorst-Pack
meshes [52] for the (100), (110), and (111) terminations,
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respectively. The magnetic structure of UO2 is chosen as
antiferromagnetic, with U atoms ferromagnetically coupled
inside each plane parallel to the surface, and these planes
antiferromagnetically coupled with each other.

C. Metastable states

It is now well established that DFT+U leads to the appear-
ance of electronic metastable states. Without close monitoring,
self-consistent DFT+U calculations might converge to a state
that is not the ground state of the system, especially when
the correlated electrons are f electrons. These metastable
states differ from each other by the occupation matrices (OM)
of the correlated orbitals (U 5f in our case). Two schemes
named “Occupation Matrix Control” (OMC) [14,15,17] and
“U-ramping” [16] have been demonstrated to overcome this
problem. In the present paper, we use the first method proposed
to ensure that the true ground state is reached in each
configuration studied.

Another approach has been proposed recently [53]. Authors
take benefit of the valuable information contained in the large
number of metastable states and build a model Hamiltonian
able to find the correct ground state of the crystal. In particular,
when applied to UO2, the authors find the correct ground state
with the 3k AFM magnetic structure.

In OMC, the real ground state of the material is obtained
by exploring, as much as possible, the metastable states.
This exploration is performed as follows: by (i) building all
the n OM corresponding to the combinations of the f state
occupations (diagonal in the system of axis used, and with f

states either full or empty), (ii) performing n calculations using
each of them as starting points, (iii) keeping the OM constant
along the electronic structure minimization (during 20 steps)
and releasing the constraint to converge for each calculation,
and finally (iv) selecting the lowest (ground) state among the
n results. For instance, in the case of UO2, the 7 high-spin
(in order to verify the Hund’s first rule) f orbitals have to be
filled by 2 electrons. This choice of 2 states among 7 available
corresponds to a C7

2 combination and 21 OM constructed
in all.

In general, the OMC scheme is considered to be sufficient
to obtain the ground state of a system in DFT+U calculations.
However, several additional remarks, generally not explained
or not taken into account, can be very useful in at this point:

(a) First, for surface calculations, the OM of the ground
state is required to start the self-consistent field (SCF) process.
Consequently, this OM has to be found beforehand at the
level of bulk calculations. If various orientations of the slab
are considered, the OM has to be expressed in the correct
basis of each orientation. The scheme proposed above being
very time consuming (and tedious), the search of the OM
of the ground state is generally carried out once on a bulk
reference cell (for example: an AFM unit cell with 2 uranium
and 4 oxygen atoms in the present calculations). Then,
the ground state OM is expressed for other orientations by
performing a basis transformation. In this paper, we perform
an independent search for each orientation, in other word, on
various superbulks (with more formula units as previously)
exhibiting the (100), (110), and (111) stacking sequence of
planes. The energy difference found between their ground

states is equal to 3 mHa/f.u. approximately. This result has
many serious consequences: This means that the true ground
state is not or never achieved and that no reference energy can
be safely used for surface energy calculations.

(b) Thus, it is also strongly advised to turn off the crystal
symmetries for both bulk and slab calculations. Doing that, the
three previous ground states are then lowered and separated by
less than 1 meV/f.u., a difference equal to the error induced
by other numerical parameters (k points, cutoff energy...).

(c) Moreover, when performing atomic relaxation, it is
needed to fix the OM at the beginning of each SCF cycle.
For each new set of atomic positions, the electronic starting
point may be far away from the fixed point of the previous
minimization process. Consequently, the SCF cycle may not
converge or exit from the global minimum and converge
towards a local minimum. By reimposing the OM of the ground
state at the beginning of each SCF cycle, the convergence is
easier and safer.

(d) Finally, at these conditions, an efficient Kohn-Sham
equations block eigensolver is needed to converge each step
of the SCF cycle. Indeed, when the symmetries are broken, the
SCF cycle encounters a large number of degrees of freedom: up
to 18 k points, two spin channels, a large number of f electrons
around the Fermi level... In this paper, we employ the efficient
LOBPCG eigensolver [45], as implemented in the ABINIT code,
using an increased block size and line minimization with
respect to other more standard calculations.

To summarize, in order to be confident in a ground state,
used thereafter as a reference in slab and surface calculations,
it is strongly advised to switch off the symmetries, compute
the reference bulk system (OM, the bulk total energy E

UO2
bulk ...)

for one superbulk and use the OM obtained for the ground
state to start each SCF of the atomic relaxation process. We
highlight that the effort is only performed once at the bulk
calculation level and no longer at the surface calculation level.
Consequently, the overall computational time spent using the
“Occupation Matrix Control” (OMC) would be lower than for
the “U-ramping” scheme, for which the effort has to be made
at each new calculation (bulk, surface...) [19,29].

III. UO2 SURFACES

A. The surface energy

Using this bulk reference energy E
UO2
bulk , we can safely

compute, for the stoichiometric systems, the surface energy
of the seven terminations i as:

Ei
surf = 1

2

[
Ei

slab − NUO2E
UO2
bulk

]
(1)

with NUO2 the number of UO2 formula units in the slab.
In order to prove that the bulk ground state is really ob-
tained, we compute the difference of the surface energies
�E = (Ei

surf(NUO2 ) − Ei
surf(∞))/Ei

surf(∞) with respect to the
number of formula units in the slab (with ∞ corresponding
to the maximum number of planes considered for each slab).
The convergence of this quantity is displayed in Fig. 5 for
stoichiometric terminations (and also for nonstoichiometric
terminations, see later). All the surfaces energies are converged
within ±1%, which corresponds to a few mJ/m2 at most. Even
at high number of UO2 formula units, the surface energy
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FIG. 5. Convergence of the relative surface energy of the seven
terminations of UO2 as a function of the number of UO2 formula
units in the slab.

remains approximately constant indicating that no bias is
introduced in the previous equation; i.e., in the bulk energy
value E

UO2
bulk .

This type of convergence study has been reported in a large
number of recent works. Some of them are performed in the
framework of standard DFT. For instance, Skomurski et al.
[28] found variations of the O-(100), O-(111), and UO2-(110)
surface energies larger than 0.1 J/m2 along their convergence
process, with a few of them decreasing irremediably, disclos-
ing a divergence in the calculation method. More recently,
Chaka et al. [27] observed an equivalent behavior for the
(111) termination with a ±0.1 J/m2 oscillation. The two last
years, some DFT+U calculations using the “U-ramping” or
“Occupation Matrix Control” (sometimes without symmetry)
reduce this range of variation. Rak et al. [19] and Bo et al. [25]
show a convergence of the O-(100), O-(111), and UO2-(110)
surface energies with a few 0.01 J/m2 of oscillation at the
end, whereas Tian et al. [30] exhibit a fair behavior of the
O-(111) termination with a surface energy converged lower
than 0.01 J/m2.

If all the surface energies computed in this paper are
converged up to a few mJ/m2, their behavior is not the same as
a function of the thickness of the slab. The understoichiometric
U-(111) and U-(100) terminations are the fastest to converge
(see Fig. 5), then the stoichiometric O-(111), O-(100), and
UO2-(110) terminations, and lastly, the overstoichiometric
O2-(100) and O2-(111) terminations. These latter were the
most difficult to minimize, relax and converge, due to their
strong modifications of the surface electronic structure, as
explained in the following. For a large extent, the process
explained in Sec. II C has been brought into play for these
terminations.

In Table I, we show the surface energies of the three stoi-
chiometric terminations of the UO2 compound, as computed
by other groups and compared to present calculations [using
Eq. (1)]. For each result, we retain the surface energy obtained
using the largest number of layers within the slab.

TABLE I. Surface energies of the stoichiometric UO2-(110), O-
(100) and O-(111) terminations of UO2 (in J/m2), as computed by
other groups, and compared to present calculations.

Termination

Work O-(111) UO2-(110) O-(100)

Classic
Abramowski et al. [24] (Catlow2) 0.89 1.28 1.43
Abramowski et al. [24] (Busker) 1.27 2.00 2.81
Tan et al. [23] 1.29 2.04 2.85
Boyarchenkov et al. [34] 1.14 1.60
Sattonnay et al. [22] 1.07 1.72 2.03

Ab initio
Skomurski et al. [28] 0.33 0.83 1.07
Evarestov et al. [26] 0.93
Chaka et al. [27] 0.90
Rabone et al. [29] 0.48 0.77 1.25
Rak et al. [19] 0.78 1.05 1.47
Bo et al. [25] 0.71 1.08 1.49
Tian et al. [30] 0.72
Present work 0.73 1.16 1.46

First of all, for each work reported in Table I, the surface
energies obey the following sequence: σ111 < σ110 < σ100.
This is the expected trend for surface energies of compounds
with fluorite structure [19]. Even if this “law” is fulfilled in
each work, we stress that the spreading of the surface energy
values is large for each kind of termination (around 1 J/m2).
This dispersion is not only present in empirical atomistic
calculations but also in ab initio simulations. Concerning the
former, the various forms of interatomic potentials used in
these works [22–24,34] are responsible for this scattering. All
of these surface energies are far away from present values and
sometimes, a few of them, are even two times larger. This
strong discrepancy demonstrates that the UO2 terminations
are very difficult to describe by means of classical interatomic
potentials.

For ab initio calculations, a large number of methods and
exchange-correlation functionals have been explored these last
years: Skomurski et al. [28] performed their calculations using
the GGA, Evarestov et al. [26] used an hybrid functional (with
exact exchange), Chaka et al. [27] used the GGA and modeled
UO2 with the correct AFM 3k magnetism, Rabone et al. [29]
used the GGA+U with the U -ramping method, Rak et al. [19]
used the GGA+U with the U -ramping method and without
symmetry, Bo et al. [25] used the GGA+U without symmetry,
and Tian et al. [30] used the GGA+U with the OMC. A
reminder that the present work is carried out using the GGA+U

functional with the OMC and without symmetry. Rather good
agreement is found between present results and the ones
obtained by the last three research groups of Table I, with
a few tens of mJ/m2 differences among them. All these works
clearly fix the surface energy of the three (111), (110), and
(100) terminations as: σ111 = 0.7 ± 0.1 J/m2, σ110 = 1.1 ±
0.1 J/m2, and σ100 = 1.4 ± 0.1 J/m2. We emphasize also that
all of these groups perform GGA+U calculations and employ
OMC or U -ramping without symmetry. This convergence
between state-of-the-art approaches highlights the need to use
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sophisticated methods to obtain correct surface energies of
UO2. At odds, strong discrepancies are observed between the
first four groups of Tab. I performing ab initio calculations
and the surface energies estimated by using state-of-the-art
approaches. For some cases, several hundreds of mJ/m2 of
differences separate them from the expected result. This large
disagreement shows the impossibility to obtain precise UO2

surface energies without using sophisticated methods.

B. The surface Grand potential

So far, the surface energies are only computed for stoichio-
metric terminations. In order to evaluate the stability of the
nonstoichiometric terminations too, it is needed to go beyond
the surface energy formalism, as described in Eq. (1). For this
purpose, the surface Grand potential framework is well suited.
This one enables the comparison of the thermodynamical
stabilities of various terminations with different chemical
compositions. We already applied this approach to the PuO2

terminations [18] and refer the reader to this paper for details.
In theory, the surface Grand potential �i

surf of the i termination
is defined as follows:

�i
surf = 1

2

[
�i

slab − NUO2�
UO2
bulk

]
with NUO2 the number of UO2 formula units in the slab, �i

slab
and �bulk the Grand potentials of the slab with termination i

and of the bulk, respectively. To ensure that the surface is in
equilibrium with the bulk UO2, we also impose that the UO2

chemical potential obeys:

μUO2 = μU + 2μO = E
UO2
bulk

with μU and μO the chemical potentials of the uranium and
oxygen species in UO2. By means of these equations, we
can deduce the surface Grand potential γ i

surf per surface unit
area A:

γ i
surf = �i

surf

A
= φi

surf − αi�μO with

φi
surf = 1

2A

[
Ei

slab − NUE
UO2
bulk − E

O2
mol

2
(NO − 2NU)

]

αi = 1

2A
(NO − 2NU)

with NO and NU the number of oxygen and uranium atoms
in each slab i-terminated, and E

O2
mol the total energy of the O2

molecule, computed by means of ab initio calculations.
The surface Grand potential has no explicit temperature

dependance, but this feature can be implicitly taken into
account via the oxygen chemical potential. The relative oxygen
chemical potential �μO(p,T ), as a function of the temperature
T and the oxygen partial pressure p, expressed in its ideal gas
formulation, reads:

�μO(p,T ) = 1
2

(
μO(p,T ) − E

O2
mol

)
(2)

= 1
2 (μ̄O2 (p0,T ) + kBT ln(p/p0)) (3)

with p0 as a reference pressure (here 1 atm) and μ̄O2 (p0,T )
includes all the contributions coming from the molecular
rotations and vibrations. In the present paper, the latter is not
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FIG. 6. Surface Grand potentials of seven terminations of UO2

(in J/m2) as a function of the relative oxygen chemical potential
�μO (in eV): the stoichiometric ones O-(111), O-(100) and UO2-
(110), the overstoichiometric ones O2-(111) and O2-(100), and the
understoichiometric ones U-(111) and U-(100). For two values of the
oxygen partial pressure, a temperature scale is given at the bottom
and the top of the figure. The black areas correspond to the limit of
stability of the UO2 compound (-5.6 eV = − 1

2 E
UO2
f < �μO ) and of

oxygen in condensed matter (�μO < 0 eV), with E
UO2
f the formation

energy of the UO2 compound.

evaluated using first principles calculations, but taken from
experimental values, as listed in thermochemical tables [54].

In Fig. 6 we plot the surface Grand potentials of the seven
terminations of UO2. The stoichiometric O-(111), UO2-(110),
and O-(100) terminations are the most thermodynamically
stable for oxygen-poor and -intermediary environments, in line
with the conclusions found at the level of surface energies.
More surprisingly, for oxygen-rich environments, the over-
stoichiometric O2-(111) and O2-(100) terminations become
the most stable. This result would indicate that the overstoi-
chiometry is favored on the surface when this termination is
exposed to oxygen-rich environments. Moreover, this starting
point would be an interesting candidate in order to create
(by diffusion from the surface) overstoichiometric bulk phases
such as U4O9 and U3O8.

However, this stabilization of the O2-(111) and O2-(100)
terminations is in serious conflict with other results already
established in the literature. On one hand, the surface energy
sequence σ111 < σ110 < σ100 is no longer fulfilled under
oxygen-rich environments since the surface energy of the
O2-(100) becomes lower than the UO2-(110) one. On the
other hand, as stated for a larger number of materials
[20,21] and previously shown [18] in the case of PuO2, this
stabilization is not expected since these two terminations are
nonstoichiometric and polar. Before answering, we would like
to show how this stabilization is different from others already
reported in the literature.

Indeed, an unexpected and unphysical stabilization could
be inadvertently observed if the strong electronic correlations
arising in these materials are not properly taken into account:
in a previous work [18], the O2-(111) and O2-(100) of PuO2
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FIG. 7. Electronic density of states of the bulk (bottom) and O2-
(100) termination (top) of PuO2. The Fermi level, defined as the VBM
for bulk planes, intercepts the valence band of surface planes below
the VBM.

were found to be thermodynamically stable in oxygen rich
environments when using the GGA-only functional. These
terminations were no longer found stable when using the most
suited GGA+U framework (see Ref. [18]). This is the reason
we claim that a correct treatment of the electronic correlations
is needed when one is interested in the thermodynamic stability
of polar terminations of correlated materials. In order to heal
the polarity, some states have to be filled or emptied at the CBM
or at the VBM, respectively. The energetic cost associated with
this surface electronic reorganization being related to the band
gap value, if the material is treated as a metal or an insulator,
the polar termination will be found stable or not, respectively.

In the recent works of Chaka et al. [27], and Stubbs et al.
[31], a strong stabilization of the O2-(111) termination of UO2

is found, in oxygen-intermediary and -rich environments, in
qualitative but not quantitative agreement with the present
results. This overstabilization is probably related to the
electronic correlations that are, at the GGA-only level, not

as well described as within the GGA+U . Indeed, a small band
gap (0.38 eV) in the bulk is obtained by these authors, as well
as a strong metallization of the termination due to the emptying
of two states at the VBM (in order to heal the polarity), and
a larger thermodynamical stabilization than the one shown in
Fig. 6.

In this paper, we find that the thermodynamic stabilization
of the O2-(111) and O2-(100) terminations of UO2 in oxygen-
rich environments is not as strong as in the works of Chaka et al.
[27] and Stubbs et al. [31], due to a more relevant treatment of
the electronic correlations, described at the GGA+U level. The
same terminations are not stabilized at the PuO2 surfaces. In
the following, we explain why UO2 and PuO2 are different
and why the polarity compensation mechanism through a
modification of the surface electronic structure could be
efficient for UO2.

C. The electronic structure

The first technique brought into play on the O2-(100) and
O2-(111) overstoichiometric terminations is the calculation
of the total electronic density of states (DOS). For both, the
surface remains insulating. This feature is not expected since
two surface electronic states have to be emptied in order to heal
the polarity. Generally, such nonstoichiometric polar surfaces
become metallic, or at least exhibit an open-shell electronic
structure [21,55]. This behavior was previously found on the
O2-(100) termination of the PuO2 compound (see Ref. [18]
and Fig. 7). To fulfill the polarity compensation criterion, two
states are emptied at the VBM. In PuO2, these are oxygen
states and the surface oxygen atom is then reduced.

Concerning the O2-(100) and O2-(111) terminations of
UO2, surprisingly, the oxygen surface electronic states are not
affected by the polarity compensation. However, the uranium
states are strongly modified (see Fig. 8). As for PuO2, to
fulfill the polarity compensation criterion, two states have to
be emptied at the VBM. However, at odds with PuO2, these
ones are now uranium states and the surface uranium atom
is then oxidized.
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FIG. 8. Left (right) panel: electronic density of states of the O2-(100) (O2-(111)) overstoichiometric terminations, projected on the outermost
uranium layer. The Fermi level is defined as the VBM in both cases.
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TABLE II. Surface charges of the atoms belonging to the six
outermost layers of the UO2/O2-(111), UO2/O2-(100) and PuO2/O2-
(111) terminations, computed by means of a Bader topological
analysis [56]. “Cation” indicates the layers composed of uranium
or plutonium atoms. Within the O2 layers, the charges carried by
each oxygen atom are separated using a “/”.

Surface UO2/O2-(111) UO2/O2-(100) PuO2/O2-(111)

O2 −0.88/−1.09 −1.08/−1.08 −0.62/−0.92
Cation +3.08 +2.87 +2.57
O2 −1.18/−1.24 −1.19/−1.19 −1.09/−1.17
Cation +2.61 +2.86 +2.48
O2 −1.31/−1.30 −1.25/−1.25 −1.25/−1.25
Cation +2.61 +2.62 +2.49

This behavior is peculiar to a Mott-Hubbard insulator (such
as UO2) and cannot be effective on a common charge-transfer
material (such as PuO2). The f -f band gap of UO2 leads to
a polarity compensation mechanism through the f cationic
states and no longer through the p anionic states. Due to the
strong electronic correlation effects, the f states emptied at
the VBM are shifted up to the upper Hubbard band, leaving
the material insulating after healing the polarity, rather than
metallic. To our knowledge, this typical feature has never
been reported and has to be confirmed for other Mott-Hubbard
materials. In the case of UO2 polar surfaces, we highlight
that the polarity compensation through a modification of the
surface electronic structure could compete with the most
widespread mechanism acting on the surface stoichiometry.

In order to confirm these statements we compute the surface
charges by means of a Bader topological analysis [56]. In
Table II, we show the charges carried by the atoms belonging
to the six outermost layers of the O2-(111) and O2-(100)
terminations of UO2 compared to the O2-(111) termination
of PuO2. Whereas the oxygen atoms are the most affected by
the polarity compensation and the plutonium charge remains
almost constant within the outermost layers of PuO2/O2-(111),
the conclusions are reversed in the case of UO2. The charge of
the uranium atoms is strongly modified in the subsurface plane
of UO2/O2-(111) and deeper concerning the UO2/O2-(100)
termination. This confirms that the polarity compensation
is achieved through the oxygen p states for the O2-(111)
termination of PuO2 and through the uranium f states for the
O2-(111) and O2-(100) terminations of UO2. In the ionic limit,
we conclude that the O2-(111) termination of UO2 shows one
layer with a U6+ oxidation state, and the O2-(100) termination
exhibits two layers with a U5+ oxidation state. This view,
schematized in Table III, is in line with the observations made
at the level of the electronic density of states and fulfills the
polarity compensation criterion (the sum of the charge of the
two or four outermost layers of O2-(111) or O2-(100) is equal
to +2, respectively).

We also check that the surface atomic structure of the O2-
(111) termination is coherent with the U6+ oxidation state. The
creation of a short U-O bond on top of the termination (dsurf

U−O =
1.8 Å vs dbulk

U−O = 2.4 Å) is coherent with the formation of a
uranyl group.

It is also interesting to compare UO2 and PuO2 concerning
the oxidation. Uranium can be easily oxidized, so the emer-

TABLE III. Surface charges carried by the atoms belonging to
the six outermost layers of the UO2/O2-(111), UO2/O2-(100) and
PuO2/O2-(111) terminations in the ionic limit. “Cation” indicates
the layers composed of uranium or plutonium atoms. Within the O2

layers, the charges carried by each oxygen atom are separated using
a “/”.

Surface UO2/O2-(111) UO2/O2-(100) PuO2/O2-(111)

O2 O2−/O2− O2−/O2− O−/O−

Cation U6+ U5+ Pu4+

O2 O2−/O2− O2−/O2− O2−/O2−

Cation U4+ U5+ Pu4+

O2 O2−/O2− O2−/O2− O2−/O2−

Cation U4+ U4+ Pu4+

gence of 5+ and 6+ oxidation states is not really surprising in
an oxygen-rich environment. What is more astonishing is the
interplay between (i) the modification of the uranium oxidation
state (due to oxidization) and (ii) the compensation of polarity
(inherent to the (111) and (100) orientations). This interplay
was not possible for PuO2, since (i) the 5+ and 6+ states are not
(or hardly) available for plutonium [57–59] and (ii) the states
involved in the polarity healing and available at the VBM are
no longer cationic but rather oxygen ones. Thus, in the case
of the O2-(111) and O2-(100) surfaces of PuO2, the surface
oxygen atoms become less reduced (O−), the plutonium is no
longer oxidized and the terminations are not stable.

Lastly, present calculations may be compared to experi-
ments. While one work concerns the (100) surface [60], a
large number is dedicated to the (111) termination. Among
these latter works, some of them [61,62] do not reveal any
oxygen enrichment of the termination, and show a (1 × 1)
reconstruction, meaning that the surface is probably the O-
(111) termination defined in this paper and thermodynamically
stable in an oxygen intermediary environment (see Fig. 6). A
few others [63,64] highlight the formation of an overstoichio-
metric termination, with additional interstitial oxygen packed
into a (

√
3 × √

3) R 30◦ reconstruction. According to authors,
this would correspond to the formation of a higher uranium
oxide (with a U3O7 stoichiometry) which has grown epitaxially
onto the surface. Even though we did not consider these types
of reconstruction in this paper, this result may be related to
the stability of the overstoichiometric O2-(111) termination in
oxygen-rich environment, to some extent. Finally, particular
attention may be given to the work performed by Senanayake
et al. [65]. In their experiments, the (111) termination of UO2

is cleaned in situ by several cycles of annealing at 800 K and
sputtering using Ar+. They followed by annealing under O2

at various pressures and times and XPS analysis at 300 K
under 10−12 atm. in air. They observed the formation of an
overstoichiometric termination with a ratio of O/U = 2.22,
as previously reported in previous works [63,64]. In addition,
they also indicate the reduction of the 5f bandwidth, compared
to stoichiometric terminations, and interpret this result as the
sign of the formation of a more metallic state. We would like
to stress that it is exactly the behavior identified in the right
panel of Fig. 8. When considering the O2-(111) termination,
the bandwidth of the 5f states forming the VBM is reduced,
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compared to stoichiometric terminations, due to the emptying
of two 5f states.

D. The Wulff shape of nanovoids in UO2

A long-standing controversy continues for the Wulff shape
of nanovoids in UO2 crystals. An important disagreement still
remains between simulations and experiments concerning the
surface energy ratio between (100) and (111) terminations. By
means of scanning electron microscopy, Castell [32] found
that this ratio is equal to σ100

σ111
= 1.42 ± 0.05. This quantity

is often discussed [33,34] in order to judge the quality of
the surface energy calculations. However, to our knowledge,
thus far the Castell ratio has never been approached, where
all the previous ab initio results have found a ratio within
the 1.8–2.0 range. In recent work, Boyarchenkov et al. [34]
claimed that this ratio can be achieved by classical molecular
dynamic simulation, but the surface energies are far from the
ones obtained using state-of-the-art ab initio techniques (see
Section III A). Others have envisaged the hydroxylation of
such terminations [19,25,30] showing that the ratio could be
obtained at half coverage [33].

In the present study, if we retain the most stable termination
for each orientation (see Fig. 6), various situations can be
achieved. In oxygen-poor and -intermediary conditions, the
O-(111), UO2-(110), and O-(100) terminations are the most
thermodynamically stable. The ratio in this case is constant
and is equal to exactly 2.0, in line with results obtained
previously by other groups. For oxygen-rich environments,
these terminations are no longer the most stable. For −1.0 eV
< �μO < −0.5 eV, the surface Grand potential of the
O2-(100) terminations becomes lower than the one of the
O-(100) termination. At last, for �μO >−0.5 eV, the O2-(111)
termination is found more stable than O-(111). For �μO =
0 eV, the limit of existence of oxygen in condensed matter, the
ratio is approximately equal to 1.0.

Consequently, for −1.0 eV < �μO < 0 eV, the ratio is no
longer constant and decreases from 2.0 to 1.0. In particular,
the exact Castell ratio is obtained for �μO ≈ −0.60 eV (see
Fig. 6). We stress that this value of the relative oxygen chemical
potential corresponds to a temperature around 300 K, which is
the temperature used in the experiments performed by Castell,
irrespective of the oxygen partial pressure. Thus, at ambient
temperature, the surfaces of nanovoids (and nanocrystals)
would be formed of O-(111) and O2-(100) facets.

IV. CONCLUSIONS

The electronic structure and thermodynamic stability of
seven UO2 terminations has been studied by means of ab initio
GGA+U calculations. Particular attention has been paid to the
computation of the electronic structure in order to avoid local
minima. In particular, the Occupation Matrix Control used in
this work has been deeply detailed. This framework, allowing
a correct description of the electronic correlations arising in
this material, is proved to be essential in order to correctly
describe energetic and electronic properties of UO2 surfaces.
The expected surface energy sequence σ111 < σ110 < σ100

is obtained for oxygen-low and -intermediary environments
with the polar O-(111), nonpolar UO2, and polar O-(100)
terminations, respectively.

In oxygen-rich environments, an unexpected feature is
observed: The polar and overstoichiometric O2-(111) and
O2-(100) terminations become the most stable. The interplay
between the Mott-Hubbard band gap of UO2 and the oversto-
ichiometry of these terminations leads to an peculiar healing
of the polarity. In order to fulfill the polarity compensation
criterion, some U-5f states (rather than O-2p states) are
emptied at the VBM. Undergoing strong correlation effects,
these U-5f emptied states are shifted towards the upper Mott
band leaving the termination insulating. Taking into account
both stoichiometric and overstoichiometric terminations, we
show that the 1.42 Castell’s ratio can be fulfilled at 300 K
in oxygen-rich environments, explaining the Wulff shape of
nanovoids in UO2 crystals.

Concerning the unexpected thermodynamic stability of the
overstoichiometric terminations in oxygen-rich environments,
we stress that the polarity compensation mechanism high-
lighted in the case of UO2 surfaces is not reported in the
literature, to our knowledge. This mechanism shows a strong
thermodynamical efficiency with respect to the common mech-
anism involving a modification of the surface stoichiometry. It
would be interesting to study the polar surfaces of other mixed
valence compounds with f -f Mott-Hubbard band gap, such
as Pu2O3.
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