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Many-body perturbation theory in the GW approximation is currently the most accurate and robust first-
principles approach to determine the electronic band structure of weakly correlated insulating materials without
any empirical input. Recent GW results for ZnO with more careful investigation of the convergence with respect
to the number of unoccupied states have led to heated debates regarding the numerical accuracy of previously
reported GW results using either pseudopotential plane waves or all-electron linearized augmented plane waves
(LAPWs). The latter has been arguably regarded as the most accurate scheme for electronic-structure theory for
solids. This work aims to solve the ZnO puzzle via a systematic investigation of the effects of including high-energy
local orbitals (HLOs) in the LAPW-based GW calculations of semiconductors. Using ZnO as the prototypical
example, it is shown that the inclusion of HLOs has two main effects: it improves the description of high-lying
unoccupied states by reducing the linearization errors of the standard LAPW basis, and in addition it provides an
efficient way to achieve the completeness in the summation of states in GW calculations. By investigating the con-
vergence of GW band gaps with respect to the number of HLOs for several other typical examples, it was found that
the effects of HLOs are highly system-dependent, and in most cases the inclusion of HLOs changes the band gap
by less than 0.2 eV. Compared to its effects on the band gap, the consideration of HLOs has even stronger effects
on the GW correction to the valence-band maximum, which is of great significance for the GW prediction of the
ionization potentials of semiconductors. By considering an extended set of semiconductors with relatively well-
established experimental band gaps, it was found that in general using a HLO-enhanced LAPW basis significantly
improves the agreement with experiment for both the band gap and the ionization potential, and overall the partially
self-consistent GW0 approach based on the generalized gradient approximation gives an optimal performance.
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I. INTRODUCTION

Since the seminal work by Hybertsen and Louie [1] and
Godby, Schlüter, and Sham [2] in the 1980s, many-body per-
turbation theory in the GW approximation, often implemented
as a correction to Kohn-Sham density-functional theory in
the local-density approximation (LDA) or the generalized-
gradient approximation (GGA), has established itself as the
most accurate and robust first-principles approach to calculate
the electronic band structure of weakly correlated insulating
materials without any empirical input [3–5]. Most of the early
implementations of GW for solids are based on pseudopoten-
tials (PP) and a plane-wave basis [1,2,6,7]. Recently, there have
been several implementations of GW based on the projector
augmented wave method (PAW) [8,9], which is an all-electron
approach but with the frozen-core approximation (FCA), the
linearized augmented plane waves (LAPW), or the muffin-tin
orbital (LMTO) methods [10–18]. The effects of using the
PP approximation in GW calculations have been carefully
analyzed in a series of studies [11,16,19–21], and now it seems
to be well accepted that only when semicore states that belong
to the same shell as valence electrons are treated as “valence”
can the PP approximation provide comparable accuracy to
all-electron approaches for GW calculations.

Another issue that has caused heated debates in the GW

community recently is the convergence of the GW band gap of
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ZnO with respect to the number of unoccupied bands [22–25].
ZnO, an apparently simple semiconductor, has been one of
the well-known “difficult” systems for which one-shot or
partially self-consistent GW treatments based on LDA/GGA,
denoted as G0W0 and GW0 [26], respectively, still give a
significantly underestimated band gap [27–29]. The latter
was often attributed to significantly overestimated interaction
between Zn 3d and O 2p states by LDA/GGA. Indeed, by using
a single-particle Hamiltonian with an improved description of
semicore d-states [i.e., that from hybrid functionals [28,30,31]
or the exact-exchange optimized effective potential (OEP)
approach [32]] as the input for G0W0, or using approximate
self-consistent GW [33,34], much improved agreement with
experiment can be obtained for the band gap of ZnO. It was
therefore a big surprise for the community when Shih et al. [22]
reported the remarkable findings that the widely observed
underestimation of the G0W0 band gap for ZnO was caused
by the ill-convergence of G0W0 calculations with respect to
the number of unoccupied bands (Nb), and by considering as
many as Nb ∼ 3000 unoccupied bands, the LDA-based G0W0

gives a gap of about 3.4 eV, which is almost 1 eV larger than
previous published G0W0 gaps [27–29]. Shih et al.’s findings,
however, have a loophole: the frequency dependency of the
dielectric function was treated by the Hybertsen-Louie (HL)
generalized plasmon-pole (GPP) model [1], which depends
on the f -sum rule. A later study by Stankovski et al. [23]
shows that the slow convergence of the G0W0 band gap with
respect to Nb is indeed related to the use of the HL-GPP
mode; when using the contour deformation (CD) approach [2],
which is arguably a more accurate treatment of the frequency
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dependence than the GPP model, the convergence with respect
to Nb can be readily achieved, and the converged G0W0 band
gap is only slightly larger than previously reported values. To
solve the ZnO puzzle, Friedrich et al. [24] performed a detailed
investigation of ZnO using GW implemented in the LAPW
basis. They found that when using the “standard” LAPW basis,
the G0W0 band gap of ZnO converges rather quickly as a
function of Nb. The convergence, however, becomes much
slower when hundreds of additional high-energy local orbitals
(HLOs), i.e., basis functions that contribute only within the
muffin-tin spheres [35], are included to improve the quality of
the LAPW basis to represent high-lying unoccupied states, and
the final Nb-converged G0W0 band gap of ZnO obtained from
an extrapolation to an infinite number of unoccupied bands is
about 3.0 eV, which is about 0.4–0.9 eV larger than previously
reported values, but still about 0.4 eV smaller than the value
reported by Shih et al. [22].

The LAPW basis is often regarded as the most accurate
one to describe the electronic structure of solids [36], and
the results based on LAPW, either at the DFT level or at
the GW level, are often taken as benchmark to validate
other more approximate treatments [21]. Considering the
far-reaching implications of Friedrich et al.’s findings [24],
it is important to investigate the issue in more detail. In
particular, we address several open questions that are not
answered in the previous publications: (i) What is the real
origin of the slow Nb convergence of the G0W0 band gap in
ZnO? (ii) Is such slow convergence a general feature of GW

calculations or is it system-dependent? (iii) What are the effects
of HLOs on the GW correction to the valence-band maximum,
which is crucial to obtain accurate ionization potentials of
semiconductors [37–42]? We address these issues based on
the latest version of the GAP (GW with augmented plane
waves) code [18], which has been extended to support the
use of a LAPW basis with an arbitrary number of LOs per
angular momentum channel (l). The latter has been recently
implemented in the WIEN2K code [43] as required for the
accurate evaluation of NMR chemical shifts in the LAPW
framework [44,45]. It should be noted that the importance
of local orbitals for an accurate description of high-lying
unoccupied states has been addressed by several authors in
other contexts [46–49], and that the effects of including HLOs
in the GW calculations for Si were already investigated by
Blügel and co-workers in 2006 [14].

This paper is organized as follows. The next section presents
a short overview on the implementation of the GW approach in
the LAPW basis (see Ref. [18] for more details). In Sec. III we
first present a systematic investigation of ZnO, which confirms
the previously reported results and further clarifies the origin
of the ZnO puzzle. We then consider several representative
semiconductors and insulators to show that the effects of HLOs
are highly system-dependent. Finally, we present numerically
well-converged G0W0 and GW0 results for a set of prototypical
systems, including both band gaps and ionization potentials,

which can be used as benchmark data for further theoretical
development. Section IV summarizes the main findings of this
work and closes the paper with some general remarks.

II. THEORY AND METHOD

A. The G0W0 approach

Quasiparticle energies (ε(QP)
nk ) in the G0W0 approach are

calculated by first-order perturbation correction to KS-DFT
single-particle energies εnk,

ε
(QP)
nk = εnk + Znk〈ψnk|�xc(εnk) − Vxc|ψnk〉, (1)

where Vxc is the approximate exchange-correlation potential
in KS-DFT, ψnk(r) are KS orbital wave functions, and Znk is
the QP renormalization factor given by

Znk =
[

1 −
(

∂

∂ε
〈ψnk|�xc(ε)|ψnk〉

)
ε=εnk

]−1

. (2)

By introducing an auxiliary basis χ
q
i (r) that can accurately

represent products of two Kohn-Sham orbitals, often termed
the product basis,

ψnk(r) ψ∗
mk−q(r) =

∑
i

Mi
nm(k,q) χ

q
i (r), (3)

with the expansion coefficients Mi
nm(k,q) given by

Mi
nm(k,q) ≡

∫
�

[
χ

q
i (r) ψmk−q(r)

]∗
ψnk(r)dr, (4)

where � indicates the volume of the unit cell, the diagonal
elements of the GW self-energy in terms of KS orbitals read

〈ψnk|�xc(ω)|ψnk〉 = N−1
c

∑
q

∑
m

∑
i,j

i

2π

∫ ∞

−∞
dω′eiω′η

×
[
Mi

nm(k,q)
]∗

Wij (q,ω′)Mj
nm(k,q)

ω + ω′ − εmk−q
,

(5)

where Nc is the number of q-mesh points equally spaced in
the Brillouin zone, and η is a positive infinitesimal. Wij (q,ω)
are the matrix elements in the product basis representation of
the dynamically screened Coulomb interaction, defined as

W (r,r′; ω) =
∫

ε−1(r,r′′; ω)v(r′′ − r′)dr′′, (6)

where ε−1(r,r′; ω) is the inverse dielectric function and v is
the bare Coulomb interaction.

B. GW in the LAPW basis

The LAPW basis is characterized by its mixed feature: it
behaves atomiclike in the region around each nucleus that
is defined by the so-called muffin-tin (MT) radius RMT, and
plane-wave-like in the interstitial region (I ) between nuclei,

φk
G(r) =

{∑
lm[Aαlm(k + G)uαl(rα; Eαl) + Bαlm(k + G)u̇αl(rα; Eαl)] Ylm(r̂α), rα < Rα

MT,

1√
�
ei(k+G)·r, r ∈ I,

(7)

115203-2



GW WITH LINEARIZED AUGMENTED PLANE WAVES . . . PHYSICAL REVIEW B 93, 115203 (2016)

with rα ≡ r − rα , and Rα
MT is the MT radius of the αth

atom. uαl(rα; Eαl) are the solutions of the radial Schrödinger
equation at a fixed reference energy Eαl in the spherical
potential of the respective MT sphere, and u̇αl(rα; Eαl) is
its energy derivative. The expansion coefficients Aαlm(k + G)
and Bαlm(k + G) are determined from the continuity of the

basis functions and their first derivatives at the boundary
of the MT spheres. To improve the description of semicore
states (e.g., 3s and 3p states in 3d-transition-metal atoms),
the LAPW basis can be supplemented by the so-called
local orbitals (LOs) that contribute only within the MT
spheres [35],

φLO
lm (r) =

{[
ALO

αlmuαl(rα; Eαl) + BLO
αlmu̇αl(rα; Eαl) + CLO

αlmuαl

(
rα; E(2)

αl

)]
Ylm(r̂α), rα < Rα

MT.

0, r ∈ I.
(8)

Here uαl(r; E(2)
αl ) is a radial wave function evaluated at the

reference energy E
(2)
αl that is close to the energy of semicore

states. The coefficients ALO
αlm, BLO

αlm, and CLO
αlm are uniquely

determined by imposing the condition that φLO
lm (r) is zero in

value and slope at the MT sphere boundary and normalized.
LOs can be used not only to improve the description of
semicore states, but also to greatly improve the accuracy of
the treatment of high-lying unoccupied states as needed for
accurate calculations of response properties such as NMR
chemical shifts in the LAPW framework [44,45]. To systemati-
cally improve the completeness of LOs without suffering from
the linear dependence problem, Laskowski et al. proposed
setting the linearization energies of LOs in such a way that the
number of nodes in the radial wave functions of LOs is different
and increases one by one (see Ref. [44] for a more detailed
description). In this work, we denote the additional number
of nodes of the highest LOs with respect to the corresponding
valence orbital as nLO, which is used as a new parameter that
characterizes the accuracy of the LO-enhanced LAPW basis.
It is interesting to note that the energies of LOs introduced in
this way can be quite large [44,45].

The most important ingredient for the implementation of
GW in the LAPW-type basis is the product basis χ

q
i (r). As

detailed in Ref. [18], an optimal product basis in the LAPW
framework is the so-called mixed basis, which, in analogy to
the mixed feature of the LAPW basis, consists of orthonor-
malized interstitial plane waves in the interstitial region and
atomiclike functions in the MT region. Radial functions for
the mixed basis in the MT region are obtained by considering
the products of radial functions used in the LAPW basis, i.e.,
uαl(r) in Eqs. (7) and (8), which are further orthonormalized
and screened to eliminate linear dependence. When using a
HLO-enhanced LAPW basis, the number of radial functions
increases quite substantially, which could also increase the size
of the mixed basis dramatically. Fortunately, numerical tests
indicate that considering radial functions of LOs with very high
energy (>∼20 Ry) has negligible effects on the GW results,
and therefore only one or two additional radial functions per
l-channel need to be considered for the construction of the
mixed basis, which may also significantly increase the total
number of MT basis functions per atom, but in a feasible way.

C. Computational details

In this work, two types of numerical results are going
to be presented. In the first case, we select a few typical
systems, and we perform a systematic investigation on how

the G0W0 band gap is affected by adding increasingly more
HLOs (as characterized by nLO), with a small number of
k-points (2 × 2 × 2 for ZnO, ZnS, Si, GaN, GaAs, MgO,
and NiO, and 2 × 2 × 3 for TiO2). In the second type of
calculations, in which the goal is to provide benchmark results,
we consider a selected set of prototypical semiconductors and
insulators, for which experimental band gaps are relatively
well established, and we set all relevant computational pa-
rameters to well-converged values. In particular, we use the
6 × 6 × 6 k-mesh for systems with a cubic unit cell, and the
6 × 6 × 4 k-mesh for systems with the wurtzite (wz) structure.
Experimental crystal structures are used in all calculations
to facilitate the comparison between theory and experiment.
Experimental lattice constants obtained from Ref. [50] and
other computational details are collected in Table S1 in the
supplemental material [51]. The details on the implementation
our GW approach are given in Ref. [18].

We use nLO = 0 to denote the LAPW basis default in the
recent version of WIEN2K [43], which is actually a mixture of
the APW+lo basis [52] for the valence states, the ordinary
LAPW basis for higher l channels up to lmax = 10, and
additional LOs for semicore states if present. By default, we
add high-energy local orbitals to the LAPW basis with the
angular momentum l up to lLO

max ≡ lv
max + 1, with lv

max being the
largest l of valence orbitals for each element, e.g., lv

max = 1
for O and lv

max = 2 for Zn [44,45]. The energy parameters for
the HLOs are set such that higher HLOs have one additional
radial node within the atomic sphere [44], and they are listed
in Table S1. We have also checked the effects of adding HLOs
to the LAPW basis with larger l, and we found that for some
systems such as ZnO, lLO

max ≡ lv
max + 4 is necessary to obtain

numerically well-converged results. For the benchmark results
presented below, a correction obtained using lLO

max ≡ lv
max + 4

but with a smaller number of k-points, typically 2 × 2 × 2
for cubic systems and 2 × 2 × 1 for the wurtzite systems (see
Table S2 in the supplemental material [51]), is included such
that the numerical errors in these results are expected to be
smaller than 0.05 eV or better.

We will present GW results in the G0W0 and GW0 schemes,
in which Kohn-Sham orbital energies and wave functions
obtained using the effective potential in the Perdew-Burke-
Ernzerhof (PBE) [53] approximation are used as the input to
calculate the one-body Green’s function G and the screened
Coulomb interaction W . We use the default LAPW basis
(nLO = 0) in the PBE self-consistent-field (SCF) calculations.
To check the effects of HLOs on the converged PBE effective
potential, we did a PBE SCF calculation for wz-ZnO with one
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HLO for l up to lv
max + 1, and we found that the PBE band gap

changes only slightly from 0.83 to 0.82 eV, which justifies our
treatment [54].

In addition to the fundamental band gap, we also investigate
the effects of HLOs on the ionization potential [40]. The GW

corrected ionization potential for a semiconductor is calculated
in terms of

I (GW ) = I (PBE) − �EVBM, (9)

where I (PBE) is the ionization potential obtained from the PBE
slab model calculation, and �EVBM is the GW quasiparticle
correction to the valence-band maximum obtained from the
GW calculation of the bulk system. The PBE results for IPs
are taken directly from Ref. [40]. More details on the GW

approach to the ionization potentials of semiconductors have
been presented in Ref. [40].

III. RESULTS AND DISCUSSIONS

A. Systematic investigation of ZnO

We first perform a systematic investigation of ZnO, and to
simplify the calculations, we consider ZnO in the zinc-blende
structure instead of the more stable wurtzite polytype. We
note that all GW results presented in this section are obtained
with a small 2 × 2 × 2 k-mesh, which are not converged with
respect to the number of k-points. The G0W0 results for ZnO
with the default LAPW basis, as implemented in WIEN2K [43],
depend noticeably on the choice of RMT for Zn and O and
the value of RKmax ≡ minRMT × Kmax, which determines
the energy cutoff for the interstitial plane waves Kmax. As
shown in Table I, when using different RMT and/or RKmax,
the number of available bands (nmax), including both occupied
and unoccupied, that can be used in GW calculations differs
quite significantly. For example, nmax for the ZnO-3 case
[RMT(Zn,O) = (1.7,1.2) Bohr and RKmax = 9.0] is four times
larger than that of the ZnO-2 case (RMT = 2.1 and 1.5 Bohr
for Zn and O, respectively, and RKmax = 7.0). Figure 1 shows
the convergence of the G0W0 band gap of ZnO as a function
of the number of additional high-energy local orbitals (nLO)
with different LAPW basis parameters. The most remarkable
feature is that the G0W0 band gap increases significantly as
nLO increases and tends to converge for nLO � 5. When using
the default LAPW basis (nLO = 0), different choices of the
parameters lead to a noticeably different G0W0 band gap (by
as much as 0.16 eV). The latter, however, is no longer the
case when a large number of high-energy LOs (nLO � 5)
are used, indicating that the former is an artifact caused by
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FIG. 1. Convergence of the G0W0 band gap of ZnO (using Nk =
2 × 2 × 2) as a function of the number of additional high-energy local
orbitals (nLO) with different LAPW basis parameters (see Table I for
the significance of the notation used in the plot). The inset shows
the results obtained using the ZnO-2 parameters but the Zn 3d states
treated as core states by force.

the inaccuracy of the default LAPW basis. We also note that
treating Zn 3p as semicore states by setting a LO basis at the
corresponding energy has negligible effects (comparing ZnO-2
and ZnO-4) on the final G0W0 results. Overall, by including a
large enough number of HLOs, the G0W0 band gap for ZnO
increases by about 0.5–0.6 eV, which is similar to that reported
in Ref. [24].

To better understand the effects of HLOs for GW band gaps,
it is instructive to have a look at how adding additional HLOs
affects the KS single-particle spectrum. Figure 2(a) shows the
band energies of ZnO at the � point (k = 0) obtained with
nLO = 0 (the default LAPW basis) and nLO = 5, respectively.
A common feature of these two sets of data is that the energy
of unoccupied states increases smoothly as a function of
the band index (n) up to the plane-wave cutoff energy εPW

max
(36.0 Ry in the current case), and then it increases abruptly to
much higher energy. With nLO = 5, the number of high-energy
LO states beyond εPW

max increases significantly. As shown in the
inset of Fig. 2, while the KS band energies below 5 Ry are
nearly unaffected by additional LOs, significant changes can
be clearly observed in the energy of high-lying states (> 5 Ry),
for which adding LOs tends to decrease the band energies. We
note that a more detailed analysis on the effects of HLOs on

TABLE I. ZnO with different parameters, including muffin radii for Zn and O (in Bohr) and RKmax, used in the calculations. Zn 3p states
are treated as semicore states by using LOs at the corresponding energy in all cases except ZnO-4, where they are treated as core states.

nmax Eg(G0W0)(eV)

Notation RMT’s RKmax nLO = 0 nLO = 8 nLO = 0 nLO = 8

ZnO (2.10, 1.50) 9.0 597 809 1.83 2.32
ZnO-1 (1.95, 1.70) 9.0 423 639 1.70 2.31
ZnO-2 (2.10, 1.50) 7.0 289 501 1.79 2.30
ZnO-3 (1.70, 1.20) 9.0 1156 1368 1.86 2.29
ZnO-4 (2.10, 1.50) 7.0 286 498 1.80 2.31
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FIG. 2. (a) Comparison of Kohn-Sham band energies of ZnO at
the � point [k = (0,0,0)] obtained from using the default LAPW basis
and those with additional high-energy local orbitals with nLO = 5;
(b) the convergence of the G0W0 band gap of ZnO (calculated with
Nk = 2 × 2 × 2) as a function of εGW

max , the energy cutoff for the
highest unoccupied states considered, with nLO = 0 and nLO = 5,
respectively; and (c) the G0W0 band gap of ZnO as a function of
nmax, the number of bands considered with nLO = 0 and nLO = 5,
respectively.

Kohn-Sham states was already presented in Refs. [14] and [24]
by Friedrich et al., and therefore it is not repeated here.

We can therefore see that adding additional high-energy
LOs has mainly two physical effects: (i) it improves the
description of high-lying unoccupied stated by reducing the
linearization error of the default LAPW basis, and (ii) it makes
available additional especially high-energy states. It is obvious
that those high-energy states are not “good” eigenstates of the
Kohn-Sham Hamiltonian since they are well represented only
within muffin-tin spheres by the LO basis functions. We will

call them high-energy LO states in the following discussion.
To see that both features in the effects of HLOs are important
for the improvement of GW results, we compare how the
G0W0 band gap of ZnO converges with respect to the energy
cutoff for the highest unoccupied states considered in the
GW calculations (εGW

max ) with nLO = 0 and 5, respectively,
in Fig. 2(b). We also show the convergence of the G0W0

band gap as a function of the total number of states nmax

in Fig. 2(c). When high-energy LO states are considered, the
G0W0 band gap exhibits steplike features as a function of nmax,
but it converges smoothly as a function εGW

max . When using the
default LAPW basis (nLO = 0), the G0W0 band gap converges
quite quickly as εGW

max increases. In contrast, with nLO = 5 it
converges slowly when εGW

max is less than εPW
max, but it converges

quickly when those high-energy LO states are considered, i.e.,
εGW

max > εPW
max. In the regime of εGW

max < εPW
max, the dependence of

the G0W0 band gap on εGW
max can be well fitted by the following

function:

Eg(x) = a

x − ε0
+ E∞

g , (10)

which is similar to the fitting scheme used in Ref. [24]
except that we use εGW

max instead of the number of unoccupied
bands as the fitting variable. Using Eq. (10), the extrapolated
G0W0 band gap corresponding to εGW

max = ∞ is 2.33 eV
(for the 2 × 2 × 2 k-mesh) using the data from nLO = 5,
which is remarkably close to the value of the G0W0 band
gap (2.32 eV) obtained by considering all available states
including those beyond the plane-wave cutoff. We can see
that the consideration of high-energy LO states in the GW

calculations, which is about 150 in terms of the number, has
similar effects to the extrapolation to an infinite number of
bands. In that sense, introducing HLOs in the LAPW basis can
help to achieve the convergence of the G0W0 band gap with
respect to the number of unoccupied states in a more efficient
way. The fact that with nLO = 0 the band gap obtained from the
extrapolation to an infinite number of unoccupied states is still
about 0.5 eV smaller than that from nLO = 5 clearly indicates
that both the accuracy of the conduction-band states within the
plane-wave cutoff and the availability of the high-energy LO
states beyond the plane-wave cutoff are crucial to obtain the
numerically accurate G0W0 band gap.

In the preceding calculations, HLOs are added to both
Zn and O atoms. We also perform calculations with HLOs
only added to Zn or O, and a comparison of three different
treatments (HLOs for both Zn and O, for Zn only, and for O
only) is plotted in Fig. 3. Interestingly, the effects of HLOs
on Zn and O are very different: for the O-only case, the band
gap increases abruptly when nLO increases from 0 to 1, and
then it becomes quite flat as nLO increases further, but for the
Zn-only case, the band gap increases gradually and tends to
converge only after nLO >∼ 5. It is therefore clear that the
slow convergence of the GW band gap of ZnO as a function of
nLO is mainly caused by Zn, which is likely to be related to the
presence of the semicore 3d states. The role of Zn 3d states
can be directly checked by performing a calculation of ZnO
with Zn 3d states manually treated as part of a core, which
removes all possible hybridization between Zn 3d and O 2p

states. As shown in the inset of Fig. 1, the G0W0 band gap in
this case becomes nearly constant as nLO � 2.
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FIG. 3. The G0W0 band gap (left) and the correction to the VBM
(right) in ZnO as a function of nLO (calculated with Nk = 2 × 2 × 2).

As we mentioned in the Introduction, the other electronic
property of great importance is the GW correction to the
valence-band maximum (�EVBM), which plays an impor-
tant role in making an accurate determination of ioniza-
tion potentials of semiconductors [40]. Figure 3 shows the
�EVBM(G0W0) for ZnO as a function of nLO, and it clearly
shows that adding HLOs leads to a remarkable increase in
the absolute values of �EVBM(G0W0), even more strongly
than it does the band gap. The latter indicates that the effects
of HLOs are different for the GW corrections to VBM and
CBM states, and the VBM states are pushed toward lower
energy more strongly than the CBM states. Similar features
have been observed in several previous studies [22,25]. In
Ref. [22], it was found that Coulomb-hole self-energies for the
VBM and the CBM converge in a significantly different way as
a function of the number of conduction bands (Nb) included in
the calculations, which is attributed to the different characters
of the VBM and CBM states [22].

B. Other typical cases

We further consider the effects of HLOs on G0W0 results
in other typical insulating systems, again with a small k-mesh
(see Sec. II C for details) to simplify the calculations. Figure 4
shows the results for ZnS and TiO2. Since ZnS also has shallow
semicore states, we expect similar slow convergence with
respect to nLO, which is true to some extent, although the
overall dependence on nLO is much weaker than that in ZnO.
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FIG. 4. Convergence of the G0W0 band gap of ZnS (left) and TiO2

(right), calculated with Nk = 2 × 2 × 2 and 2 × 2 × 3, respectively,
as a function of the number of additional high-energy local orbitals
(nLO) with a different way of including HLOs.
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FIG. 5. Convergence of the G0W0 band gaps [δEg(nLO) ≡
Eg(nLO) − Eg(nLO = 0)], and G0W0 corrections to the VBM
(�EVBM) as a function of the number of additional high-energy
local orbitals (nLO) in typical compounds (calculated with Nk =
2 × 2 × 2).

The band gap from nLO = 5 is only 0.18 eV larger than that
from nLO = 0. Similar to ZnO, when HLOs are added to the
S atom only, the band gap increases significantly when nLO

increases from 0 to 1, and then it becomes nearly constant
as nLO increases further, but when HLOs are added to the Zn
atom only, the band gap increases more gradually as a function
of nLO. The effects of HLOs in TiO2 are very different from
those in ZnO and ZnS, and the band gap decreases slightly
(∼0.03 eV) as nLO increases to 5. By adding HLOs to O and
Ti only, respectively, we can see that HLOs on the O atom
still increase the band gap, but adding HLOs on the Ti atom
actually reduces the band gap, such that when HLOs are added
to both Ti and O, the band gap is nearly constant. The peculiar
features in TiO2 are likely related to the fact that the conduction
band of TiO2 is mainly of Ti 3d character, while the VBM
has O 2p character. Adding O-HLOs reduces the VBM, while
adding Ti-HLOs reduces mainly the CBM, thus the gap is fairly
insensitive to HLOs. This is significantly different from ZnO,
where the VBM is affected by both Zn and O HLOs, but the
effects for the VBM are much larger than those for the CBM.

Figure 5 shows the G0W0 band gap as a function of nLO

in a few other typical insulators and semiconductors. For Si,
the most significant change takes place when the first set of
high-energy LOs are introduced (nLO = 1), which increases
the G0W0 gap by about 0.05 eV. Adding more LOs has a much
weaker effect, and with nLO = 5 an overall increase of about
0.1 eV is obtained, which is significantly smaller than that in
ZnO. For MgO, a highly ionic insulator, the band gap first
increases greatly by about 0.6 eV when nLO increases from
0 to 1, and then it becomes nearly constant for bigger nLO.
For GaN, a highly ionic semiconductor, the G0W0 exhibits a
similar dependence on nLO as in MgO, but the overall effects
are weaker. We also consider NiO as an example of transition-
metal oxides, for which the G0W0 gap increases by about
0.2 eV when nLO = 5 is used. For GaAs, interestingly, the
band gap actually decreases by about 0.1 eV when HLOs are
included. Overall we can see that the effects of HLOs on G0W0

are highly system-dependent.
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TABLE II. Calculated band gaps (in eV) from different theoretical approaches for a selected set of prototypical semiconductors and
insulators. The last three rows show the mean error (ME), mean absolute error (MAE), and mean absolute relative error (MARE) of results
from different theoretical approaches with respect to experimental data that are mostly obtained from Refs. [50] and [55] (the averaged value
is used for systems with several experimental data). To see the effects of LOs more explicitly, the differences between the results from GW0

(nLO = 0) and GW0 (nLO = 5), δEg , are also shown. For systems with heavy elements, the effects of spin-orbit coupling are taken into account
by a correction term �SO that is calculated by PBE and given in parentheses together with the PBE band gaps. The last column collects the
previously published PBE-based GW0 band gaps using the norm-conserving projector augmented wave (NC-PAW) approach [56].

G0W0 GW0 G0W0 GW0 GW0 (NC-PAW)

Systems Expt. PBE nLO = 0 nLO = 5 δEg (from Ref. [56])

C 5.48 4.16 5.49 5.66 5.69 5.87 0.21 5.81
Si 1.17 0.56 1.03 1.09 1.12 1.19 0.10 1.21
SiC 2.42 1.36 2.23 2.36 2.38 2.53 0.17 2.60
BN 6.4 4.46 6.04 6.27 6.36 6.61 0.34 6.66
BP 2.4, 2.1 1.34 2.01 2.09 2.11 2.20 0.11
wz-AlN 6.2-6.3 4.14 5.60 5.88 5.80 6.11 0.23
AlP 2.51 1.57 2.25 2.36 2.37 2.51 0.15 2.62
AlAs 2.1 1.34(0.10) 1.94 2.03 2.06 2.17 0.14 2.35
AlSb 1.6 1.03(0.22) 1.40 1.45 1.50 1.57 0.12 1.76
GaN 3.30 1.68 2.78 2.96 3.00 3.21 0.25 3.48
GaP 2.26 1.66 2.05 2.12 2.21 2.30 0.18 2.40
GaAs 1.42 0.42(0.11) 1.31 1.39 1.15 1.23 −0.16 1.21
GaSb 0.81 −0.12(0.23) 0.64 0.71 0.47 0.51 −0.20 0.51
InP 1.34 0.65 1.19 1.26 1.20 1.27 0.01 1.33
ZnO 3.4 0.70 2.05 2.41 2.78 3.32 0.91
wz-ZnO 3.4 0.83 2.24 2.59 3.01 3.55 0.96 3.40
ZnS 3.68 2.07 3.15 3.35 3.35 3.61 0.26 3.72
ZnSe 2.7 1.15(0.13) 2.23 2.41 2.34 2.54 0.13 2.66
ZnTe 2.26 0.98(0.27) 1.95 2.08 1.89 2.02 −0.06 2.15
wz-CdS 2.49 1.20 2.02 2.18 2.19 2.38 0.20
wz-CdSe 1.75 0.55(0.12) 1.29 1.42 1.39 1.54 0.12 1.60
CdTe 1.43 0.48(0.28) 1.20 1.30 1.23 1.34 0.04 1.44
MgS 4.5 2.79 4.10 4.32 4.24 4.48 0.16
MgO 7.83 4.75 7.08 7.52 7.52 8.01 0.49
LiF 14.20 9.28 12.36 13.98 14.27 15.13 1.15
NaCl 8.5 5.12 7.67 8.15 7.92 8.43 0.28
ME −1.59 −0.47 −0.24 −0.23 0.01
MAE 1.59 0.47 0.25 0.25 0.15
MARE(%) 50 14 8 10 6

Figure 5 also shows the GW corrections to the VBM in
different systems. We see that in all cases, adding HLOs leads
to a remarkable increase in the magnitude of �EVBM and makes
it more negative, even more strongly than it does the band gap.
Again, the quantitative effects are strongly system-dependent
and they appear to be larger for more ionic systems, since
then the characters of the CBM and the VBM are even more
different, and they are thus affected differently.

C. Benchmark results for semiconductors

We have shown that the G0W0 results for both band gaps
and valence-band corrections can be significantly affected by
improving the standard LAPW basis with HLOs. Therefore,
the errors exhibited in many previously reported LAPW-based
GW results [13,15–17,21] may be attributed to the inaccuracy
of the normal LAPW basis instead of the inadequacy of the
GW approach itself. In this section, we present both G0W0

and GW0 results for a set of prototypical insulating systems
calculated using well-converged computational parameters
with the numerical errors estimated to be smaller than 0.05 eV.
The main results, collected in Table II, exhibit some general
trends. In general, the systems with light elements are more
strongly affected by the consideration of HLOs. For binary
semiconductors with the same cationic species, such as GaX
(X = N, P, As, and Sb) and ZnX (X = O, S, Se, and Te),
the change of the GW0 band gap due to the inclusion of
HLOs, δEg ≡ Eg(GW0,nLO = 5) − Eg(GW0,nLO = 0), de-
creases systematically as the atomic number of X increases,
and it even becomes negative for GaAs, GaSb, and ZnTe.
On the other hand, for the binary semiconductor series with
the same anionic species, such as MN (M = B, Al, and Ga),
with δEg being 0.34, 0.23, and 0.25 eV, respectively, or MP
(M = B, Al, Ga, and InP), with δEg being 0.11, 0.15, 0.18,
and 0.01 eV, respectively, the dependence on the nature of the
cationic species is more complicated. It is also interesting to

115203-7



HONG JIANG AND PETER BLAHA PHYSICAL REVIEW B 93, 115203 (2016)

0 1 2 3 4 5 6 7 8
Experimental (eV)

0

1

2

3

4

5

6

7

8
T

he
or

et
ic

al
 (

eV
)

PBE
GW

0
 (n

LO
=0)

GW
0
 (n

LO
=5)

FIG. 6. GW0 band gaps of a set of prototypical semiconductors
and insulators obtained with nLO = 0 and 5 against experimental data.
The averaged value is used for systems with several experimental data.

note that δEg for the isoelectronic series Si-AlP-MgS-NaCl
(0.10, 0.15, 0.16, and 0.28 eV, respectively) exhibits some
dependence on the material’s ionicity. We have therefore
confirmed that indeed ZnO is one of the rare extreme cases
for which an adequate consideration of high-lying unoccupied
states is critical to obtain numerically accurate GW results.

To evaluate the performances of different theoretical
approaches, the mean error (ME), the mean absolute error
(MAE), and the mean absolute relative error (MARE) of
theoretical results with respect to experimental values are
calculated and shown in the last rows of Table II. To show
the accuracy of different theoretical approaches more clearly,
Fig. 6 plots the band gaps from PBE, GW0 (nLO = 0)
and GW0 (nLO = 5), against the experimental values. We
note in passing that as far as the band gap is concerned,
the comparison between theory and experiment has to be
undertaken with caution. The experimental band gap of a
given material can depend on a lot of factors, including the
particular experimental approach used for the measurement
(photoemission spectroscopy, optical absorption, or electric
transport), the sample quality, the conditions (in particular,
the temperature) in which it is measured, the way the band
gap is extracted from the experimental spectral data, and
last but not least, the involvement of other physical effects
such as electron-hole (excitonic) [5] and electron-phonon
(polaronic) [64] coupling effects, which are not considered in
typical electronic-structure theoretical approaches. In general,
the consideration of HLOs significantly reduces the errors of
the GW calculations. In particular, GW0 with nLO = 5 leads
to a MAE of only 0.15 eV and a MARE of 6%, which is
already comparable to the uncertainty in the experimental data
of normal semiconductors.

We have shown that the consideration of HLOs can
significantly change the GW correction to the valence-band
maximum �EVBM. The latter can be used to correct the
ionization potentials obtained from PBE-based slab model
calculations (see Ref. [40] for more details). Table III collects

TABLE III. Calculated ionization potentials from the PBE slab
model calculation and those with the GW corrections. The last two
rows show the mean absolute error (MAE) and mean absolute relative
error (MARE) of results from different theoretical approaches with
respect to experimental data (the averaged value is used for systems
with several experimental data).

nLO = 0 nLO = 5

Systems PBE G0W0 GW0 G0W0 GW0 Expt.

Si 4.88 5.37 5.46 5.57 5.71 5.10,a 5.25,b 5.35c

Ge 4.22 4.47 4.51 4.76 4.86 4.80,a 4.74d

GaN 5.98 6.68 6.85 7.16 7.45 7.5f

GaP 5.32 5.70 5.77 6.00 6.16 6.01g

GaAs 4.74 5.20 5.28 5.48 5.65 5.47,a 5.56g

GaSb 4.23 4.65 4.72 4.88 5.02 4.91,g 4.76a

ZnO 6.13 7.05 7.36 8.08 8.69 7.82h

ZnS 6.13 6.85 7.01 7.34 7.66 7.5h

ZnSe 5.57 6.24 6.38 6.69 6.97 6.82h

ZnTe 4.94 5.53 5.65 5.89 6.12 5.75h

CdS 6.04 6.71 6.86 7.08 7.35 7.26h

CdSe 5.55 6.00 6.10 6.42 6.64 6.62h

CdTe 4.98 5.46 5.56 5.81 6.01 5.78h

MAE 0.97 0.44 0.33 0.14 0.24
MARE(%) 14.9 6.7 5.1 2.2 3.8

aReference [57].
bReference [58].
cReference [59].
dReference [60].
eReference [60].
fReference [61].
gReference [62].
hReference [63].

the ionization potentials of a selected set of semiconductors
from PBE and different variants of GW approaches, where
PBE results are already reported in Ref. [40]. In general, we
can see that the consideration of HLOs improves the agreement
with experiment, which is most significant for systems with
shallow semicore d states. Apparently, the G0W0 results for
the IPs are in slightly better agreement with experiment than
GW0 after HLOs are considered. The IPs from GW0 tend
to be overestimated compared to experimental values, which
is consistent with the findings in Ref. [41]. On the other
hand, considering the error bars and the limited number of
experimental data, we cannot make an unambiguous judgment
on which approach is more accurate.

We close this section by making some comparison between
our results and previously published ones, especially those
that have been carefully calibrated in terms of numerical accu-
racy [25]. In particular, Kresse and co-workers [25,41,56] have
carefully investigated the band gaps of many semiconductors
that are also considered in this work by using the GW approach
implemented in the projector augmented wave (PAW) basis
with approximately norm-conserving (NC) partial waves,
hence termed NC-PAW in the following. The latter can
significantly improve the description of unoccupied states
up to about 30 Ry above the Fermi energy. In addition, the
convergence with respect to the number of unoccupied states
is also carefully monitored by systematically increasing the
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energy cutoff for the states considered in the GW calculations
and extrapolating the results to an infinite basis-set limit. The
last column of Table II shows the GW0 band gaps obtained
in the NC-PAW approach. We can see that the agreement
between the NC-PAW results and ours [GW0 (nLO = 5)] is
surprisingly good, with the differences in most cases being
about 0.1 eV, which is remarkable considering the dramatic dif-
ferences in the implementation details of the two approaches.
Nevertheless, there are still some noticeable differences. For
most of the semiconductors with shallow semicore d states,
the GW0 gaps in the NC-PAW approach are usually larger
by about 0.1 eV than ours, but for wz-ZnO the opposite is
observed. Two factors may contribute to these differences.
First, in the PAW-based implementation of the GW approach,
the core-valence interactions are treated at the exchange-only
level [9], while our LAPW-based implementation considers
the full core-valence interactions. Secondly, as previously
mentioned, for systems such as ZnO, the inclusion of HLOs
to the LAPW basis with the angular momentum number l

up to 6 is necessary to obtain numerically well-converged
results, which means that in the PAW approach one needs to
include PAW projectors beyond valence l-channels, which are
normally used, to achieve similar numerical accuracy.

IV. CONCLUDING REMARKS

To summarize, in this work we have presented a systematic
investigation on the effects of including high-energy local
orbital basis functions in the LAPW-based GW prediction
of quasiparticle electronic band structures of semiconductors.
Using ZnO as the representative, we show that the effects
of HLOs are twofold: on the one hand, they improve the
description of high-lying unoccupied states, and on the other
hand, they provide access to a few hundred extremely high-
energy states, a consideration of which in GW calculations can
help to effectively achieve the numerical convergence for the
summation of unoccupied states. By investigating the effects
of HLOs included only for Zn and O atoms, respectively, we
see that the slow convergence of the GW band gap of ZnO
can be attributed mainly to the presence of Zn 3d states. In
addition to ZnO, we also investigated the convergence of GW

band gaps with respect to the number of HLOs for several other
typical systems. We found that the effects of HLOs are highly
system-dependent, and in most cases the band gap changes
by less than 0.2 eV with the inclusion of HLOs. In contrast,
HLOs have even stronger effects on the GW correction to the
valence-band maximum, which is of great significance for the
GW prediction of the ionization potentials of semiconductors.
Considering the significant effects of HLOs on the GW results,
it is important to reevaluate the performances of GW based
on a more accurate numerical treatment. For that purpose,
we have considered an extended set of semiconductors whose
experimental band gaps are relatively well established. We

found that in general using a HLO-enhanced LAPW basis
significantly improves the agreement with experiment for both
the band gap and the ionization potential, and overall the
partially self-consistent GW approach, GW0, gives an optimal
performance.

We close the paper with some general remarks, especially
with regard to the recent debates on the GW band gap of
ZnO. Although our work addresses the effects of including
HLOs for GW calculations based on the LAPW basis, our
findings are nevertheless of general significance. We have
shown that the inclusion of HLOs improves both the accuracy
and the completeness of unoccupied states considered in the
GW calculation. Our findings indicate that the accuracy of
unoccupied states that are more than tens of eV above the Fermi
level has significant effects on quasiparticle energies around
the Fermi level. Currently widely used pseudopotentials (PPs),
either in the norm-conserving (NC), ultrasoft (US), or PAW
schemes, are all constructed by requiring that the valence
states are well described, which implies that unoccupied
states with energy far away from the Fermi level may
not be accurately treated even with a large cutoff for the
plane-wave basis. This may explain the fact that Stankovski
et al. [23], when using the more accurate contour deformation
approach [2] to the frequency dependence, still obtain a rather
small G0W0 band gap of ZnO even with the well-converged
plane-wave basis and a larger number of unoccupied states.
In the PAW framework, Kresse and co-workers [41] have
developed more sophisticated pseudoization procedures to
build approximately norm-conserving PAW potentials that
can significantly improve the accuracy of unoccupied states.
Using the NC-PAW approach, the band gap of wz-ZnO from
GW0@PBE is 3.40 eV [56], which is very close to the
value of 3.55 eV obtained in this work. Regarding the issue
of achieving completeness in the summation of unoccupied
states, Refs. [24] and [41] used the extrapolation technique
to obtain numerically converged GW band gaps, which is
inconvenient in practice. Our investigations of ZnO have
shown that the results obtained by taking all states available
with a given HLO-extended LAPW basis agree very well with
those from the extrapolation. The remarkable role of HLOs in
achieving basis-set completeness may well be generalized to
other implementations of GW , including, in particular, those
based on an atomiclike local basis [65].
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[19] M. Rohlfing, P. Krüger, and J. Pollmann, Phys. Rev. B 57, 6485
(1998).

[20] M. L. Tiago, S. Ismail-Beigi, and S. G. Louie, Phys. Rev. B 69,
125212 (2004).

[21] X.-Z. Li, R. Gomez-Abal, H. Jiang, C. Ambrosch-Draxl, and M.
Scheffler, New J. Phys. 14, 023006 (2012).

[22] B.-C. Shih, Y. Xue, P. Zhang, M. L. Cohen, and S. G. Louie,
Phys. Rev. Lett. 105, 146401 (2010).

[23] M. Stankovski, G. Antonius, D. Waroquiers, A. Miglio, H. Dixit,
K. Sankaran, M. Giantomassi, X. Gonze, M. Côté, and G.-M.
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