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The conductance of graphene subject to a strong, tilted magnetic field exhibits a dramatic change from insulating
to conducting behavior with tilt angle, regarded as evidence for the transition from a canted antiferromagnetic
(CAF) to a ferromagnetic (FM) v = 0 quantum Hall state. We develop a theory for the electric transport in this
system based on the spin-charge connection, whereby the evolution in the nature of collective spin excitations
is reflected in the charge-carrying modes. To this end, we derive an effective field-theoretical description of
the low-energy excitations, associated with quantum fluctuations of the spin-valley domain-wall ground-state
configuration which characterizes the two-dimensional (2D) system with an edge. This analysis yields a model
describing a one-dimensional charged edge mode coupled to charge-neutral spin-wave excitations in the 2D
bulk. Focusing particularly on the FM phase, naively expected to exhibit perfect conductance, we study a
mechanism whereby the coupling to these bulk excitations assists in generating backscattering. Our theory yields
the conductance as a function of temperature and the Zeeman energy—the parameter that tunes the transition
between the FM and CAF phases—with behavior in qualitative agreement with experiment.
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I. INTRODUCTION AND PRINCIPAL RESULTS

One of the most intriguing manifestations of many-body
effects in graphene is the observation of a quantum Hall (QH)
state at v = 0 in the presence of strong perpendicular magnetic
fields [1-14]. This unique state is characterized by a plateau
at oy, =0, and a peak in the longitudinal resistance which
typically exhibits insulating behavior. The high-resistance
signature is difficult to reconcile with a noninteracting theory
[15], which implies a helical nature of the edge states: right and
left movers have opposite spin flavors, resolved by the Zeeman
splitting of the n = 0 Landau level in the bulk. In analogy
with the quantum spin Hall (QSH) state in two-dimensional
(2D) topological insulators [16,17], the edge states are hence
immune to backscattering by static impurities, and a nearly
perfect conduction is expected.

Coulomb interactions do not change the character of the
edge states in a fundamental way, as long as the many-body
state forming in the bulk remains spin polarized, i.e., is a
ferromagnet (FM). Such a bulk phase supports a gapless
collective edge mode associated with a domain wall in the spin
configuration, which can be modeled as a helical Luttinger
liquid [18-21]. Insulating behavior therefore suggests that
the true ground state is not a FM. Indeed, at half filling of
the n = 0 Landau level, there is a rich variety of ways to
spontaneously break the SU(4) symmetry in spin and valley
space, leading to a multitude of possible ground states with
distinct properties [1,22-30]. The combined effect of interac-
tions and external fields can assist in selecting the favored
many-body ground state, particularly when accounting for
lattice-scale interactions which do not obey SU(4) symmetry.
Most interestingly, the tuning of an external parameter can
drive a transition from one phase to another. As a concrete
example, it has been proposed [25,26,31] that a phase transition
can occur from a canted antiferromagnetic (CAF) to a FM
state, tuned by increasing the Zeeman energy E, to appreciable
values.
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Recent experiments in a tilted magnetic field [32,33]
appear to confirm the predicted phase transition in a transport
measurement. In these experiments, the perpendicular field
B, is kept fixed while the Zeeman coupling E; is tuned by
changing the parallel component. At v = 0 and relatively low
E., the system exhibits a vanishing two-terminal conductance
which slightly increases to finite values with increasing
temperature T'; i.e., it indicates an insulating behavior as in
earlier studies of the v = 0 state. However with increasing
values of E,, the sample develops a steep rise of conductance
and approaches an almost perfect two-terminal conductance
of G ~ 2¢% / h, a behavior characteristic of a QSH state with
protected edge states.

The most natural interpretation of these findings is in
terms of the predicted phase transition from a CAF to a FM
bulk state. However, while the theory dictates a second-order
quantum phase transition at a critical Zeeman coupling Ef
(and T = 0), the transport data (obtained at finite 7') reflect
a smooth evolution of G with E. The critical point EY can
be estimated only roughly by, e.g., identifying the value of
E. where G(T — 0) approaches the midvalue e?/ h, or where
dG/dT changes sign. At the highest accessible E, (where
presumably E, > EY), the conductance still falls below the
perfect quantized value.

The above described behavior suggests that the low-energy
charge-carrying excitations smoothly evolve through the CAF-
FM phase transition, so that their change of character reflects
the critical properties of the bulk phases. In earlier work
[34,35], we showed that in both phases one can construct
collective charged modes associated with textures in the spin
and valley configurations near the edges of the system, and
characterized their essential properties. Such excitations are
supported due to the formation of a domain wall (DW)
structure, where the spin and valley are entangled and vary with
position towards the edge. The nature of collective edge modes
continuously evolves as E is tuned through the transition. In
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particular, the CAF phase supports a gapped charged edge
mode, which becomes gapless at the transition to the FM
phase and is smoothly connected to the helical edge mode
characteristic of the QSH state.

In terms of the spin degree of freedom, the gapless charged
collective edge mode in the FM phase corresponds to a 2w
twist of the ground-state spin configuration in the XY plane
[18]. This spin twist is imposed on the spatially varying S,
associated with the DW, thus creating a spin texture (i.e., a
Skyrmion stretched out along the entire edge), with an asso-
ciated charge that is inherent to quantum Hall ferromagnets
[36-38]. In contrast, the energy cost of generating such a spin
texture in the CAF phase is infinite. A proper description of
the lowest energy charged excitations in this phase therefore
involves a coupling between topological structures at the edge
and in the bulk [34], and yields a charge gap on the edge that
encodes the bulk spin stiffness for rotations in the XY plane.

In both the CAF and FM phases, the collective excitations
also contain charge-neutral modes, and among them the
low-energy ones are spin waves in the bulk [35]. Their behavior
across the transition is the opposite of the charged edge modes:
in the CAF phase, where the charged edge excitations are
gapped, a broken U(1l) symmetry in the bulk (associated
with an XY-like order parameter) implies a neutral, gapless
Goldstone mode. In contrast, in the FM phase where the
charged edge mode is gapless, the bulk spin waves acquire a
gap which grows with (E; — EY). While the neutral modes do
not contribute to electric transport as carriers, their coupling to
the charged modes can play an important role in the scattering
processes responsible for a finite resistance. Most prominently,
in the FM phase where the helical edge modes are protected
by conservation of the spin component S, the coupling to the
bulk spin waves is essential to relax this conservation, and
therefore dominates the electric resistance at finite 7'.

In a previous work [35], three of the present authors carried
out a detailed time-dependent Hartree-Fock (TDHF) analysis
of the HF state of our first paper [34]. TDHF is similar
in spirit to a spin-wave analysis, in that it diagonalizes the
Hamiltonian in the Hilbert space of a single particle-hole
excitation. However, for our present purpose of investigating
the transport on the edge near the transition, we need to go
beyond TDHF in several ways. First, we need to include a
coupling between the edge and bulk modes that allows the
relaxation of the edge spin, which is otherwise a good quantum
number. Second, we need to introduce disorder at the edge,
which is extremely hard to do in TDHF. Third, we would like
the temperature dependence of transport coefficients close to
the transition to compare to experiments.

To accomplish these objectives, in this paper we will first
derive a low-energy effective field-theoretic description of
the coupled system of bulk and edge, which encodes the
information on the nature of the collective modes as well
as the symmetries of the problem (overall S, conservation,
including both bulk and edge). The parameters appearing in
this effective theory have to be matched with the results of
TDHF as well as physical constraints such as the fact that the
stiffness is not singular at the transition. Since we focus on
the low-energy sector, the theory contains the charge-carrying
edge mode (gapless in the FM phase) and neutral spin-wave
excitations of the bulk (gapped in the FM phase). Interestingly,
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FIG. 1. Conductance in units of e*>/h as a function of T, for
different values of A in units of kelvins. Assuming that E{ ~ 1 K, we
take Ro = 1, K = AY*, u = ugA'*, and g = goA>*, where u,, g
are such that the overall A-independent prefactor of §R [Eq. (4.23)]
is 0.1. Inset: Zoom on the low-7 regime 0.01 K < 7 < 0.1 K.

some of the parameters of the effective theory do behave in
a singular way as the transition in approached, reflecting a
divergent length scale.

This effective theory contains all the ingredients we need
to compute transport coefficients at low temperatures. The
detailed TDHF calculation [35] shows that all other collective
excitations are high in energy and remain gapped through
the transition. They will thus contribute, at best, to a finite
renormalization of the parameters of the effective theory.

Focusing particularly on the FM phase, we study the
mechanism whereby the coupling of the charged edge mode
to the charge-neutral bulk excitations assists in generating
backscattering. Our theory yields the two-terminal conduc-
tance G as a function of 7 and the Zeeman energy E . The main
results are summarized in Fig. 1 and Eq. (4.24) below, which
describes the intrinsic resistance (dictating the deviation of G
from 2¢?/ h) as a scaling function of T and the critical energy
scale A = E, — EZ. In the low-T limit where 7" < A, this
yields a simple activation form [see Eq. (4.25)]. This behavior
is dual to the exponentially small conductance expected in the
insulating CAF phase. Our results are in qualitative agreement
with experiment.

The paper is organized as follows. In Sec. II we detail the
derivation of a 2D field-theoretical model for the quantum
fluctuations in the spin and valley configuration for a system
with an edge potential. In Sec. III we study the normal modes
of low-energy collective excitations in the FM phase, and
derive an effective Hamiltonian describing the 1D edge mode
coupled to 2D bulk spin waves. This section is supplemented
by Appendix A, devoted to a derivation of the scaling of
the model parameter when E, approaches the critical value
E?. Based on the resulting effective model, in Sec. IV we
evaluate the two-terminal conductance G as a function of T
and E,. Some further details of the calculation are included in
Appendix B. Finally, our main results and some outlook are
summarized in Sec. V.
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II. MODEL FOR SPIN-VALLEY FLUCTUATIONS
IN TWO DIMENSIONS

We consider a ribbon of monolayer graphene in the x-y
plane, subject to a tilted magnetic field of magnitude By and
perpendicular component B, . These two distinct field scales
independently determine the Zeeman energy E, « Br and
the magnetic length ¢ = \/hAc/eB, . At zero doping, then = 0
Landau level is half filled and we assume that mixing with other
Landau levels can be neglected. In addition, for the time being
we focus on an ideal system uniform in the j direction but
of finite width in the X direction, so that single-electron states
can be labeled by a guiding-center coordinate X = ¢k, with
ky the momentum in the y direction. Similarly to Ref. [34],
the boundaries of the ribbon are accounted for by an edge
potential U(x)Z,, where T, denotes a valley isospin operator
and U(x) grows linearly over a length scale w, from zero in
the bulk to a constant U, on the edge. It is therefore convenient
to represent electronic states in a basis of 4-spinors |Xs 7),
where s = 4,] denotes the real spin index s, and 7 =+
are the eigenvalues of 7, corresponding to symmetric and
antisymmetric combinations of valley states.

The microscopic Hamiltonian describing the system, pro-
jected into the above manifold of n = O states, assumes the
form [25,26,34]

H =Y c'(0I-E.0:7 + UX)ooJe(X) + Hin,
X

2
g.o=" ¢ —q*0/24ig(X, = X2)
mt — L2 4 ga
a=0,x,y,z X1,X2.9

qt? qt?
X CT(Xl + T>IQC<X1 -5

02 02
x ¢! Xz—q— ToC X2+q— L, 2.1
2 2
where  cf(X),c(X) are creation and annihila-
tion  operators  written as  4-spinors [cf(X) =

(ck 1 (X).ck |(X).ch Ok (XD, 00 () are the
spin (isospin) Pauli matrices and oy, 7o are unit matrices, L is
the system size, and :: denotes normal ordering; g, denote
lattice-scale interaction parameters obeying g, = gy = &xy
and g, > —g,, > 0. The latter condition is required [25] to
stabilize a CAF phase for small E,. Finally, gy parametrizes
an SU(4) symmetric interaction which mimics the effect
of Coulomb interactions and dominates the spin-isospin
stiffness.

As we have shown in Ref. [34], for arbitrary E, and U(X)
the Hartree-Fock solution of the Hamiltonian Eq. (2.1) at 1/2
filling is a spin-valley entangled domain wall, characterized
by two distinct canting angles ¥,(X), ¥,(X) which vary
continuously as a function of X when approaching an edge.
This corresponds to a Slater determinant with two (out of four
possible) occupied states for each X:

lax) = cos %|X¢~I—) — e'% sin %p@-),
(2.2)

lbx) = — cos %pm—) + ¢'% sin %|x¢+>,
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where the X dependence of ¥, ¢, is implicit. The many-body
state is therefore a hybridized spin-valley configuration, which
may be represented in terms of two local spin-1/2 pseudospin
fields S,(X), Sp(X) encoded by the Euler angles ¢, € [0,7],
¢, €10,27]:

1,/ . .
S, = 3(sin ¥, cos ¢y, sin ¥, sin @y, cos ¥,),

where v = a,b. Note that in Ref. [34], our focus was on the
derivation of the ground state and we had assumed trivial
phase factors in Eq. (2.2): ¢, = ¢» = ¢ = 0. However, there
is actually a manifold of degenerate ground states with an
arbitrary global phase ¢ 7 0. This implies the existence of a
gapless mode associated with a slowly varying twist of the
angle ¢, consistent with Ref. [35] as will be discussed in more
detail below.

We now allow for fluctuations in the collective variables
Y (r), ¢,(r) [where r = (x,y)], which vary slowly in space
with respect to the magnetic length ¢. Assuming further
that gy ~ ¢*>/¢ and hence is much larger than the other
interaction scales (for o = x,y,z, g4 ~ e2a0/£2 with ag the
lattice spacing [25]), a semiclassical approximation yields an
effective Hamiltonian of the form

H[sa(r),sbm]:Z{% 33 VS + Hioelr)

r a=x,y,z v=a,b

(2.3)

2.4)

where py o go is the pseudospin stiffness and Hj,.(r) is a local
term. The latter can be derived by evaluating the expectation
value of the microscopic Hamiltonian Eq. (2.1) in a state of
the form Eq. (2.2), with the label X replaced by r. Defining a
local projector

P(r) = |ar)(ar| + |br) (b,

the local energy term can be expressed as

Hie) = Y gu{(THP(X)0071)* — Tr(P(r)oote)’1},

a=x,y,Z

@2.5)

(2.6)

where Tr is the trace of a4 x 4 matrix in the basis set by the 4
states |1+), |[{£). Employing Egs. (2.2) and (2.5), we obtain

Hyoo(r) = —[E; — U(x)] cos Y, (r) — [E; + U(x)] cos ¥, (r)
— (g + 3gxy) €os Y, (r) cos Yp(r) — (g; — gxy)
X $in Y, (r) sin ¥, (r) cos[g, (r) — ¢p(r)]. 2.7

Note that since the physical parameters obey g, > Oand g,, <
0, the coefficient of the last term is always negative. Indeed,
this term arises from the ferromagnetic coupling between the
a and b pseudospins in the XY plane, and tends to lock the
relative planar angle ¢_ = ¢, — ¢p to ¢_ = 0.In contrast, Hyoc
does not contain any explicit dependence on the symmetric
combination ¢ = ¢, + ¢5, signifying the gapless nature of
its fluctuations.

Inserting Eq. (2.7) with ¢_ = 0 into Eq. (2.4), and mini-
mizing H[S,(r),S,(r)] with respect to the remaining collective
fields v,(r) and Y, (r), yields the static domain wall structure
¥O(r), ¥ (r) described in Ref. [34]: in the bulk, ¥© = v = v,
where in the CAF phase (E; < EY = 2|g,,|) ¥ is a nontrivial
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canting angle [25] obeying cos ¥ = E./E?, and in the FM
phase (E; > EY) ¥ = 0; the angles smoothly change towards
the edge where ¥* = —7, ¥ = 0 in both phases. Close to
the CAF/FM transition (E, — EY), the effective width of the
domain wall is given by the diverging length scale

£ ~ \Joo/|E. - E].

To describe the dynamics of guantum fluctuations in the
collective pseudospin fields compared to their ground-state
configuration, we next construct a path-integral formulation
[39] in terms of the Euclidean action

ﬂ .
Sop :fo dz{—% Z Z cos Y, 0. ¢, + H[Sa,Sb]}v

r v=a,b
2.9
where 8 = 1/T, H[S,,S;] is given by Eq. (2.4), and the local
fields are now ¥, (r, 7), ¢, (r, ) with t the imaginary time; here
we have used units where i = kg = 1. Defining the fluctuation
fields IT, (r,7) via the substitution

cos Y, = cos wf + IT,

(2.8)

(2.10)

in the first term of Eq. (2.9), it is apparent that IT, are the
canonical momenta of the planar angle fields ¢,. Employing
the canonical transformation into symmetric and antisymmet-
ric fields

b+ = 3(a + ), D— = ba — o,

(2.11)
My =M, + My M- =3I, — ),

the effective action acquires the form

B .
SZD:/(;dT{_%Z Z HMBT¢M+H[H+1H1¢+V¢]}7

r pu=-+,—

2.12)

where in the last term, the dependence on ¢, is restricted
to gradient terms, while the ¢_ dependence includes a mass
term [the last term in Eq. (2.7), o cos ¢_] independent of E,.
As a result, the normal modes of the antisymmetric sector
are typically gapped, and a low-energy effective field-theory
model can be obtained by projecting to the symmetric sector
encoded by the pair of conjugate fields ¢ ,I1,. We note that
the local momentum operator 1, denoting a fluctuation in
the total spin component S,

T, = 8% + 857 = 857, (2.13)

commutes with all the local terms of H[I1,,I1_,¢,,¢_]. As
we show in the next sections, in the FM phase this leads to the
emergence of a gapless edge mode which carries fluctuations
in ¢ (physically representing rotations of the total spin in the
XY plane), and is protected by an approximate conservation
of the spin component S in the edge sector.

III. NORMAL MODES AND EFFECTIVE MODEL

The low-energy dynamics of the model discussed in the
previous section is complicated by the fact that the ground
state of the system is nonuniform in the X direction due to the
edge potential. In the FM phase, there are gapless low-energy
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excitations which are confined to the edge of the system [18],
whereas all excitations in the bulk are gapped. As described
above we are primarily interested in transport due to the low-
energy edge excitations and how this is impacted by the bulk
excitations at low but finite temperature. Accomplishing this
involves the challenge of developing a theory which includes
both the edge and bulk excitations, and interactions between
them. A natural description of the edge modes involves tilting
the spin orientations away from their semiclassical ground
state, for example using the degrees of freedom ¢ and their
conjugates 1y in Eq. (2.11). As argued in the last section,
only gradient terms of the variable ¢, can appear in the
effective action, Eq. (2.12), leading to gapless modes which
will dominate the low-temperature transport properties of the
system [18,26].

The difficulty with using this parametrization for the entire
system lies in the rather different orientations of the spins in
the semiclassical ground-state configuration near the edge and
deep in the bulk. The problem is apparent in Eq. (2.10). In
the FM state, deep in the bulk spins are oriented along the
Z direction; i.e., wf] = 0. This means that one should restrict
IT, < 0 for fluctuations that are physically allowable: spins
can only fluctuate downward from this orientation. Such a
constraint is very challenging to implement in a fluctuating
field theory. One may prefer in this situation to retain the
original spin variables, S,, for which (S%) = 1/2 in the ground
state, and S¥, Si are conjugate variables. This is just the
standard approach to spin waves [39].

Thus, there is an essential tension between the natural
degrees of freedom in the bulk and at the edge. In this section
we will introduce an effective model in which we write both
the bulk and the edge degrees of freedom in their “natural”
representations, while retaining the basic symmetries of the
system, and thereby introducing couplings that will allow
energy to be exchanged between the bulk and the edge.

A. Single-component model: Ground state

We begin first with a simplified model meant to represent
only the lowest energy degrees of freedom of the system,
which captures both the variation of the spins at the edge
and the change in the gapless mode structure as the system
passes through the CAF-FM transition, but is simple enough
to allow analytic progress to be made. By developing this
model we will be able to gain insight into how parameters
of our effective model should behave. Towards this end we
introduce the energy functional

Z |%na|2 ,

a=X,y,Z

3.1
where n(r) is a unit vector field (3, ne(r)> =1) on the
two-dimensional domain r = (x > 0,y). Qualitatively, one
could identify this degree of freedom with the spin-1 field
obtained from the symmetric combination S =S, + S, of
the spin-1/2 fields described in Sec. II. Equation (3.1) is
essentially a low-energy approximation of the model given by
Egs. (2.4) and (2.7) [with § ~ |g,,|], where U (x) is replaced
by a sharp boundary condition at x = 0,and S,, S;, are assumed
to obey the bulk condition ¥, (r) = ¥ (x), ¢,(r) = ¢»(r) forall

ElA] =f d*rl—En. +gn?+ 2
x>0 ) 2
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r except very close to the boundary. This model supports two
phases in its bulk, a ferromagnet (n, = 1) for E; > E{ =28
and a canted state (n, = E./28) for E; < E?. To mimic the
behavior of the v = 0 system edge, we impose the boundary
condition n,(x = 0) = —1, which forces a domain wall (DW)
at the edge into the ground-state configuration. In the FM
state, the DW configuration may be found analytically with
standard techniques [40]. Assuming a classical ground state
in which the unit vector rotates through the % direction in
going from the bulk to edge, one writes n,(x) = cosf(x),
ny(x) = sinf(x), and the configuration #(x) that minimizes
the energy functional satisfies

d’o

poﬁ = E,sinf — gsin26.

(3.2)
This is equivalent to the equation of motion for a particle at
“position” 6 accelerating with respect to “time” x through a
potential

V[0] = E,cos0 — %gcos29.

Assuming the system is in the FM state in the bulk, we must
have 6§ — 0 as x — oo, which fixes the total energy of the
fictitious particle at E, — §/2. Using energy conservation one
then finds that the particle “velocity” obeys the equation

do [Ez(l—COSG)—%g(l_cosze)]l/z y
ax N R

Equation (3.3) may be recast in an integral form

X _ /G(X)/Z dyr
Vpo/2 xp  SINY[2E, — 4§ cos? yr]1/2

for which the integral may be computed explicitly. Defining
the length scale

po/2 Po
tow =/ = | : 3.4
PV TN 2E, —4g ~ \ 4(E. — E9) GH

which is clearly the analog of & [Eq. (2.8)], this leads to the
equation

7= 6‘*)C/ffuw

[l —cosb/2
~ [ 14cosh)2
E,+28cos0/2+ JE, — 23/ E, —28cos20/2
X

E. —2§c0s0/2 4+ E. — 28/ E. — 2§ cos26/2
(3.5)

Finally, Eq. (3.5) may be inverted, which (using the boundary
conditions on ) yields the result cos f(x) = 2y%(x) + 1, with

1
2[23(1 — 22 4+ r2(1 + 2)?]
x {rP(z + 1)’ + (E. +2§)(z — 1)°
— [P+ 1 + (E. +28)(z — 1)?)* —4E.(z — 1)
x 2g(1 — 2% + r*(1 + 20912}, (3.6)

where the quantity r = ,/E; — E¢ measures how close the
system is to the transition between the FM and canted phases.

yi(x) =

PHYSICAL REVIEW B 93, 115137 (2016)

The DW in this model is essentially analogous to what
was found in the edge DW for the v = 0 FM state discussed
in Sec. II. At distances from the edge larger that £py, 6(x)
becomes very small, and approaches zero (the bulk value for
the FM state) exponentially, 6(x) oc e=*/22%_ One can also
solve for the DW shape exactly at the critical value E;, = E¥,
either using the method above or by taking the r — 0 limit of
Eq. (3.6). The result is

O(x) > 0.(x) = 2arccot|: gx:| 3.7

0

B. Single-component model: Fluctuations

We next consider the normal modes around this classical
energy minimum. A simple way to proceed is to define a unit
vector 7'(x) such that n/(x) = 1 in the classical ground state.
This is accomplished by taking n’, = n,, and

ne(x)\ _ [ cosOpw(x)  sinfpw(x) ) (n,(x)

n(x)) = \=sinfpw(x) cosbpw(x)/\n,(x))’
where Opw(x) is the DW configuration which minimizes the
energy functional. Substituting this into Eq. (3.1), and writing

n. =

i I —n?2 —n2~1—(n}+nf)/2, after some algebra

one arrives at an energy functional which may be written to
quadratic order in the form

H[A'] ~ Z f dzr{n;(r)[—%vz + Uu(x)]nL(r)},
>0

X

u=x,y
(3.8)
with “potentials”
U,(x) = %EZ cosOpw(x) — g cos20pw(x),
3.9

Uy(x) = 3E, cosOpy(x) — 2 cos” Opw (x) — E; + &.

To obtain the normal modes from this, it is convenient
to impose angular momentum commutation relations on the
components of the unit vector, [n;(rl),n;,(rz)] =2i8(r; —
l‘z)n’z(l‘1) ~ 2i§(r; — ry). The last step, in which n/Z is replaced
by its ground-state value of 1, is the spin-wave approx-
imation [39].

The classical ground state we have chosen in assuming
the DW rotates through the n,-n, plane is a broken-symmetry
state of Eq. (3.1); globally rotating the unit vector configuration
around the n, axis yields a different configuration with exactly
the same energy. Because of this, the quadratic Hamiltonian
[Eq. (3.8)] must host a zero mode [40]. This can be directly
identified with an eigenfunction of the operator —%Vz +
U, (x) with zero eigenvalue, So(x), where So(x) = sinfpw (x).
Note that this zero mode is confined to the region of the domain
wall, and is independent of the real-space coordinate y.

Because the Hamiltonian and ground state are uni-
form in the § direction, the normal modes have
well-defined momentum ¢,. One may exploit this

by writing n/(r) = [ dgym(x,q,)e'? /2w and n/(r) =
[ dqym(x,qy)e™"®? /2. The normal mode Hamiltonian
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may now be written as

o 1
H Z/dqy/ dX{mx(x, —qy)[hx(qy)Jr Epoqflmx(x,qy)
0

1
+my(x, — qy)[hy(qy) + Epoqf}my(x,qy)}, (3.10)

with operators h, = —% poaf + U,(x). Note that we ex-
pect the effectively one-dimensional operators m to obey
my y(x,qy) = my ,(x, — gy)'. The normal modes of the system
are determined by the eigenvalues and eigenfunctions of the
operators h, ,, which are difficult to determine analytically.
The potentials associated with them, U, ,(x) [Eq. (3.9)], both
reach the constant value of E,/2 — g at large positive x. Thus
these operators will have continuous spectra of eigenvalues
above this energy scale, which becomes the frequency edge
for spin waves in the bulk of the system.

C. Bulk Hamiltonian

If we wish to focus on the behavior deep in the bulk, one
can simply set Uy ,(x) — E./2 — g and extend the domain of
x to —oo < x < oo. The resulting bulk Hamiltonian can be
written

1
Hy=75 ) f ’rSe(0)(E; — 2§ — poV)Sa(0)],  (3.11)

a=x,y

where we have made the identification m,(r) = S,(r), the
components of the unit vector in real space. H, supports a
gapped spin-wave mode of frequency w(g) = E, — 28 + pog*
which becomes gapless at the phase transition, i.e., when E; ac-
quires the critical value E7 = 2g; this behavior is highly analo-
gous to what is found for the low-energy modes in the full sys-
tem near the transition in time-dependent Hartree-Fock calcu-
lations [35]. Alternatively, one may rewrite Eq. (3.11) in terms
of bosonic raising and lowering operators, a(r) = [S,(r) +
iS,(r)]/~/2, al(r) = [S.(r) — iS,(r)]/+/2, which upon taking
the ferromagnetic ground-state average for the S, component
of the spin [39] yields the needed commutation relations
[a(r),a’ ()] = 8(r — 1), so that

Hy, = / d’r [—%p[a*(r)vza(r) +a(r)VZal ()]

+ Ad' (r)a(r)]. (3.12)
In writing Eq. (3.12) we have dropped the subscript O in
00, and

A=E,—-23=E. - E- (3.13)

Note that we expect H, more generally to be the long-
wavelength form of the Hamiltonian governing the low-energy
modes deep in the bulk of the FM state of the v = 0 quantum
Hall state, with A — 0 as the transition to the CAF state is
approached.

D. Edge Hamiltonian

We next turn to a discussion of the lowest-energy mode
of the FM phase, which as discussed above is a gapless edge
state mode. Near the edge, U, of Eq. (3.9) has a well potential
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which monotonically increases with increasing x towards its
asymptotic value. It is also interesting to note that U, = U, +
AU, with AU = E,[1 — cosOpw(x)] = 0, so that U,(x) >
U, (x) for any x. Presuming our domain wall structure is stable,
there cannot be any negative energy states associated with
either 4, or i1, in Eq. (3.10). We have seen that for ¢, =0, &,
supports a zero-energy state; this is unlikely to be the case for
h, because the effective potential associated with it is larger
than that of h,. It is possible that there are bound states in
the spectral interval [0, E,/2 — g], but as the critical value of
E is approached this becomes a very small interval and so is
unlikely to host any bound states. Thus we assume that there
is only one bound state in the spectra of &, and &, for g, =0,
associated with &, at zero eigenvalue. With increasing g, there
will be a single linearly dispersing mode, which we associate
with the gapless edge excitation of the system. Then the lowest
energy modes of the system in the FM phase are the single
gapless edge mode and the bulk spin wave modes discussed in
Sec. III C. We note that the absence of other low-energy modes
is in apparent agreement with time-dependent Hartree-Fock
results for the full v = 0 spectrum [35].

In order to write down an effective Hamiltonian for the edge
mode it is useful to consider the equations of motion for m, (x)
and m(x). Using 9,0 = i[H,0], we find

omy, = 4(hy + %pgqg)m},,
om, = —4(hx + %poqf)mx.

The two equations can be combined to give, after Fourier
transforming with respect to time,

@’'my = 16(he + 30007) (hy + 3p047)my.

For g, = 0 this equation is solved by m, = Sy(x) and w = 0,
and we are interested in the solution that smoothly joins to
this in the limit ¢, — 0. To quadratic order in g,, this may be
written in real time as m(q,,t) = [So(x) + 8S(x,q,)]1¢(q,,1),
with §S of order q%. Using the fact that &, So(x) = 0, the
equation of motion to order qf, becomes

— 07 So(X)P(qy.1) = 16[hchy8S(x.qy) + 5 poqyh.So(x)]
X P(qy,1). (3.15)

Recalling our assumption that 2, does not support a zero mode,
it will have a well-defined inverse operator 4! which we can
apply to Eq. (3.15). Finally, multiplying the whole equation by
So(x) on the left, integrating with respect to x, and using the
fact that (Sp|h,|6S) = fooo dxSo(x)h,6S(x) = 0 for any S,
we obtain the equation of motion

[=8p0a2 — (Sol; ' 150)92]b(gy.1) = 0.

Thus we find a linearly dispersing normal mode w(q,) = uoq,,
with velocity ug = «/8,00/(50|h;1 |So) .

The gapless edge mode obtained above is the only mode
in the FM phase that approaches zero energy. The variable ¢
represents an amplitude to rotate the spins of the DW into the
¥ axis from the % axis through which we assumed the spins
spatially rotate in the classical DW ground state. Qualitatively,
one may associate it with an azimuthal angle of the spins at the
center of the DW, and it plays a role highly analogous to the ¢
degree of freedom in Sec. II. Quantizing this degree of freedom

(3.14)

(3.16)
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leads to a standard Luttinger liquid Hamiltonian, which,
after Fourier transforming into real space, may be written in
the form

=" [ aylk,, rnop + -
e= / y{ o [P IO + =
with [T1(y),¢(y")] = —i8(y — y’) and u,, = uo. Note that
because I1 and ¢ are conjugate, the former can be identified
with deviations of spins near the center of the DW into the
S, direction, as expected from the general considerations of
Sec. II. Because the energy cost for spatial gradients in ¢
descends directly from the two-dimensional spin stiffness
po, we expect u,, /mK,, = pp, which remains finite and
nonvanishing even as the transition point is approached [i.e.,
when the gap Eq. (3.13) obeys A — 0]. This implies that the
Luttinger parameter behaves as

_ T _
Ko 5(/00(50|hx1|50))

Two comments are in order. First, as explained in Appendix
A, (S0|h;1|S0) o A™'2, which is divergent as A — 0, so
that the Luttinger parameter K vanishes in this limit. This
means that the edge mode becomes extremely sensitive to
perturbations at the edge (in the renormalization group sense),
so that the edge Luttinger liquid cannot remain stable as the
bulk transition from a FM to a CAF phase is approached.
Second, the behavior of the coefficients of the edge theory as
the system approaches the transition point is chosen to match
what is found in the normal mode theory. Going beyond this
to include coupling terms between the bulk and edge modes
will be most naturally accomplished by writing them in a way
that includes quadratic contributions, so that this edge-bulk
coupling leads to significant contributions to the edge theory.
Rather than deviate from our development of our effective
model, we defer a fuller discussion of this to Appendix A. At
this point, we introduce our model of the edge-bulk coupling.

[ay¢(y>]2}, (3.17)

NM

12, (3.18)

E. Bulk-edge coupling

As described in Sec. I, the gapless edge mode of this system
isin fact a helical, charge-carrying mode. Spin waves described
by the effective one-dimensional theory above should be
understood as carrying current in the positive or negative
direction, with amplitude proportional to the deviation of the
expectation value of S in the excited state from its ground-state
value. As in other topological systems [17], dissipation at
zero temperature in this edge system is then suppressed
because backscattering requires spin flip, which cannot be
accomplished by static disorder [18,19]. At finite temperature,
however, spin waves will always be present in the bulk, so that
the edge system can exchange angular momentum with it.

We thus introduce a phenomenological coupling which
captures this process and respects conservation of angular
momentum, in the form

Hin = g / dy(a'(0.5)e® + a(0.y)e V). (3.19)

Recalling that the bulk bosonic operators are actually spin
raising and lowering operators [a = (S ~|—iSy)/\/§, al =
Sy — iSy)/\/z], one sees that the two terms in Hj,, respec-
tively flip a spin down and up in the degrees of freedom
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associated with Hj,, at x = 0, which is treated as the location
of the DW. Compensating these spin-flip operators are the
operators e**¢(") which represent the opposing spin flips in
the edge system H,. This is easily understood when one
recalls that the T1(y) operator represents the deviation of S,
from its ground-state configuration due to excitation of edge
modes, and one may verify that e**¢0) are raising/lowering
operators with respect to the IT operator [41]. The two terms
in Hi, thus each conserve S, in the system as a whole
(Hb + He)'

Finally, we note that our full effective model, H, +
H, + Hiy, can be expanded around a classical ground-state
configuration to produce the normal modes of the system.
To be consistent, modes deep in the bulk and at the edge
should behave as A — 0% in the same way as what we found
for the model introduced at the beginning of this section.
This analysis is discussed in more detail in Appendix A. It
leads to the conclusion that the effective “bare” Luttinger
parameter K and spin-wave velocity u in H, scale with A
in the same way as those in the normal mode theory, and the
phenomenological constant g vanishes with A. Specifically
one finds

u~ ALK~ AV g~ A (3.20)
With this scaling one finds among the normal modes for the
fully coupled bulk-edge system a gapless spin-wave mode, at
the edge, with velocity scaling as A'/4, as found for the simple
model developed at the beginning of this section.

With this phenomenological model, we are now in a
position to understand how the coupling between the edge

and bulk can impact transport in the ferromagnetic state.

IV. CONDUCTANCE

We now turn to the calculation of electric conductance,
and investigate its dependence on temperature (7°) and the
Zeeman energy E,. The results can be compared to the two-
terminal conductance data of Ref. [32], and to potentially more
systematic future studies at low 7. We note that in both the
CAF and FM phases, the lowest energy charged excitations
are edge modes, and these are expected to dominate the dc
electric transport. However, in the CAF the edge modes are still
gapped, and the conductance at finite 7 is therefore expected
to exhibit an activated behavior of the form

G(E, < ES) oce /T, 4.1

where A, has been shown [34] to vanish when approaching
the transition as A, ~ (ES — E;)log(E{ — E;). We therefore
focus on the behavior in the FM phase, where the edge
mode is gapless and naively one expects perfect conduction.
Interestingly, as we show below, in this phase the resistivity at
finite T exhibits a similar activated form, reflecting a “duality
relation” between the two phases.

Our starting point is the effective Hamiltonian derived in
the previous section:

Hef‘f = He + Hb + Him»

_ 2, 1 2
H, = 2ﬂ/dy{K(nm 2 @9) }
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1 ] ; ,
H, = /dzr{ — Ep(arvza +aViah) + AaTa},

Hu =g [ dy(al 0 + a0 ). @2)
which describes a helical Luttinger liquid coupled to a bath
of 2D massive bosons along the line x = 0. For simplicity,
we assume here the 2D bulk to be an infinite plane rather
than the semi-infinite plane x > O considered in Appendix A:
a straightforward calculation shows that the effect of bulk-
edge coupling in the two cases is the same for an appropriate
definition of the coupling constant g. The local bosonic fields
a(r), a'(r) correspond, in the spin-wave approximation, to the
bulk spin operators S~ (r), ST (r), respectively; the canonically
conjugate operators ¢(y), [1(y) encode, respectively, the planar
angle and spin density SZ(y) on the edge. We recall that the
last term, representing the most relevant coupling between
edge and bulk modes, can be traced back to a spin-flip term of
the form (S;S; + H.c.).

To the Hamiltonian describing the clean system Eq. (4.2),
we next add a term which accounts for the coupling to arandom
potential associated with static impurities,

1
Hgis = —/dyu(y)pe(y) = ;/dyu(y)ayd), 4.3)

where in the last step we have used the expression for the edge
density operator in terms of the bosonic field ¢. Note that the
helicity of the edge mode forbids standard backscattering terms
[e.g., cos(2¢)] which would normally dominate the relaxation
of charge current on the edge j, by direct coupling of left and
right moving components. In the absence of coupling to the
bulk via the term Hj, in Eq. (4.2), the edge mode thus obeys
conservation of the total spin operator S¢ = [ dy SZ(y), which
is equivalent to the dc component of the charge current,
Jo = /dy Je(y) = Ku / dy T1(y). (4.4)
The forward-scattering term Eq. (4.3) can be absorbed into
a redefinition of ¢ by the transformation [41,42] ¢(y) —
d(y) + (K /u) fdv dy’u(y") leading to a random phase shift of
the operators appearing in Hy:
i$0) _y oi#0)
e — e §(vy), @.5)
(y) = ei(K/u)fo‘ dy'n(y)

For a generic disorder potential, the random variable ¢ (y) can
be assumed to satisfy

(EDMais =0, (COME*ais = DSy — ¥,

where (. .. )qis denotes an average over disorder.

The two-terminal conductance G is next evaluated under
the assumption that due to the almost conservation of S (and
hence J,) on each of the two edges, the intrinsic electric
resistivity is small; i.e., in units of e* /h,

2
Ry + R’
where Ry &~ 1 is the contact resistance arising from coupling

of the leads to a single 1D channel, and § R « 1. Deviations of
R from the ideal value Ry = 1 due to extrinsic processes (e.g.,

(4.6)

A4.7)
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spin relaxation in the contacts) reduces G from the perfect G =
2 value but may be assumed to have a negligible T dependence
[43]. The intrinsic contribution R = L /o (where L is the
length of the sample in the edge direction and o is the dc
conductivity) is treated perturbatively in the rate of scattering.

To this end, we employ a hydrodynamic approximation [44]
of the Kubo formula for o,

1 e ;
o = lim — dt ' ([Jo(1), J.(0)])
o—0 Lw 0

4.8)

(the ee component of the conductivity matrix & in a basis of
current operators {J,}), whereby it can be recast in terms of

the inverse of a memory matrix M, encoding relaxation rates:

& =M% 4.9)
Here jx is the matrix of static susceptibilities
1 r8
Xpg = Z/ dt (J,(1)J4(0)) = (J,1Jy) 4.10)
0

(describing an “overlap” of the operators J,, J,), and M is
determined by correlation functions of the force operators

F,=J,=ilH,J,; (4.11)
generally, the explicit form of M is quite complicated [44];

however in the case where (F,|J,) = 0 it greatly simplifies
and

M, = lim Cpe(@) _,Cpq(w - 0),
w—0 LW

4.12)

%w=fAdMWBWMM-

In Egs. (4.8) through (4.12), (... ) denotes thermal expectation
value at temperature 7. It is apparent from Eq. (4.9) that the
matrix elements of & are dominated by slow modes, for which
F, and hence the the matrix element M ,,, is small. In particular,
the presence of a conserved operator J. which commutes
with the Hamiltonian (i.e., F, = 0) leads to the divergence
of any physical conductivity ¢, (and hence vanishing of the
resistivity) provided the cross susceptibility x,. # 0; in such
a case, the current J, is protected by the conservation law
and cannot decay [45]. When the conservation law is only
approximate, one obtains a finite relaxation rate dominated by
the small memory matrix element M.

In our case, the approximate conservation law protecting
the charge current on each edge is S7, which is identical to
J. up to a constant prefactor [Eq. (4.4)] [46]. This justifies a
diagonal version of Eq. (4.9) and one obtains

L LM,
SR=—=—
o Xee
where, for a Luttinger liquid, x.. is easily computed [41] to
yield a constant x.. = 2uK /7. Employing Eq. (4.12) for p =
q = e (and a standard identity for the retarded correlation
function) we get

, 4.13)

1 oo
R=—"7-— dt tIm{(F,(t)F,(O 4.14
ZWKMPA m{(FOFO))  (4.14)
where, substituting Eq. (4.2) for the effective Hamiltonian,

F, = i[HefTaJe] = i[I'Iim’Je]; (415)

115137-8



EMERGENCE OF HELICAL EDGE CONDUCTION IN ...

in the last step we have used [H,,J.] = 0. The intrinsic
resistivity is therefore dominated by processes whereby the
edge spin is relaxed into the 2D bulk. We finally introduce the
disorder potential by performing the phase shift Eq. (4.5), so
that Hi, acquires the form

Huy=g f dy{¢(»)a'(0,y)e ) + £*(y)a(0,y)e*}.

(4.16)
Evaluating 6R from Eq. (4.14) to leading order in Hjy
[Eq. (4.16)], we modify the definition of angular brackets (. .. )
to include the disorder averaging (. .. )qis.
We next employ Egs. (4.4), (4.15), and (4.16) to get the
correlation function

(Fe(1)Fe(0)) = (gMK)2/dy/dy/@(y)é*(y/)his

x (¢! 0e= 0 MG 1(0, y,0)a(0,y,0)
+a(0,y,0a'(0,y',0})

~ (guK)zD/dy(ei¢(y’t>e—i¢(_v.o>>e

X {WT(O,}’J)G(O,%O)M
+(a(0,y,0a’(0,y,0)),},

where in the last step we have used Eq. (4.6), and maintain
the leading order in g for which the thermal expectation value
is evaluated with respect to Hy = H, + H, (where the bulk
and edge sectors are decoupled). Both sectors are described
by free bosonic theories [see Eq. (4.2)]. The edge part of
the correlation function is given by the standard result for a
Luttinger liquid [41],

4.17)

xa\K/2,_ 1\—K/4
(1900100 i (Fo) "D

>0 [ sinh (%)]Kﬂ’

(4.18)

where « is a short-distance cutoff. For the bulk, we use the
bosonic correlation functions in momentum space

i iwgt
(@ (D)aw(0)), = ' n, (K)dkx,
K ) (4.19)
wx = A+ plKk|7,

where n,(k) =1 /(eﬂ’”k — 1) is the Bose function, and simi-
larly

(ax(t )a:{/(o))b = e "1 +n,(K)]S k- (4.20)
The local correlation functions thus become
(a'(0,y,0a(0,y,0)), = / d*k ™', (K),
4.21)

(a(0,y,1)a’(0,y,0)), = /dzk e 1+ n,(K)].

Inserting Eqs. (4.21) and (4.18) into (4.17) we obtain for §R
[Eq. (4.14)]

[o¢]
SR ~ —D/ dt tIm{C(¢)}, where
0

72g’DL <na>K/2

D= —
2 Bu
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. (=1)~kH
C(t) = lim — R —
=0 [ sinh (%)]

/d—Zk{ M, () + e M1+, (K)]). (4.22)
X ) e'*n, e n, . (4.

Note that D o njmp where niyp is the density of impurities
per unit length; hence, the factor DL encodes the number
of impurities Niyp. Performing the integrals in Eq. (4.22) we
obtain (see Appendix B for details)

27 DT (1 — &)sin (Z£)

SR = f(BA),

8;;2/0 p 2 ) n (423)
f(z)E/ dxl“(——i—i—x) cr
2 4 2n J| 1 —e™~

Recalling the T dependence of D [Eq. (4.22)], this yields 6 R
as a function of T for arbitrary values of the other parameters:

SR(T) x T f(A/T). (4.24)

In Fig. 1 we present G vs T obtained directly from Egs. (4.7)
and (4.23), for several values of A corresponding to a range of
E in the regime E, > Ef.

We now consider the low-T limit where T << A, and use the
asymptotic form of f(z) at large argument to obtain the leading
T -dependent contribution to the resistance (see Appendix B):

SR(T) ~ Rime /7,
o g 429
nl(1 = %)sin (%) DL g* (aA
8o A\ u ’

int =

where we note that the prefactor of the exponential Rjy
is T-independent. This simple activation of the resistance
is remarkably reminiscent of the conductance in the CAF
phase [Eq. (4.1)], where here the activation energy A « (E, —
E?) [see Eq. (3.13)] corresponds to the gap for spin-wave
excitations in the bulk. Interestingly, the role it plays here
is equivalent to a superconducting gap. The final expression
for the low-T two-terminal conductance in the FM phase is
obtained by substituting Eq. (4.25) into (4.7), yielding

2
Ry + Rin(A)e=2/T"

G(E, > E) ~ (4.26)
where the E, dependence is dominated by the behavior of
A. The resulting decrease of G with T (the left-hand side
of the curves in Fig. 1) is in qualitative agreement with the
experimental data presented in the Supplementary Material of
Ref. [32] (which exhibits G vs T for a limited range of T'). In
addition, our results are consistent with the observed saturation
tendency of the conductance as E, is increased at a fixed but
low T.

We finally note that at higher temperatures where 7' > A,
the T dependence of the conductance turns into an increase
(see the right-hand side of Fig. 1). In this regime where one
can neglect the activation gap for backscattering processes,
G(T) is dominated by a power law as one would expect for a
Luttinger liquid with K < 1. At sufficiently high T, however,
our effective model is not guaranteed to describes the system
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faithfully in the first place, and additional degrees of freedom
such as bulk excitations may contribute to transport.

V. SUMMARY

In this work we have developed an effective model for the
ferromagnetic v = 0 quantized Hall state of graphene, and
used it to analyze the transport behavior of the system at finite
temperature. The model includes a bulk system supporting
a gapped spin wave mode, an edge system supporting a
charged gapless helical mode, and a coupling term allowing
an exchange of spin between the two systems. In principle the
parameters of the effective theory which couples the edge and
bulk are free. However, we use several ways to constrain them,
especially in the ferromagnetic phase near the transition. We
develop a simple nonlinear theory of the edge in the FM phase
and match the E, dependence of the spin-wave velocity of this
model with the linear approximation to our effective theory. We
further make the physical demand that the spin stiffness should
neither diverge nor vanish at the transition. This completely
constrains the E, dependence of all the free parameters of the
effective theory. An analysis in terms of the memory matrix
approach allows us to determine the temperature dependence
of edge transport in this system. In the presence of disorder,
charged modes of the system can be backscattered, with the
necessary angular momentum for such processes within a
helical channel supplied by the bulk spin excitations. This
leads to concrete predictions for a two-terminal resistance
measurement of the system.

Our analysis leaves open a number of interesting further
questions. What is the effect of disorder on the bulk of the
system? In particular, is there a range of parameters for
which gapless or nearly gapless spin excitations persist in
the bulk, leading to dissipative behavior over a broad range
of temperatures and/or Zeeman energies? Our model can be
easily generalized to capture the canted antiferromagnetic
phase, which is presumably seen as an insulating state in
experiments with relatively weaker Zeeman coupling. Our
approach in principle allows one to compute the temperature
dependence of transport in this phase as well. More challeng-
ing, and potentially very interesting, would be the transport
behavior of the system through the transition itself. Connected
to this, it would be generally interesting to understand the bulk
properties of the system in the critical regime. How the system
behaves upon doping is yet another interesting direction, an
understanding of which would allow further connection of
our model with existing experimental data. These and related
questions will be addressed in future work.
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APPENDIX A: RENORMALIZATION OF EDGE
PARAMETERS NEAR CRITICALITY

In this Appendix we discuss some technical details that
determine how various parameters of our effective model scale
with A. In particular we demonstrate that the matrix element
(Solh;'[So) scales as A™1/2, as was stated in Sec. III D. We
then discuss how this leads to the scaling of the parameters u,
K, and g in our effective Hamiltonian.

1. Small-A behavior of (Sy|h;!|S)

We recall the operator i, = —% poa)% + U,(x), with

Ux(x) = 3 E; cos Opw(x) — & cos 20pw (x),

which has the asymptotic property U,(x — o0) = E,/2 —
g = A/2. As discussed in Sec. III D, we assume for small A
that 4, has no bound states, in particular no zero-energy states,
so that the operator /! is well defined. The spectrum of A,
then supports only scattering states, which can be specified
by eigenvalues of the form % ,ookf + A /2, with k, formally a
continuous set of parameters labeling the spectrum. Labeling
the corresponding eigenvectors as |k, ), we then have

> dk, Solk:)
o

MOEIT (A

where L, is a size scale which is taken to infinity in the
thermodynamic limit. We next argue that the matrix element
(Solk,) is finite for any A, including at the critical value A = 0.
Since the wave functions vy, (x) = (x|k,) are increasingly
unaffected by U, as A — 0, it is sufficient to show that
the matrix element is finite in this limit. Because the wave
functions in Eq. (Al) are normalized, it is clear that the
integrand is finite for large k, and that the integral converges at
its upper limit. To see that there is no divergence at the lower
limit, we identify a length scale n above which the domain wall
configuration fpy (x) is not appreciably different than zero, so
that for x > n we can use an asymptotic scattering form for
Y, (x), as well as Sp(x) ~ 24/2p00/8/x = &/x [see Eq. (3.7)].

Writing x = u/k,, the matrix element takes the form

const. 00 pmiu _ it p=2i8(ky)
(Solk) ~ 2Bt & [y, ,
\/Zx v Lx ken u

where §(k, ) is the phase shift, which for small k, has the form
8(ky) ~ —kya, with a the scattering length. It is clear from
these forms that (Sy|k,) is finite in the limit k, — 0, and we
write this limit as C/+/L. Finally, noting that, for small A,
Eq. (A1) is dominated by the lower limit on k,, we find

2
¢ 1/VA,

Solh 1S oc/ dky———— ~
(Solh, " [So) ; PN

which leads to the wuyy ~ AY* behavior discussed in
Sec. III D.

2. Scaling of u, K, and g with A

We next discuss how the parameters specifying the one-
dimensional part of our effective Hamiltonian, # and K,
behave as the transition to the canted antiferromagnet (CAF) is
approached from the ferromagnetic (FM) side. Our approach
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is specifically to expand the Hamiltonian for small fluctuations
around a classical ground state, and to specify the behavior of
u and K to match what was found in Sec. III. We begin by
rewriting the effective Hamiltonian in the form

Heff = He + Hb + Hint’

u

H, = —
2

2 1 2
dy K () +E(ay¢) )
N L P :
H,= | d°r Ep(Va Va+ VaVa')+ Aa'ay,

Hu=g / dyla'(0,y)e' ™ + a(0,y)e ™). (A2)

The Hamiltonian has a global symmetry of the form ¢(y) —
oY) + @, a — ae'?, at — a'e™'% . This implies that classi-
cal ground states form a degenerate continuous manifold, and
for convenience we consider fluctuations around ¢(y) = 0. For
small but nonvanishing values of this field, to quadratic order
one finds

s N PPN B f_
Hyy~ g [ dyyla+a'l]|l 2¢(y) +igp(y)a' —al;.
(A3)

Rewriting  a(r) = [P(r) +iQ(M)]/v2, a® =[P@x)—
igm]/ V2 (i.e., P and Q denote the spin operators S, and
Sy, respectively) with [ P(ry), Q(r2)] = id(r; — r2) yields

1
Hin ~ 2g / dy{P(O,y)[l - §¢(y)2} + ¢(y)Q(0,y)}-
(A4)

If P is treated classically, it is clear that the Hamiltonian will
be minimized by P(r) # 0. Collecting terms involving P for
¢ = 0, the function doing so will minimize

1 - 1
Hp = / d’{-p|vp|2 + AP+ «/EgP(r)a(x)}.
>0 2 2
Minimizing this subject to the boundary condition 9, P(x =
07,y) = 0, which is appropriate to an open boundary, one finds
P = Py with

V2
Py(x) = «/\:j’ 0" <x<0,
= —_ﬁge_(%)mx, x > 0.
VPA

Writing P = Py + p, the effective Hamiltonian at the
quadratic level now has the form

2 1 < (2 o 2 1 2 2
Hegr ~ d’r EP(|VP| + VOl )+§A(p + 09)
x>0~

+g / dy{J%d)(y)z + @p(y)Q(o,y)}

u 1

— [ dy] K@)’ + —(3,¢)*{. A5
+2nfy{ (”)+K(>¢’)} (A3)
The middle term in Eq. (A5) encodes a coupling between the
¢ and Q fields, capturing the effects of the global symmetry
described above. The effect of this coupling can be found
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explicitly by minimizing Eq. (AS5) with respect to Q, subject
to the boundary condition 9, Q(x = 07,y) = 0, which again
is appropriate for an open boundary. This minimum ®(x,y)
obeys the equation

—pV2D + A + v2g¢(1)5(x) = 0.

Fourier transforming with respect to y, the solution to this
equation for x > 01is

2 2
q)(-xsqy) - —Qﬂe_\/mx.

P A+ pg?

We can finally write Q = ® + ¢, with [p(r;),q(r2)] = id(r; —
r;) to fully decouple the edge mode from the bulk. After some
algebra, we arrive at the effective Hamiltonian at the quadratic
level in the form

1 - > 1
Hegr ~ / dr{=p(IVpP* + Vg + S A(p* + ¢°)
x>0 2 2

u 2 i 2
+2n /dy{l((nl'[) + K(a,,qs) }

4y

g I
a4 e
pAJ om L+ pg3/A

¢(_Q}’)¢(Qy)-

(A6)

For small enough g,, it is apparent that the last two terms of
Eq. (A6) support a linearly dispersing normal mode, whose
dynamics is described by a Luttinger liquid Hamiltonian
with renormalized parameters. In particular, the renormalized
coefficient of the (3,¢)* term is u/K + 2wg>./p/A¥?. Our
goal is to match the Hamiltonian controlling this mode as
A becomes small to the result [Eq. (3.17)] of the model
described in Sec. 111, in which non-Gaussian properties of the
bulk system were retained. This leads to two requirements:
(i) The coefficient of the (8}«;5)2 should remain finite and
nonvanishing in the limit of small A; (ii) the velocity of the
gapless mode should vanish as A'/#. The first condition will
be met if we assume g ~ A¥*and u ~ K. Noting further that
the product uK [the coefficient of the (I1)? in Eq. (A6)] is
not renormalized, requirement (ii) on the velocity implies that
our “bare” parameters u and K scale as u ~ K ~ A'/4, in
accordance with the scaling of the normal mode parameters
unm, Kyp derived in Sec. I11.

APPENDIX B: DERIVATION OF THE GENERAL
EXPRESSION FOR 6 R VERSUS T

In this appendix we first derive the general expression for
SR [Eq. (4.23)] starting from Eq. (4.22). Inserting wy from
Eq. (4.19), writing the Bose function as a geometric sum, and
performing the integral over Kk, the correlation function C(z)
becomes

C(t) = g%(—l)-% |:sinh (%)}

1 O p—Amp+in) O o~ Amp—in)
«— (Y 4y ) ®
dmp\ = np+it np — it

ol

n=|
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To proceed with the calculation of § R, we recast Eq. (4.22) as

D
SR~ ——I,

where [ = 471,01111{/ dt tC(t)}. (B2)
4mp 0

Substituting (B1) for C(r), we get

00 —& /o0 _AmB+in) 00 Amp—it)
K e e
I1=1 drt(—1)"+ h -
m{/(; (=1 4[51n ( ):| (E FY TS +nE=1 nﬂ—it)]

n=0
K

= Im{ / Cari-ayt [ sinh (%T)} / N dA/(Z R e—A’("ﬂ—”)> }
0 A

n=0 n=I
00 e /
_arg OF_(A")
=—[ an) et ——=
/A ¢ on T

pmp OF(A))

o0 o0
dA —Amp 2 B3
fA n;e N (B3)

n=0
where [47]
(1)~ % o 7\ c B [(=1)F K K
F=(A) =1Im . / dt eT 4| sinh | =¢ =27—Im ~—Bliy£—,1— —
1 0 /3 2 1 4 2
K K K 2(cosm X —isinn & K K
=27 'BRe rt——)r{—+iy ( 4 4) coshnysinn—q:isinhnycosn—
2 2 4 b4 2 2
« B K K 21 1 . 7K
=-22—T(1——=—)|IT(—+i —e™™Y —sin —; B4
s < 2)‘ <4+ly) e 2sm > (B4)
here y = g—A, B(x,y) = %Er(y’)) is the Beta function, and we have used the identity I'(z)I"(1 — z) = 7/ sin(7rz). Inserting these

expressions for F; and F_ in Eq. (B3) yields

/w‘m/ L0 (Ir(E4iy
X 14— _— — 4
s Tz mrga\\a Y

g +/ dn’ et r(X iy
e S ———— — 1
N ST\ g Y

2 a
e)} (B5)

Finally, after integration by parts we obtain the expression of Eq. (4.23).
The asymptotic form of f(z), which dominates the limit 7 < A (namely, z — 00), is now obtained from Eq. (4.23) by

substituting the asymptotic form of I'(z) at large arguments:

f@)~ Q)P /oodxﬁ*le”. (B6)

It is therefore proportional to the incomplete Gamma function F(% ,2), which can be further approximated for z — oo to give

f@)~Qn)*”
This leads to the approximate expression for 6 R in Eq. (4.25).

_kK K
272

“lee, (B7)
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