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We propose a method for analyzing two-dimensional symmetry-protected topological (SPT) wave functions
using a correspondence with conformal field theories (CFTs) and integrable lattice models. This method
generalizes the CFT approach for the fractional quantum Hall effect wherein the wave-function amplitude is
written as a many-operator correlator in the CFT. Adopting a bottom-up approach, we start from various known
microscopic wave functions of SPTs with discrete symmetries and show how the CFT description emerges
at large scale, thereby revealing a deep connection between group cocycles and critical, sometimes integrable,
models. We show that the CFT describing the bulk wave function is often also the one describing the entanglement
spectrum, but not always. Using a plasma analogy, we also prove the existence of hidden quasi-long-range order
for a large class of SPTs. Finally, we show how response to symmetry fluxes is easily described in terms of the

CFT.
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I. INTRODUCTION

In the past three decades, topological phases of matter have
attracted a large amount of interest due to their tendency to
exhibit highly robust quantum phenomena which have various
applications in quantum engineering and metrology. One of
the current frontiers in the field aims at understanding the
variety of novel topological phases which arise when some
extra symmetries are not allowed to be broken. For example,
it was shown [1-3] that, given an Ising (Z;) symmetry,
there are two topologically distinct Ising paramagnets in two
dimensions. This can be thought of as the spin analog of
topological insulators [4] and accordingly the topological Ising
paramagnet must have gapless magnetic excitations on its
boundary. While numerous types of topological insulators
have been realized experimentally [4-6], such “topological
paramagnets” have thus far only been realized in the one-
dimensional (1D) context [7], although several ideas have been
put forward concerning two dimensions (2D) [8,9] and three
dimensions (3D) [10].

Since this discovery, a variety of topological paramagnets
(more commonly known as short-range entangled bosonic
SPTs) with different symmetries and different dimensions have
been explored using various advanced tools [2,11-15]. Long-
range entangled versions of these phases [coined symmetry
enriched topological (SET) phases] have been studied as
well [16,17]. Still, open questions remain concerning the
scope of these approaches [12], their extensions to fermionic
systems [18], and their relevance to experimentally feasible
models. Also, microscopic lattice models realizing fractional
topological paramagnets' [for instance, gapped spin systems
with an Ising (Z,) symmetry supporting bulk excitations with
a Z4 symmetry) are very scarce.’

A powerful and conceptually simple tool in analyzing
the fractional quantum Hall effect (FQHE), a prominent 2D

!"These phases would correspond to SETs for which the gauge field
is emergent.

2An example of this would be a generalization of the Kalmeyer-
Laughlin state [72] to lower filling fractions.
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topological phase, is the FQHE-CFT correspondence [19-22].
While CFTs are usually used to describe critical states, here
the ground-state wave function of a 2D topological phase
is expressed as a many-operator correlation function in the
holomorphic (chiral) part of a CFT:

Veque) = Y <H 0<zi>> X 1), ¢))

Zi CFT i

where z; are the particle positions given on the complex plane
and the expectation value is computed in a given CFT in which
O is a given operator. Choosing different CFTs and different
operators O yields a variety of Abelian, non-Abelian, bosonic,
and fermionic fractional quantum Hall (FQH) phases. The
quasiparticle statistics, ground-state degeneracies, and edge
spectrum are all readily deduced from known properties of
CFTs [22]. Furthermore, microscopic Hamiltonians which
stabilize these phases can be written.

There are many recent works showing similarities between
SPTs and the FQHE [11,23-25]. Most relevant to our discus-
sion is Ref. [11], where SPT phases are analyzed through the
prism of bilayer or multilayer quantum Hall effects. Using
the K -matrix formulation, several classes (though not all®) of
SPTs were shown to correspond to compact boson CFTs with
an unconventional (chiral) action of the physical symmetry on
the left and right goers (see also Ref. [26]). While this suggests
that some ground-state wave functions of SPT phases can be
presented as correlators in these compact boson CFTs, this
continuum observation appears physically relevant only for
bilayer quantum Hall setups and not for spins on a lattice. The
main microscopic approach to studying SPTs on a lattice is
the group-cohomology approach [1,2] and, at least for bosonic
SPTs, it is also more comprehensive in its scope. Physically,
however, it is somewhat opaque and it is in particular unclear
what CFTs one can associate with these wave functions and
whether this is beneficial in some way.

3Their construction does not generalize straightforwardly to non-
Abelian symmetries or to an important subclass of Abelian SPTs
which result in a non-Abelian theory when gauged (type iii cocycles).
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Our work therefore provides a distinct and unifying
approach to studying SPT phases which generalizes the
above CFT-FQHE correspondence and at the same time
interpolates between the continuum field theory approaches
of Refs. [11,15] and the microscopic group-cohomology
approach. It is shown that microscopic 2D bosonic SPT wave
functions, when written in the symmetry-charge basis (i.e.,
the basis on which the symmetry acts diagonally), appear
as a many-operator correlation function in a nonchiral CFT
(i.e., where both holomorphic and antiholomorphic parts are
taken). Based on loop models and notions of discrete flux
attachment [25], a microscopic toolbox is developed which
allows us to identify CFTs associated with a large variety of
SPTs including SPTs for which the continuum approaches
do not apply in any straightforward way. Furthermore, the
expected symmetry-flux responses [23,24] are obtained. For
a Zy-, symmetry, this CFT approach is used to establish the
presence of hidden order [25,27,28], a property which to the
best of our knowledge has not been derived before. Somewhat
surprisingly, unlike in the CFT-FQHE context where it is
believed to be impossible to obtain an exact tensor product state
(TPS) description, here there appears to be no tension between
having a TPS and writing the wave function as correlators in
a CFT. Lastly, we show that for all group-cohomology wave
functions, the entanglement spectrum is given by the spectrum
of the CFT.

II. MICROSCOPIC SPT-CFT CORRESPONDENCE

We consider the ground state |y) of a 2D bosonic SPT
based on a discrete symmetry group G. The Hilbert space
is given by degrees of freedom ¢, € G lying on the sites of
a triangular lattice at position r. For simplicity, let us focus
on G = Zy, where we label group elements as the numbers
{0,...,N — 1} ~ G. In the basis |¢,), the action of g € G is
given by g|¢,) = |g + ¢,). Since it rotates under the action of
G, we refer to this basis as the symmetry-phase basis. The SPT
wave function is then given by |y) = N ~!/? Z{M A o))
where all the NV configurations {¢,} are summed over. For all
known wave functions, Ay, is given by a product of local
phase factors [3,29].

To establish similarities with FQH wave functions, which
are written as a function of the charge positions (the charge
being electrons in that case), it is natural to use the symmetry-
charge basis o, € {0, ...,N — 1}, on which g acts diagonally:
glo,) = e*™i@r&/N g, ) [25]. For non-Abelian G, this would be
the representation basis. It will be advantageous to enumerate
the {«, } basis by a set of unordered positions {4;,7;} of “charge
41 particles” such that o, = Z[ =+;6,,, mod N.Redundancy
in this description is removed by always taking the smallest
number of particles. The SPT wave function reads as

4
lY) = N Z}A{i,»,rf}l{ii’ri})’

{Li.ri

—1 2ridy, /N
Agry =27 Ay [ 77/, 2)
@) i

Z=) Ay
)
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The amplitudes of |¢) in the symmetry-charge basis appear
as correlators in a statistical mechanics model whose config-
uration space is {¢,}, whose “Boltzmann” weights are Ay ),
and where an operator O (r) = eT27¢/N is inserted at every
charge £1 particle position.

A major motivation for our approach is the observation that
two-point correlation functions within this partition function,
also known as strange correlators between the SPT state and an
ideal paramagnet, appear to be critical [30]. In the following,
we will show explicitly for many examples that this Z theory is
indeed critical, and that it also gives the entanglement spectrum
theory. Even so, for Eq. (2) to be a useful generalization
of Eq. (1), three main issues must be addressed: (a) the
identification of the CFT governing this critical behavior,
(b) the association between Oy and CFT operators, and
(c) the strong ultraviolet corrections to CFT predictions,
coming from the fact that the O operator insertions are dense
on the lattice scale.

To address the last issue, it will be advantageous to
consider the dilute symmetry charge regime where the number
of particles per lattice site p is made small by adding a
particle fugacity factor to the wave function. In this regime,
the correlation function Ay, involves mainly long-range
features which can therefore be studied using CFT. Provided
that the wave function near p = 0 is adiabatically connected to
that with p & 1, the qualitative features thus obtained should
persist down to the lattice scale (p & 1). To establish this
adiabatic connection, in Appendix C we use the fact that |i)
can be written as a tensor product state (TPS) to show that a
continuous family of local fugacity-dependent Hamiltonians
exists for which these fugacity-dependent wave functions are
the exact ground states. Moreover, these ground states are
found to be strictly short-range correlated, strongly implying
that this family of Hamiltonians is gapped as required. Note
that this adiabatic connection is akin to that between FQH
phases in the continuum (p — 0) and their lattice counterparts,
coined fractional Chern insulators, for which p is of order
one. Here again, there is ample numerical [31-34] and
analytical [35-39] evidence.

III. ENTANGLEMENT SPECTRUM

We now explicitly show the relation between the theory
describing the SPT bulk wave function (Z) and the theory
describing the entanglement spectrum. While it is difficult to
extract this spectrum in general, a significant simplification
arises from an important feature of all the “fixed-point wave
functions” [29] we consider in this work: A4, always appears
as a product over triangles of local phase factors. The partition
function for a triangular lattice on a torus of length N and
width L (see Fig. 1) can therefore be written as

Z = Tr[(T, )N/, 3)

where T} and T, are |G|* x |G|! transfer matrices for which
the matrix elements T ¢ are given by the product of phase
factors for a given column of triangles and where the group
elements on the left and right sides of this column are given
by ® and &', respectively. If Z describes a conformal field
theory, the low-lying spectrum of In(7;73) is, up to a simple
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FIG. 1. Bipartition of the infinite cylinder (infinite in the x
direction, periodic boundary conditions along y with width L). &,
is an index running over all possible configurations of ¢(0*, y).
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normalization, equal to the spectrum of scaling dimensions in
the CFT.

Let us consider a system defined on an infinite cylinder
and consider cutting the cylinder in half. We define r~ €
{Ce,)lx <07}, rt e {(x,y)lx > 0%}, ¢ps € r™ — G}. We
compute the reduced density matrix of the left half of the
cylinder. It is given by

plop_3 ¢ 1= vip .o 19 (6] 6:1. “)
b

We now decompose the product of group cocycles into three
factors

Yip_,dpr ] =A_[¢_1To_ o, Arld4], (5)

where ®.(y) = ¢+(0%,y) and where T is either T} or T»
depending on where the cut lies (we will take 7 = Tj in the
following without loss of generality and in agreement with
Fig. 1). AL[¢+] is the product of cocycles over all triangles
strictly inside {r*}.

Using the fact that |A,[¢,]|> =1, the cocycle factors
disappear for all triangles strictly inside {r*}, and one
can trivially compute the sum for all sites with x > 07,
leading to

plo—;d 1=A_[6_1A" (61D To_ o, Ty o,

D

=A_[¢ 147 (¢ 1 To_ o
=D 2o v @), (6)
A

where T =TT', Too ul =Ai ul, and VYu(p-)=
A,[qb,]uﬁbi. Using the fact that [A_[p_1> = 1, it is easy to
see that the i, form an orthonormal set. We can therefore
conclude that the entanglement spectrum A is given by the
spectrum of 7.

We now have two theories defined by two different transfer
matrices: the theory for the bulk wave function is given by
T1T, and the theory for the entanglement spectrum is given
by T TIT. Now, within the group-cohomology construction of
SPT wave functions, the local cocycle factor is taken with a
complex conjugate for, say, all left-pointing triangles. It is easy
to see that this complex conjugation ensures that 7, = TIT, and
that the two theories are therefore the same.
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While the bulk and edge theories are the same for group-
cohomology wave functions, they do not have to be the same
in general. For example, the Levin-Gu wave function does
not include this complex conjugation, and in that case T, =

T{ # TIT. In that case, the bulk and edge theories are therefore
different: as discussed in the following, while the edge theory

(T, TIT) describes a free boson with ¢ = 1, the bulk theory
(T T}) is a highly nontrivial ¢ = —7 nonunitary, logarithmic
CFT. A similar situation was shown to arise for the Haldane-
Rezayi fractional quantum Hall state [40].

It is interesting to note that the transfer matrix of the
edge theory is always Hermitian, as it should be if it is to
describe the edge dynamics, while the transfer matrix for the
bulk theory can be non-Hermitian (and the corresponding
CFT nonunitary). Note that in this section, “edge theory”
refers to the theory giving the entanglement spectrum, as this
is a well-defined theory for a given wave function, unlike
the theory describing a physical edge, which depends on
the arbitrary choice of admissible terms added to the edge
Hamiltonian.

IV. IDENTIFICATION OF CFTS

After having established the usefulness of Z for studying
both the bulk wave function and the entanglement spectrum,
we now establish its criticality and identify the emerging CFT
for a large set of examples. Before delving into a more specific
analysis, several guiding principles should be identified.

The first one concerns symmetries. The microscopic wave
functions coming from group cohomology, and consequently
also the partition function Z, all obey the symmetry group
of the SPT G when placed on closed boundary conditions.
However, there is often a large freedom of choice in writing
such wave functions which can lead to extra onsite symmetries.
As a starting point, and in order to facilitate the calculations,
it is natural to make the most symmetric choice available. In
practice, we find that this amounts to choosing a particular
branching structure with a hexagonal unit cell.

The second one concerns the relation to a classical statistical
mechanics (Stat. Mech.) model. The partition functions Z
obtained here all have complex Boltzmann weights. However,
in all examples given in the following (except the Levin-Gu
wave function and the case of G = D3 with p # 3), we
find that judiciously summing out a particular sublattice of
the triangular lattice leads us to a true statistical mechanical
models with real, positive Boltzmann weights. These classical
models appear either as loop models or spin-ice-like models
having zero discrete divergence constraints. Aside from being
amenable to Monte Carlo simulations, in many cases these
models can be solved by promoting the discrete degrees of
freedom to continuous ones and establishing a suitable map to
a compact boson.

Remarkably, we find three classical models obtained from
group-cohomology wave functions which are in fact integrable
models for which the CFT can be obtained in a rigorous man-
ner. In several other cases where we are not aware of mappings
to integrable models, our numerical results show some hints
of integrability: CFT-implied degeneracies are exact on the
lattice and finite-size corrections appear particularly small.
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FIG. 2. Advantageous branching structure for which points on
the A sublattice (shown in blue) always appear first in the ordering
of vertices in their surrounding triangles. The B and C sublattices
are shown in red. In each triangle, the first vertex has two outgoing
edges, the second vertex has one outgoing and one incoming edge,
and the third vertex has two incoming edges. This branching structure
is referred to as the A BC branching structure in the following.

This raises the intriguing possibility that group-cohomology
cocycles are linked with integrable models.

A. Abelian symmetries
1. Type i cocycles

First is the group-cohomology wave functions for an SPT
with a Zy symmetry [2]. To write such wave functions, one
must choose a branching structure or, equivalently, a consistent
ordering of the vertices (ry,r,,r3) of each triangle on the lattice.
Crucially for later analysis, we choose this ordering such that,
for each triangle, the first, second, and third vertex belongs to
the A, B, and C sublattice, respectively (see Fig. 2). In the
following, we will refer to this choice as the ABC branching
structure. In 2D, there are N different paramagnetic phases
with Zy symmetry. If we index themby p =0,...,N — 1, a
wave function belonging to the pth SPT phase is given by

S(ry oyt
A,y = l_[ UP(I ’ 3)(0’¢7‘1’¢r2’¢f3)7

(r1,7r2,73)€T

vp(0,¢1’¢2’¢3) — ezn#@f@l,(?z,(bs)’ (7)

(2 — @1) + (3 — ) — (P53 — ¢1)

f(@1,¢2.03) = N ,

where 7 is the set of triangles with ordered vertices in-
dexed by (r(,r2,73), S¢r.r.r) 18 1 (=1) if the vertices are
clockwise (anticlockwise) oriented, v, is known as a cocycle,
and (¢ — ¢') =[(¢ — ¢+ |N/2]) mod N]— |N/2]. This
choice of cocycle is a slight modification of the more common
choice [41], where no addition or substraction of |N/2] is
required.

A technical advantage of this branching structure is that
any A sublattice point, say r,, appears first in the ordering of
the vertices in all the triangles surrounding it. Consequently,
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the ratio of Ay )41, over Ay, where {¢,} + 1,, is the set
{¢.} with ¢, = ¢, + 6,,, mod N, depends only on the points
surrounding r, (indexed in a clockwise fashion by r, ; with
k=1,...,6):

A{¢r1+1¢a _ e%dz_m (8)

Ag,) ’
b = S DD s = 00 9
2,1 — N . ( )

For “smooth” configurations, where [{(¢p —¢')| K N for
neighboring sites, the function d, ,, € Z is a discrete analog of
the notion of vorticity [25]. Since Zrﬂ dz;, = 0 on the torus,
we obtained an extra global Zy symmetry, corresponding to
rotating ¢ only on the A sublattice.

The partition function Z can now be simplified considerably
by summing out all the variables on the A sublattice (¢, ). For
N and p coprime, the cancellation of phases of the exponential
in Eq. (8) leaves only the subset of configurations on the B and
C sublattices {¢,, }o for which d,,, mod N = 0 on every A
sublattice point. This yields

Z = Z ZA{@] = N* Z 1, (10)

{Dr, ) (Dry} {Pn, .1,

where #A is the number of A sublattice sites and we also used
the cocycle property that v,,(0,0,¢,,¢3) = 1V ¢,,¢3. Notably,
we arrived at a classical partition function with real positive
Boltzmann weights and thus any CFT that might describe local
observables in this theory should be unitary.

To obtain the CFT associated with Z, we follow a heuristic
approach which works for spin-ice models wherein a discrete,
lattice zero-divergence constraint is promoted to an equation
of motion for a continuous field [42]. The analog of the
spins in the spin-ice model is given by the link variables
(¢i — ¢;) of our model. A slight difference is that d>(r,) =0
is a zero-curl constraint for these link variables rather than
a zero-divergence constraint. Consider promoting ¢ to a
compact boson ¢ using the embedding ¢ = 27 ¢/N € [0,27),
a possible candidate for the Lagrangian is £ = ﬁ(V(p)?
Using a duality transformation, the Lagrangian becomes £ =
ﬁ(V@)z, with @ being the dual field of ¢ such that V20 is
the vortex density of ¢.* The equation of motion of @ is given
by V20 =0 and can be seen as a continuum version of the
zero-curl constraint we have found on the lattice.

Based on the above approach, a sensible continuum action
is given by

S— f £ 09 + 1 Voo + Ve )

+ X (V=n + Vin=—n), 1)

where g is the stiffness, V, ,, is the vertex operator of electric
charge e and magnetic charge m, with scaling dimension
Ao = €?/2g + gm?/2, and where only the most relevant
vertex terms allowed by symmetry were kept. In terms of
¢ and its dual variable 6, the electric and magnetic operators

“See C. L. Kane’s Lectures on Bosonization, http://www.physics.
upenn.edu/ kane/pedagogical/boulderlec12.pdf.
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are given by V, = ¢/** and V,, = €. Considering “smooth”
configurations of ¢, the microscopic d;,, = 0 condition
translates under the embedding to allowing only magnetic
charges which are multiples of N, i.e., m € NZ, in the action.
Likewise, the discrete nature of ¢ restricts the electric charges
allowed in the action to respect the Zy subgroup of U(1),
i.e., e € NZ. If both these magnetic and electric terms are
nonrelevant, which is true for N?/4 > g > 4/N?, the theory
is attracted to a Gaussian fixed point with ¢ = 1 [43].

To associate CFT primary operators with the Oi(r)
appearing in Eq. (2), we require two reasonable assumptions
in addition to the above embedding: (1) The CFT operators
should transform according to a given representation of the
sublattice symmetry group. In the present case, after having
integrated out the A sublattice, the only remaining sublattice
symmetry corresponds to an interchange of the B and C
sublattices. (2) The CFT fusion rules should be consistent
with the Zy additive relation for the charges. This is made
possible by the presence of the vertex terms in the action,
which corresponds to a finite density of screening charges
with e,m € NZ.

For O.(r) operators on the B or C sublattice, the em-
bedding implies eT27?/N — oFi90) yielding Oy — Vo—z1.
Numerically (see Appendix A), we find that there is a sign
difference between B and C': on the B (C) sublattice, we have
Ot — Ve—g1 (O+ — —Ve=z1), implying that V,—; picks
up a minus sign under the sublattice symmetry, as allowed
by assumption (1). For a charge o on the A sublattice point
rq, the summation over ¢,, enforces a nonzero vorticity d, ,,
whose value is determined by pd,,, —a =0 mod N. The
embedding thus associates a nonzero discrete vorticity d ,
for ¢ to a magnetic charge with m = d,,, for ¢. For p =1,
this simply leads to Oy — V,,,—1,. For p > 1, the discussion
remains the same if, on the A sublattice, one enumerates the
charge basis by the position of charge =+ p particles instead of
charge +1 particles, since one has Of — V,,_4,. Different
values of p therefore simply correspond to a reshuffling of
the different charge values, and we will use p =1 in the
following in order to simplify notations. In short, charges on
the A sublattice correspond to magnetic charges and charges
on the B and C sublattices correspond to electric charges
(see Fig. 3). The case N = 2, made special by the fact that
Oy = O_, is discussed in Appendix A.

In Appendix A, we numerically confirmed the above
predictions for N = 2 and 3 in terms of central charge, operator
content, power-law behavior of correlation functions and
representation of lattice operators. We find g = 1 £5 x 107
for N =2 and g = 0.925 £0.01 for N = 3. Note that the
value of g is in general not universal, except possibly when an
extra symmetry is present, as is the case for N = 2 for which
adding 1 to all the ¢, on any given sublattice is a symmetry.
This symmetry between the three sublattices corresponds to a
symmetry between electric and magnetic charges in the CFT
language and thereby forces g to be at its electric-magnetic
dual value of 1 [44].

It is now illuminating to study the symmetry action at the
light of the previous results. The global symmetry action
corresponds to applying ¢ — ¢ + 1 on each site. At the
CFT level, this symmetry action translates into different
transformations depending on the sublattice. On B and C, the
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FIG. 3. Electric particles live on the B and C sublattices (shown
in red) and magnetic particles live on the A sublattice (shown in blue).
The blue curvy arrows indicate the magnetic-particles-generated flux
that is seen by the electric particles.

symmetry action translates via the embedding top — ¢ + ZW”
. . . . —2ripg
On the A sublattice, inserting the microscopic operator e~ ¥

corresponds to adding a vorticity of one or, equivalently, to
inserting a V,,—; = ¢'? operator in the CFT language. It is then
natural to associate the microscopic variable —27 p¢ /N on the
A sublattice with 6 in the CFT and, consequently, to associate
the microscopic symmetry action¢p — ¢ + 1to6 — 6 — Z”T”
Thus, the global Zy., symmetry, for nonzero p, rotates both
0 and ¢ simultaneously. The above symmetry action is exactly
the one discussed in Ref. [11] with regards to the edge theory
of such SPTs. As shown in that work, given such an action
of the symmetry, the only way a symmetry-preserving term
can gap out the theory is by inducing a spontaneous symmetry
breaking.

‘We now go back to the microscopic derivation of the wave-
function amplitude in the symmetry-charge basis A, ;.
Focusing on N > 2, we remove fast sublattice oscillations
by deﬁning A{ei,mi,ri} = l_[i(_l)ar‘ECA{ii,ri}’ where Sl‘iGC is 1
(0) if r; is on the C (A, B) sublattice, and the set of electric
and magnetic charges ({e;,m;,r;}) is determined from {%,r;}
by the previous association [e.g., (+,r,) — (0, + 1,r,)]. The
wave-function amplitude can now be written as Ay, m, ) =
(T']; Ve;.m; (r:)), where the average value is taken with the action
given by Eq. (11). The usual renormalization group procedure
can be used from the lattice scale ay to the scale of average
interparticle distance [ (p = a}/I%), leading to a suppression
of A (M) as ~ (ap/1)*~2 with A = N?/2g (A = gN?/2). We
focus first on the infinitely dilute charge limit p — 0, for
which A,A” — 0, yielding a simple form for the wave-function
amplitude:

Ateimiri) = l_[ |2k — 2|/ 1_[ |zs — z, ™8
k<le&E s<teM
epmy;
ik — X
|Zk - Z[l

ke€,teM
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where z =r, +i r, and where we used the fact that each
particle is either electric or magnetic, but not both, to separate
the particle indices into two subsets £ and M for electric
and magnetic charges, respectively. Notably, unless ), ¢; =
Zi m; = 0, the above correlator vanishes. Consequently, we
find an enhanced U(1) x U(1) symmetry compared to the
original wave function for which the above neutrality condition
was only obeyed modulo N.

At small but finite p, A and A’ are nonzero and act
as a condensate of charge =N particles thereby breaking
the U(1) x U(1) symmetry present at o =0 down to the
initial Zy x Zy symmetry. This mechanism is explained in
Appendix D, where we also give a self-consistent argument
showing that the Laughlin picture persists even with a finite
condensate density.

Interestingly, in Ref. [45] a similar U(1) x U(1) wave
function was proposed (however with only positive charges).
Consistently with our picture, condensing charge N particles
at the level of the Chern-Simons theory associated with that
wave function was shown to yield the N different Zy SPT
phases [11].

2. Type i cocycles

Let ® = (¢r,¢1) denote an element of Zy x Zy, with N
prime. In the following, we will use n = [,II as the index
that distinguishes between the two groups. According to
Ref. [46], the third cohomology group of Zy x Zy is spanned
by products of two distinct types of 3-cocycles. The type
i cocycles involve just one of the Zy groups while type ii
cocycles involve both. Namely,

2xipn¢1.y/n
vi,pn(O,Cbl,(bz,d>3) =e N
2ip'é11 iy
Vi (0, ®1, @2, ®3) = e v, (13)
(Pry — P1.y) + (D3 — Do) — (B3 — P1y)
fn = N ,

where we again choose the branching structure given in Fig. 2
such that, for each triangle, ®; (resp. ®,, ®3) refers to the
site on the A (resp. B, C) sublattice. A generic cocycle is then
labeled by (p1, pir, p') and given by v; p, Vi p, Vi p'-

We consider first some simple cases, as summarized in
Table 1. First, when the only nontrivial cocycle is a type i
cocycle for one of the two groups, say the first one, the previous
arguments for G = Zy can be applied to the first group, while

TABLE I. Association of CFT primaries and microscopic op-
erators for several diffent cocycles of G = Zy x Zy. Regarding
microscopic operators, ¢, , stands for the insertion of an operator
¢/ %% on the A sublattice and ®(e),n stands for the insertion of an
operator ¢/ ¥ % on the B or C sublattice. The CFT operator Veimyn
is an electric (magnetic) operator for the compactified boson indexed
by 7.

D1 Pu P Var Ve Vit Venn  Central charge
#0 0 0 Ga1 Do 1
#0 #0 0 du1 Do Ga,n Dot 2

0 0 ?é 0 ¢a,l ¢b(c)v” 1

0 #0 #0 Ga1+ Gat Do 1
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the degrees of freedom of the second group form a trivial
paramagnet. Second, when there are two nontrivial type i
cocycles, one for each group, one finds two decoupled G = Zy
SPT phases, and again the previous arguments apply directly.
Third, when p’ # Obut p; = py; = 0, one should sum ¢y on the
A sublattice and obtain a compactified boson (¢yy) associated
with the coarse graining of ¢ degrees of freedom on the B and
C sublattices. For N > 2, the electric charge operators V,_|

of that boson would correspond to the microscopic operators
+2rig .

e ¥ on the B and C sublattices as before. However, the

magnetic charge operators V,,—+; would now correspond to
+p/2mi¢ . . .

e~ " onthe A sublattice. All the other microscopic degrees

of freedom (¢ on the B and C sublattices and ¢y on the A sub-

lattice) form a trivial paramagnet. Lastly, for p’ # 0 and py #

0but p; = 0, one obtains a single compactified boson ¢y asso-
L2rigy

ciated with ¢y. For N > 2, the microscopic operators e~ ¥

on B and C correspond to V,_.; and the microscopic operator
2ri(pyon+r'dp
N

on the A sublattice corresponds to V,,—1;.

A more complicated case, which does not follow directly
from the previous G = Zy results, is p’ # 0 and py # 0 but
pu = 0. In this case, one can integrate out ¢; on the A sub-
lattice to obtain that the condition (pidy ., [¢1] + p'da,,, [Pu])
mod N = 0 has to be satisfied for each B, C hexagon centered
at r,. The discrete vorticity d, ,, [¢] is defined in Eq. (8). It
is then natural to consider the linear transformation (cﬁl,én) =
(p1d1, ;o) + (p'du, — p'¢1), defined in the two-dimensional
vector space over the finite field Fy (which is well defined since
N is prime). This linear transformation is an isomorphism if
its determinant is nonzero, i.e., if ( P12 + p?) mod N # 0. We
now focus on the case N > 1 and pp,p’ 2 1 for which this
condition is fulfilled.

One can then repeat the assumption made previously that
the important configurations are those in which ¢; and ¢y
change by much less than N /2 between adjacent lattice sites. In
this case, one has that pid . [¢1] + p'da,, [du] = da.s, [#1] and
a compactified boson @; emerges, corresponding to the coarse
graining of ¢;. Repeating the rationale used for G = Zy, one

. . +2rigy
would then find that the microscopic operator e ¥ " on the

A sublattice corresponds to V,,,—1; and that the microscopic
+27i

operator e ¥ " on the B or C sublattice corresponds to V,—. .
All the other microscopic degrees of freedom (¢ on A and
¢ on B and C) form a trivial paramagnet. A test of this
conjecture, as well as a generalization for all (py, py, p’) and
nonprime N, is left for future work.

3. Type iii cocycle and exact mapping to loop models

When a product of more than two Z groups is considered,
the third cohomology group is spanned by the type i and ii 3-
cocycles considered above, as well as one additional distinct 3-
cocycle, called type iii [46]. Focusing onthe case of G = Zy X
Zy x Zy and denoting group elements as ® = (¢, ¢, ),
the type iii 3-cocycle is given by

Viii,p(0, @1, @2, @3) = PR
ar = é11
bu = (21 — 1.1
cm = (¢ — d2,m)s (14)
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where we again choose the branching structure given in Fig. 2
such that, for each triangle, ®; (resp. ®,, ®3) refers to the
site on the A (resp. B, C) sublattice. Notably, this cocycle is
not defined in terms of the f factor present in the previous
examples [Eqs. (7) and (13)] and the reasoning used for G =
Zy appears irrelevant in this case.

Instead, consider rewriting this 3-cocycle as

Viiip(0, 1, P2, D3) = [7,(0,P1,P)]", (15)

where ®; = (¢;.1,¢;11) and where U, can be recognized as
a 2-cocycle associated with a G = Zy x Zy symmetry [25]
{i.e., a cocycle in the second cohomology group H?[Zy x
Zy U]}

This suggests that type iii 3-cocycles are described by the
decorated domain-wall picture of SPTs [47]. Following this
picture, each domain wall for the ¢y degrees of freedom
should be thought of as carrying its own G = Zy x Zy
1D-SPT phase for the ¢; and ¢y degrees of freedom. {As
a technical comment, note that the 2-cocycles of the form
given by ¥, span H[Zn x Zy, HN(Zn,U(1))], which is
the subgroup of H3[Zy x Zy x Zy,U(1)] for which the
decorated domain-wall picture applies [47].}

The N =2 case. For N =2, the only nontrivial case
corresponds to p = 1. Furthermore, since the cocycle is real
in this case, one has vj;| = vigll and one can ignore the
orientation of the triangles. First, let us consider the restriction
of ¢i(r) to its values on the C sublattice only, ¢y (r.). Since
the C sublattice is itself a triangular lattice, its dual lattice is
an hexagonal lattice, and it is the one formed by the A and B
sublattices. As shown in Fig. 4, this means the domain walls
of ¢p(r.) form nonintersecting loops on the A, B hexagonal
lattice. We now show that these loops carry 1D SPTs for
(¢1,01).

From Eq. (15), it is clear that the only triangles with a
nontrivial factor are the ones for which ¢y = 1, i.e., the ones
for which ¢y is flipped when going from the B site to the C

FIG. 4. Decorated domain-wall picture emerging naturally for
our choice of cocycles and branching structure for the case of G =
Zy x Zy x Z,. The arrows give the value of ¢y(r,) (the restriction
of ¢y to the C sublattice) and the shaded blue lines give the domain
walls of the ¢ (7.) configuration, which form nonintersecting loops
on the hexagonal lattice formed by the A and B sites. AB edges are
shown in blue, BC edges in red, and AC edges in green.
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site of the triangle. If this is the case, we call the triangle active
and its nontrivial factor is given by the 2-cocycle ¥, for the
(¢1,¢m) degrees of freedom living on the two sites of the AB
edge of the triangle. Now, since each A B edge (shown in blue
in Fig. 4) is shared by two triangles, there are two possibilities:
either (1) the AB edge is occupied by a ¢p(r.) domain wall
(highlighted in shaded blue in Fig. 4), in which case the C
sites of the two triangles have a different value for ¢y, or (2)
the A B edge is unoccupied by a ¢pp(7.) domain wall, in which
case the C sites of the two triangles have the same value for
¢u1- Crucially, for the first possibility, we know that one of the
two triangles is active and the other one is inactive since, when
going from one C site to the other along the BC edges of these
two triangles, there has to be exactly one ¢y flip. In this case,
one obtains a factor of ¥, for the AB edge. For the second
possibility, however, we know that the two triangles are both
inactive or both active since, when going from one C site to
the other along the BC edges of these triangles, there has to
be, respectively, zero or two ¢y flips. In this case, the overall
factor is trivial since v> = 1.

Now that we have shown that a ¥, factor appears for
each AB edge covered by a ¢p(r.) domain wall, we turn
our attention to the (¢r,¢y) degrees of freedom along one
such domain wall. Since the vertices along this domain wall
alternate between the A and B sublattice, it is advantageous to
split the domain wall as a succession of A B pairs indexed by i
and for which the two vertices inside the pair are indexed
by u = A,B. This leads to the following notation for the
degrees of freedom along one domain wall: (¢; ,, 1,¢; , ). The
¥, factors then generate the following overall phase factor for
the entire domain wall:

& Lili (i pu—diam)+(Bi1,pu—¢iam))]
— 7 > il¢ia1(di g i—i—1,510)]

= 7 Zi[¢i,8."(¢i,AJ*¢i+l,A,I)J’ (16)

where we have used the Z, algebra obeyed by ¢ and the
last line follows from discrete integration by parts (and
assuming a closed domain wall, which is always the case for
periodic boundary conditions). As shown elsewhere [25,47],
these phase factors describe a 1D SPT ground state with
G = Z, x Z,.Furthermore, correlations in the 1D Stat. Mech.
model defined by these amplitudes are long ranged [30].
Indeed, one may integrate out all ¢; 41 (resp. ¢; pu), and
obtain that all ¢; g1 (resp. ¢; 4 1) must be equal, and hence
are long-range correlated.

Collecting these results, we find that there is a two to one
mapping between ¢y configurations and loops (i.e., domain
walls) on the hexagonal AB lattice. For a given ¢y config-
uration, the correlation for the remaining degrees of freedom
(é1,¢n) at different sites is strictly zero unless these sites lie
on the same ¢y (r.) domain wall, in which case the correlation
is infinitely ranged along the domain wall. Calculating a
correlation of the type Cri(rp,r}) = (e'™%»1 ¢y therefore
amounts to evaluating the probability of r, and r; lying on the
same ¢y (r.) domain wall. This is precisely the definition of
the correlation function of two-leg watermelon operators, as
defined in Sec. IV C.

To determine the behavior of the above watermelon op-
erator, we need to identify what is the precise loop model
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that was obtained. These are defined by two parameters n and
x, denoting the loop fugacity and loop tension, respectively.
Fixing ¢pp, and summing up, say, ¢y, one obtains that ¢y
degrees of freedom along a loop are all identical. Since they
can all eitherbe 0 € Z, or 1 € Z,, this gives a weightof n = 2
for each loop. Loop tension comes from the fact that the ¢y
degrees of freedom that lie on loops cannot fluctuate freely.
Thus, the presence of a loop of length / reduces the partition
function by a factor of 27//2. The loop tension is therefore
given by x = 1/+/2. Interestingly, this loop model is right
at an exactly solvable point of the honeycomb seven-vertex
model [48] described by the SU(2); Wess-Zumino-Witten
(WZW) CFT. In terms of the Coulomb gas description given
in Sec. IV C, this corresponds to having zero background
charge (eg = 0), and this theory is therefore a free boson with
g = 1 and ¢ = 1. The probability that two points at a distance
r are on the same domain wall is given by r~2%=1 = r~!
where A; = —e(% /2g + gl*/2 gives the scaling dimension
of the 2l/-leg watermelon operator. This exponent governs
correlations functions of microscopic charge operators of the
type ™ Pant | ag exemplified by Cu(rp,rp).

The N = 3 case. Considering the case of N > 2, domain
walls may now branch and intersect. Repeating the previous
reasoning, one ends up with loop models in which the loops
may branch. More accurately, each domain wall carries a
group element and the branchings must obey the loop algebra.
Such loop models cannot be solved straightforwardly using
the Coulomb gas approach and thus we resort to a numerical
calculation of the transfer matrix for N = 3. We found again a
critical model, with a central charge of ¢ = 2 &+ 0.05. The first
excited state of the transfer matrix corresponds to a scaling
dimension of 0.4 4= 0.008 and is sixfold degenerate. Given the
abundance of compact bosons we have found so far, a natural
guess is that the CFT obtained here is that of two compact
bosons. However, if these are decoupled, it is impossible
to reproduce the observed degeneracy of 6 for the lowest
excited state using just the two parameters g;,g». Considering
two coupled compact bosons [26], the moduli space (or the
space of critical theories) is spanned by four parameters [26]
([G11,G12,G 22, B12]). This space includes the SU(3); WZW
model model at [1,0.5,1,0.5] and so all these models can be
thought of as exactly marginal deformation of this model.
Note that we have already encountered similar deformations
since the models obtained previously for G = Zy can be
viewed as exactly marginal deformations of an SU(2); WZW
model. While the central charge and sixfold degeneracy can be
reproduced by choosing the four aforementioned parameters
within the appropriate region of parameter space, our finite-
size numerics do not allow us to make a definite statement
about the identification of this theory with a two-component
Luttinger liquid.

To sum up, the G = [Zy—5]> type iii SPT corresponds to an
SU(2); WZW theory with ¢ = 1, while the G = [Z Nesl? type
iii SPT corresponds to a critical theory with ¢ = 2 that could be
related to a marginal deformation of an SU(3); WZW theory.
This qualitative difference between N =2 and 3 is highly
unusual and seems to indicate that the usual Chern-Simons
reasoning [11] within which one embeds the finite group in a
product of U(1) group does not apply in a straightforward way
to type iii cocycles. Interestingly, the nonlinear sigma model

s
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construction [15] embeds the finite group in SU(2) x SU(2)
for D = 2 spatial dimensions. While [Z n—2]? is a finite group
of SU2) x SU(2), [Zy=3]® is not, and a qualitative difference
between these two cases is therefore consistent with this
picture. It would be highly interesting to study what happens
for N > 3.

B. Non-Abelian symmetries: D3

The simplest non-Abelian group to consider is the dihedral
group of the triangle (Ds3). It has six elements [g = ($,0)]
corresponding to three rotations (6 € [0,1,2]) and an inversion
® € [0,1]. Due to the non-Abelian nature of the group, it
makes sense to use multiplicative notation for the group
operation. Multiplication is given by (®,0)(d’,0") = ((® +
@)y, (—1)®'0 + 6')3), where (...)y stands for modulo N.
The cohomology group here is H*(D3,U(1)) = Zg and so six
distinct SPT phases exist (including the trivial phase). The
cocycles can be written as (see 6.20 in Ref. [49])

wp[(D1,01),(DP2,0,),(P3,63)]

— = UL [(—1)2+ 230, [(— )3 0,463 — (—1)®36,+63)3 ]+ 3 @1 D2 D3]}

= vV, [1,(D1,01),(P1,01)(P2,0,),(P1,01)(P2,0,)(D3,05)].
(17)

For p =3, a certain simplification arises: the factor
(=)0, + 6; — (—1)®36, + 63)3] is always a multiple of
3 and so it is effectively zero inside the above exponent.
Consequently, the cocycle becomes e "/P®1®2%:  which is
no other than the type iii cocycle for G' = Z, x Z, x Z,
defined in Eq. (14), after the following identification: on the
A (resp. B, C) sublattice, ® maps to ¢y (resp. ¢, ¢nr). Thus,
up to a multiplication by some trivial factor coming from the
completely uncorrelated 6 degrees of freedom, the partition
function for p = 3 and for the type iii cocycle are identical.
They are thus both describedbyac = 1, g = 1 compact boson.

For p = 1, we turn again to numerics. The large size of the
group reduces our ability to approach the scaling limit. Still,
looking at a circumference of L = 6, we find that the leading
scaling dimensions agree very well with c =1, g =1 (see
Table IV). This suggests that for all values of p, we obtain
ac =1, g = 1 compact boson. Notably, however, the scaling
dimensions here do not show exact degeneracies on the lattice,
as was the case for all the Abelian cases. We attribute this
to the fact that, for p = 1, even with the ABC branching
structure, the wave function does not have an enhanced D5 x
D5 symmetry.

C. The curious case of the Z, Levin-Gu wave function

A different type of wave function to consider is the Levin-
Gu wave function [3] for the Ising (G = Z;,) SPT whose phase
factors are not directly given by group-cohomology cocycles.
For clarity, we consider ¢, = 0,1 asdenotingthe o, = +1, —1
eigenvalues of a spin % Correspondingly, the charge o, = 0,1
denotes the o = +1, —1 eigenvalues. The amplitude Az
is simply given by (—1) to the number of domain walls in
the o7 configuration. This model flows to a stable critical
phase with central charge ¢ = —7 described in terms of a
Coulomb gas with background charge ey = % and stiffness
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g =1—¢g [30,48,50-52]. There are two types of primary
operators in this theory: electric operators V,(r) = e/*??") with
e € Z and with scaling dimension A, = e(e — 2¢y)/2g and 2I-
leg “watermelon” operators W;(r) with / € Z and with scaling
dimension A; = —eg /2g + gl?/2. The latter correspond to
imposing 2/ legs of domain walls emanating or closing at
a given point [48].

Numerically, we find a good agreement with Coulomb
gas predictions, despite the fact that we are dealing with
a logarithmic CFT [53]. As explained in Appendix B, the
same prescription as before is used to find a correspondence
between CFT primary operators and the microscopic operator
O(r) = o} = ¢'™¥ . In this case, we find that these operators
lead to some linear combination of V,—; and of the two-leg
watermelon operator. Interestingly, the two-leg watermelon
operator has the same scaling dimension as V,—; and the
four-leg watermelon operator has the same scaling dimension
as V,—o, consistently with a Z, charge interpretation. We
comment that, following a suitable choice of basis, the wave-
function amplitude still appears as a single CFT correlator
(see Appendix B).

The attentive readers will have noticed that this is the second
nontrivial G = Z, SPT wave function we have discussed in
this work. The first one was the group-cohomology wave
function, and its bulk CFT was given by a free boson (¢ = 1).
It is interesting to note that these two wave functions have
the same entanglement spectrum® but different bulk CFTs.
While we leave for future work the discussion of the possible
implications of this different bulk CFT, we note that the local
unitary transformation taking the Levin-Gu wave function
to the group-cohomology wave function can be written as
[1, 07 [0y (=D*%, and was shown to have a nontrivial
action on weak SPT indices [54]. Another perhaps relevant
observation is the fact that the central charges of the two
different CFTs differ by 8, which could be an indication that
the two states differ by a bosonic Eg x Eg bosonic SPT (with
central charge 8 and chiral central charge 0). The physical Z;
symmetry would then have to act nontrivially on the Eg x Eg
state in order to protect it.

V. HIDDEN ORDER

As we showed in the previous section, the Zy x Zy wave
function can be written as

A{e,v,m,v,r,-} — 1_[ |Zk _ Zl|€k€l/g 1_[ |Zs _ Z[|n“mlg

k<le€ s<teM

< 1

% — 2 \ "™
<—’> ) (18)
ke&,teM |Zk - Zt'

Using this formula, we can discuss the presence of hidden
order. Based on this Laughlin-type picture, one can readily
unveil a composite-particle [55] or hidden order [56] structure
behind these SPTs. Following Ref. [56], we use a suit-
able flux attachment transformation (U) to remove complex
phases from |i), so that the following wave function is

3This was checked numerically.
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obtained:

zZ
Uly) =1lvl) = % D A ). 19)

(£}

From Eq. (18) we find that the resulting amplitudes | A, m;.r;}|
are related to two decoupled (electric and magnetic) two-
component plasmas via Ay, m, .| = e~ FHemeril with

Fliermrl = = Y % in(lr — )

k<le€

— > mymg In(lrs —riD). (20)

s<teM

Considering the correlator C(r) = (y |UTe 27¢O/N i22¢()/N
Ul|Yr), we obtain

C@r)=|r|™ Z e*F[{ii,ri};H,O),(%r)]
{£i,ri}

o |r|7% for |r| — oo, 21

where 0 and r are on the A (B or C) sublattice, where « = g/2
(a = 1/2g)and where F[{%;,7;}; (+,0),(+,7)] is the energy of
a plasma as defined in Eq. (20) but with charges of magnitude
V2 and with two additional test particles of magnetic charge
+1/+/2 (of electric charge F1/+/2, respectively) at positions
0 and r. In order to obtain the second line of Eq. (21), one
simply has to assume that the magnetic (electric) plasma
screens. The screening condition for such plasmas is g < 2
(g > %) [57-61]. Thus, using flux attachment, we find that
|[Yr) possesses quasi-long-range hidden order associated with
electric operators which break the Zy symmetry.

The Laughlin-type picture put forward here can also be
used to study the charge fractionalization appearing after the
insertion of symmetry fluxes (see Appendix G).

VI. INTEGRABILITY

In this section, we discuss the relation between SPT wave
functions coming from the group-cohomology construction
and integrable models. We show that (1) in several cases, there
is an exact mapping between the auxiliary Stat. Mech. model
of these SPTs and an integrable model, (2) even when such a
mapping could not be found, the numerically obtained finite-
size spectrum exhibits the exact degeneracies predicted by
CFT, and (3) the finite-size corrections to scaling dimensions
show better convergence than what would generically be
expected.

We have found three examples where the auxiliary Stat.
Mech. models corresponding to a group-cohomology SPT
wave function can be exactly mapped to an integrable model.
The first example is the case of G = Z, x Z, x Z, with
the type iii cocycle, for which we have established an exact
mapping to a loop model with loop fugacity n = 2 and loop
tension x = 1/+/2, which happens to be an integrable point.
At these values, it is known that its scaling limit is given by
ac=1, g =1 compact boson or, in other words, a SU(2),
WZW theory [48]. The second example appears for G = Z;
and is obtained in a similar way since the partition function of
the case of G = Z, x Z, x Z, is equal to the one of G = Z;
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times that of a trivial paramagnet. The mapping between the
two descriptions works in the following way: on the A (resp. B,
C) sublattice, ¢ maps to ¢y (resp. ¢, ¢mr). The third example
is that of D3 discussed in Sec. IV B, which again maps to the
G =27, X Zy X Z, case.

Considering the case of G = Z3, it cannot be mapped to the
same n = 2 loop model since the numerically obtained value of
g differs from 1. Still, the numerical results point to some fine-
tuned point: First, the numerically obtained finite-size spectra
have the exact degeneracies predicted by CFT (see Table III)
and, second, finite-size corrections seem to be qualitatively
smaller than generically expected. Since the leading correction
to scaling dimensions goes like O(1/L272), where A is the
scaling dimension of the most relevant operator allowed in the
action, a microscopic model generically exhibits corrections
that scale like O(1/L?) because of the operator L_»L ;1
(L,/L, is the left/right Virasoro generator and 1 is the identity
operator) [62]. If the lattice is triangular, nonconformal-scalar
terms such as L7311 are also generically allowed in the
action [62], and would lead to O(1/L) corrections to scaling.
Instead, from the numerics carried out for G = Zj3, corrections
to the scaling of the identity operator (a quantity which does
not depend on our estimate of g) are given by 3 x 103 for
L = 10, which seems to indicate that O(1/L) corrections are
fine tuned close to zero, and that even the usual O(1/L?) are
reasonably small. Similarly small corrections are present for
all other scaling dimensions.

This is in contrast to the case of the Levin-Gu wave function,
for which the loop model based on the original wave function is
givenbyn = —1,x = 1, whichitself is not an integrable point,
but which is in the basin of attraction of the integrable point

n=—-lLx=1/vV2 - V3. There, numerical results obtained
for the original wave function show criticality but almost no
similarity with the conformal theory predictions even for the
largest system size we reached (L = 24). On the contrary, the
numerics performed at the integrable point show extremely
good convergence to the CFT predictions, as explained in
Sec. IVC.

VII. CONCLUSION

In conclusion, we have proposed a CFT-based method
to analyze SPT phases which reveals their properties in a
transparent way, and we showed how this description emerges
from a microscopic treatment [2,3] of their wave functions.
This approach allowed us to rederive various expected results,
such as the edge theory and symmetry-flux response of type
ii SPTs. Concerning new results, it allowed us to derive
a Laughlin-type picture for the Zy., group-cohomology
wave functions which includes quasi-long-range hidden order
and a composite-particle interpretation. It further provided
us with the entanglement spectrum of all SPTs we have
considered.

From the mathematical perspective, perhaps the most
intriguing result is the direct connection between group-
cohomology cocycles and critical, sometimes integrable,
models. Indeed, all “statistical mechanics” models we have
obtained by putting products of group-cohomology cocycles
as the Boltzman weights were critical and some were even
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integrable. Notably, even if one associated these models with
the physical edges, criticality is by no means implied as generic
edge theories of SPTs can be both critical or broken-symmetry
phases. It is possible that this hidden criticality of the wave-
function amplitude is generic or that group-cohomology wave
functions are naturally tuned to be in the critical regime where
CFT gives us a useful handle on their properties. Regardless,
our results suggest an intriguing correspondence between
group-cohomology cocycles and critical lattice models.

Itis also noteworthy that the loop model related to one of the
SPTs we looked at has a loop fugacity of n = 2 and therefore
breaks the “n = +/2 barrier” which sets an upper bound on
the loop fugacity of topological quantum loop models and
has strongly hampered the realization of doubled SU(2);
topologically ordered states with loop models [63,64]. This
barrier arises from the fact that (1) loop models are critical
only for |n| < 2 [48] and (2) the Stat. Mech. model considered
within this construction is given by Z =}, [ (C)|?, where
C runs over loop configurations. Crucially, as argued in this
work, the relevant Stat. Mech. model for SPTs is given instead
by Z =), ¥(C) and therefore only has an n = 2 barrier. It
would be interesting to see how this discussion generalized to
SPTs with G = [Zy-»]?, in which case loops are allowed to
branch.

This work suggests that a CFT approach to SPT phases
can be unifying, useful for microscopics, and that it can
bring physical intuition about these states. There are various
directions along which it could be further explored. It seems,
for example, natural to generate fractional (i.e., long-range
entangled) SPT phases by orbifolding the CFT with respect
to a subgroup G. Such orbifolding would introduce magnetic
operators with fractional charge into the CFT which would
bind, via the symmetry-flux response argument, a fractional
symmetry charge. It would also be interesting to further
explore the mapping between SPTs and integrable models
introduced here, and even more so to study whether it
may be reversed. This way, the sizable knowledge that was
accumulated in studying integrable models could be used
to obtain new microscopic models for SPT phases. Since
the entanglement spectra we have obtained all had integer
central charge, interesting candidates are integrable models
with a fractional central charge. Furthermore, since the
group-cohomology approach becomes less comprehensive for
fermionic SPTs [65], it may be useful to consider fermionic
integrable models as a means of generating microscopic wave
functions for fermionic SPTs.
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APPENDIX A: NUMERICAL EVIDENCE FOR THE
IDENTIFICATION OF A FREE BOSON CFT

1. Abelian

Here, we give numerical evidence which strongly supports
the conjecture made in the text that the compact boson
CFT is the long-distance theory governing the Z, and Z3
group-cohomology wave functions. To this end, we consider
the statistical mechanics problem associated with the Ay,
“Boltzmann weights,” given the hexagonal branching structure
used in the main text and the A sublattice analytical integration.
The partition function (Z) then simply counts the number of
configurations on a hexagonal lattice which obeys the zero
discrete vorticity condition [dy(r,) = 0].

To analyze the CFT operator content of this problem,
we use the transfer matrix approach [62]. We consider the
hexagonal lattice as a brick lattice with the straight lines being
vertical (i.e., the bricks are laid vertically). A transfer matrix
(T;) is then generated such that Tr[TlL/ o gives the partition
function of a torus of circumference / and length L, where
the torus consists of L vertical lines, each containing / sites.
The negative logarithm of the eigenvalues of 7; [A(l);], when
normalized according to A(l); = )‘(l)"(zn)f—zﬁ) and shifted

such that A(/)o = 0, then correspond directly, in the limit of
large [, to the scaling dimension (A;) of different operators in
the CFT.

The primary operators of a compact boson CFT are given by
the vertex operators V, ,, with e,m € Z, where e is the electric
charge and m the magnetic charge. The operator content
consists of these primary operators and of their descendants.
For the microscopic model studied here, we expect both
electric and magnetic charges to be present since, as argued
in the main text, charge operators on the A sublattice generate
magnetic charges and charges on the B and C sublattices
generate electric charges. With a compactification radius of
1, the scaling dimensions of primary operators as a function
of g are A,,, = % + %. Each of these vertex operators
has descendants, or equivalently particle-hole excitations of
the compact boson [43]. For our analysis, we shall only
require the two lowest lying of such excitations (n = %1),
with scaling dimension A, , 4 1. The seven most relevant
scaling dimensions A;, assuming g smaller than but close to
1, are given by A =0 for the identity I, A = g/2 for the
two unit magnetic charges V,—1;, A = 1/2g for the two
unit electric charges V,—i;, A =1 for the two level one
descendants of the identity I ® (n = 1), A =g/2+ 1/2¢g
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for the four combinations of V,_y| =x1, A =g/2+ 1 for
the four level one descendants of the unit magnetic charge
Vin=t1 ® (n = £1),and lastly A = 1/2g + 1 for the four level
one descendants of the unit electric charge V.1 ® (n = 1).
This sums up to a number of 19 operators for the 7 most
relevant scaling dimensions. Table II lists the first 19 values
of A;, for the Z, group-cohomology wave function with
the hexagonal branching structure, and / = 16,18,20. The
degeneracy of eigenvalues is given in the brackets, when
it is different from 1. This table agrees well with g =1,
with discrepancies of the order of 10~ which are attributed
to finite-size effects. Table III lists the first 19 eigenvalues
of A; for the Z; group-cohomology wave function with
the hexagonal branching structure, and [ = 10,12,14. We
find that the optimal fit for these eigenvalues is given by
g =0.925+£0.01.

One can also extract the central charges of these two CFTs
by fitting the lowest A(/); to —sol — %g(nc)/(él) [62]. In the
Z, case we find ¢ = 0.9983(1), and in the Z3 case we find
¢ =0.997(1).

Lastly, we comment on several two-point and four-point
correlation functions that we obtained on a cylindrical ge-
ometry. For the Z; case, we find that charge neutrality has
to be obeyed on the A sublattice and B + C sublattices
separately, such that, for example, the two-point function
between an O, operator on A and an O_ operator on B is
always zero. This is expected due to the extra Zy symmetry
implied by the hexagonal branching structure. Furthermore,
we find that (O, (r)O_(r")) is always positive when both
are placed on the B sublattice (or when both are placed on
the C sublattice) and always negative when one is on the B
sublattice and the other on the C sublattice. Also considered
are four-point function (O4(r,)O.(r5)O_(r,)O_(r})), on a
cylindrical geometry, where by r,/;,. we denote both the
position and the sublattice. Winding r,, around r,, we find that
the complex phase of the correlator rotated by 27 as expected.
This behavior agrees very well with CFT predictions given the
association between lattice operators and CFT operators made
in the main text.

For the Z, case, due to the extra Z, x Z, X Z; sym-
metry, we find that charge neutrality has to be obeyed on
each sublattice separately. In agreement with this fact and
the two assumptions given in the main text, the following
correspondence between microscopic and CFT operators is
proposed: on the B (C) sublattice, O — Vo_y| + Vo
[O — i(Ve—y1 — Ve=—1)] and on the A sublattice, O —

TABLE II. Comparison between numerically obtained scaling dimensions and those of a compact boson with g = 1, for the Z, group-

cohomology wave function.

CFT operator Alg=1 Al = 16) Al =18) Al =20)

I 0 0 0 0

Vin=st1 0.5(x4) 0.50235616(x4) 0.50186276(x4) 0.50150942(x4)
ygi(ln ==I) 1(x6) 0.99901361(x6) 0.9989935 (x6) 0.99905296( % 6)
\‘;f,:ill»gi(ln ==%1) 1.5(x8) 1.51518252(x8) 1.51182344(x8) 1.50947823(x8)

Veet1 ® (n = £1)
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TABLE III. Comparison between numerically obtained scaling dimensions and those of a compact boson with g = 0.925, for the Z;

group-cohomology wave function.

CFT operator A(g = 0.925) A = 10) Al = 12) Al = 14)

I 0 0 0

Vit 0.4625(x2) 0.46582886(x2) 0.46457917(x2) 0.46382596(x2)
Veir 0.540540(x2) 0.54756391(x2) 0.54568348(x2) 0.5445524(x2)
IQ®(n==%l) 1(x2) 1.0031008(x2) 1.00042102(x2) 0.99954883(x2)
Vet et 1.00304054(x4) 1.00195587(x4) 1.00156733(x4) 1.0016539(x4)
Vst ® (n = 1) 1.4625(x4) 1.49370415(x4) 1.48280295(x4) 1.47672672(x4)

Vees1 @ (n = £1) 1.54054054(x4)

1.58217044(x4)

1.56804518(x4) 1.56029936(x4)

Vin=+1 + Vin—=—_1. This correspondence is again consistent with

the previously mentioned numerical results.

2. Non-Abelian

We have performed the same transfer matrix numerical
calculation for the case of D3. The spectrum given in Table IV
gives strong evidence for a free boson at g = 1.

APPENDIX B: OPERATOR CONTENT AND ASSOCIATION
FOR THE ¢ = —=7 LOOP MODEL

Here, we analyze the operator content of the n = —1 dense
loop model corresponding to the Levin-Gu wave function.
Our aim is both to identify which CFT operators appear in
this specific microscopic model as well as understand the
association between this set of operators and the microscopic
charge operators. To this end, we repeat the transfer matrix
analysis used in the previous appendix, however, this time on
the full triangular lattice. The transfer matrix (7') generates the
partition function (Z) for a cylinder of circumference [ with
one of the two primitive vectors of the lattice oriented along
the circumference, such that straight lines of sites encircle it.
The transfer matrix “propagates” along two such horizontal
lines such that it does not mix the three sublattices. To allow a
consistent labeling between the sublattices, / was taken to be
a multiple of 3.

The amplitude A,z is simply given by (—1) to the number
of domain walls in the o7 configuration. Since domain walls
are not intersecting for Z, spins on a triangular lattice, they
can be interpreted as loops and their number is well defined.
The resulting 2D statistical mechanics problem is a special
case (n = —1, x = 1) of a general loop model whose partition

TABLE IV. Comparison between numerically obtained scaling
dimensions and those of a compact boson with g = 1, for the D;
group-cohomology wave function with a type i cocycle with p = 1.

CFT operator Alg=1) A(l =6)

I 0 0

Vin=1 0.5(x4) 0.518(0), 0.511(9),
Ve=x1 0.513(0), 0.514(7)

I ® @1 ==1) 1(x6) 0.949(7) (x2), 0.948(3) (x2),
Vemt1 m==1 0.949(0) (x2)

function reads as

Z = Zn#[c]xl[cl, (BD)
C

where C is a loop configuration, #[C] is the number of
loops, [[C] is the total length of loops, and x is the inverse
loop tension. Under renormalization, it flows to a stable
critical phase (the so-called dense-loop phase) with x = x¢ =
(2 — /2 —n)~12[30,48,50-52].

This critical phase has a central charge of c = —7 and is a
nonunitary logarithmic CFT. Yet, based on the Coulomb gas
approach, one expects primary operators to be some subset
of electric charges (V,) and 2/-leg watermelon operators (W;)
whose scaling dimensions in this case are A, = e(e — 2¢y)/2g
and A, = gl%/2 — ¢} /2g, with ¢g = 3 and g = § [48,50-52].
In Table V, we find a good match with the numerically
obtained scaling dimensions and the following subset of
operators: Vo—e,, Wi=1, Ve=1, Ve=o = I,W;—> and the level one
descendants of V,—,,, denoted (9;,0z) V.—,. These calculations
were performed for x = x.

Due to the presence of negative scaling dimensions, the
previous method of extracting the central charge would now
yield an effective central charge of ¢, = ¢ — 12A ;. Under
the above identification of operators, Api, = —% and so
we expect ¢, = —7 + 8 = 1. Numerically, we obtain c, =
0.98(9). It should be noted that, due to the presence of negative
scaling dimensions, one has to be careful about the boundary
conditions at the ends of the cylinder. Coulomb gas results are
only expected if one takes the identity CFT operator I as the
boundary condition.

Calculating (0,(0)o,(r)) on long cylinders, we find an
oscillation of the form cos(%”r) (r =0,1,2,...) times an
exponential decay (for r > ) with a decay length consistent
with the scaling dimension of the operators W;—; and V,_,.
Assuming W;_; and V,_ are related by the sublattice symme-
try operations, the oscillation can be reproduced by assuming
the following correspondence between microscopic and CFT
operators: O(r) - O4 = V,_; on the A sublattice, O(r) —
Op=(—1/2)V,— + \/§/2W1:| on the B sublattice, and
O@r) — O¢ = (—1/2)V,—1 — /3/2W,_, on the C sublattice.

There is obviously some arbitrariness in this choice of
correspondence. This arbitrariness is related to the sub-
lattice symmetries, as we now discuss, and has therefore
no physical impact, as it should. Let us define the 27/3
rotation R. At the microscopic level, one has R[O(ry)] =
O(ry) where r; = R(rs) and where the index indicates
the sublattice to whom r belongs. At the CFT level, the
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TABLE V. Comparison between numerically obtained scaling dimensions for the Levin-Gu wave function and those of the Coulomb gas

predictions for the ¢ = —7 CFT.

CFT operator Alc = —7) Al = 18) Al =21) Al =24)
Viceo -3 -3 —3 -3

Wiy —1/2(x2) —0.50090528(x2) —0.50067042(x2) —0.50051597(x2)
“;::) =] 0(x2) 0.00195229(x2) 0.00141917(x2) 0.00107904(x2)
:Vai,:gi)vmo 1/3(x2) 0.35635165(x2) 0.35013343(x2) 0.34614146(x2)
counterpart of this relation would be R[OA(r)] = Op(’). B = 0 forbids charges altogether and 8 = 1 yields the original

One can check from the correspondence above that this
relation holds if one assumes that the two operators
Ve—1 and W,_; form a real two-dimensional representation
of the sublattice symmetry group such that R(V.—;) =
(=1/2)Veei + (V3/2)Wi=; and R(Wiz)) = (—v/3/2) Ve —
(1/2)W,=;. Further assuming that the sublattice symmetries
commute with the conformal symmetry generators, one ob-
tains that CFT correlators are invariant under the sublattice
symmetries.

Unlike in the Z -, group-cohomology case, the association
between lattice and CFT operators in the Levin-Gu case is such
that lattice operators appear as a linear combination of CFT
primaries. The expression for a particular amplitude written in
the charge basis would thus appear as a superposition of many
CFT correlators. This complication is, however, avoidable
following a simple change of basis. Pick one of the three
main directions of the triangular lattice, say horizontal. For
each horizontal BC bond, replace the local basis states |B)
and |C) by |£+) = f|B) 4 |C). Leave the basis on the A sites

as is. Now, the previous correspondence implies that O(r) for
|+) is proportional to V, and O(r) for |—) is proportional to
W, while O(r) for |A) is, as before, associated with V,. Using
this basis, a charge configuration now translates into a single
CFT correlator.

APPENDIX C: ADIABATIC CONNECTION
WITH THE DILUTE CHARGE LIMIT

Here, evidence is given to show that the dilute charge limit,
where nonzero charges are far apart on the lattice scale, is
adiabatically connected to the dense charge limit. While the
following approach is general, the numerical calculations were
performed for the group cohomology [2] and the Levin-Gu [3]
SPT wave functions. Our approach goes as follows. First, we
consider the parent Hamiltonians (Hp) of the original SPT
wave functions [1-3], which contains no particle fugacity
factor yet and therefore correspond to the dense charge limit.
On closed surfaces, these Hamiltonians are local, gapped, and
consist of a sum of commuting projectors (Hy = ), hy;). In
particular, they are frustration-free Hamiltonians [66]: each
term in the sum is positive definite and annihilates the ground
state. Consequently, Hy can also be thought of as the parent
Hamiltonians [66] associated with the tensor product state
(TPS) version of these wave functions |v), as shown in
Eq. (2).

These TPS wave functions are then modified to [yg) by
introducing a fugacity of 8 for any nonzero charge, such that

wave function (|¥g—1) = [¥0)). Formally, this is done by using

a nonunitary transformation Ag =[], ,B'“" where |oc,| is the
operator measuring the (minimal) absolute value of the charge
at site r (e.g., ¢, = N — 1 leads to |a,| =|—1| =1) such
that [y/g) = Aglvy). For any finite B this transformation has
an inverse, and thus the following family of Hermitian local
Hamiltonians can be defined:

Hy =) hy..
hei = (50) heingl, (Cl)

where Ag; is the product of lrl on the sites » on which h;
acts nontrivially. It can be easily verified that Hg also consists
of local positive-definite operators which annihilate |/g) and
thus is a parent Hamiltonian of [g). Except in the vicinity of
B =1, the Hamiltonians Hg are not guaranteed to be gapped.
Nonetheless, provided that their ground states |1/g) remain
short-range correlated, it appears highly likely that they would
be gapped.

The correlation length of these modified TPSs can be
studied analytically at the two extremities of 8 =0 and 1
and by diagonalizing the TPS transfer operator (see Fig. 5) at
different circumferences (/) for general 8. Referring the reader
to Ref. [67] as regards the technicalities of this procedure, the
resulting numerical computation for the G = Z; cases is easily
described. One simply obtains two copies of the previously
used partition function (Z ,Z), each with its own degrees of
freedom (¢, ,¢, ) and their corresponding “Boltzmann weights”
(Ag,),A}5,)- On top of these phase factors, the resulting

doubled sum over “advanced” (¢,) and “retarded” (¢, ) degrees
of freedom now includes a factor of (1 4 Bo/57) for each site,
where o7 =1 — 2¢,. These terms represent the contraction
of physical degrees of freedom between the retarded and
advanced parts. Notably, at 8 = 1 they force the retarded and
advanced degrees of freedom to be locked together, while at
B = O they leave them decoupled. The correlation length of the
wave function, with respect to any two local operators, is then
bounded by the correlation length of this resulting “bilayer”
statistical mechanics problem.

For B =0 and 1, this correlation length (x) can be
analytically evaluated. Note that for § = 1 the locking of
retarded and advanced degrees of freedom removes all phases
(since Ayg,)Aj,, = 1), and one obtains a simple sum over
only one set, say {¢,}, without any phases. This is a random
spin partition function with x = 0 as one expects from the
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FIG. 5. Inverse correlation length (x~') for the Z, group-
cohomology (upper panel) and Levin-Gu wave functions (lower
panel) on a cylinder of circumference / and for different values of S.
For Z, group cohomology, the correlation length appears to remain
finite, at least down to 8 = 0.2 where finite-size correlations begin to
interfere. For the Levin-Gu wave function, x seems to decrease very
rapidly with 8, which makes it possible to do finite-size calculations
for smaller values of 8 than in the group-cohomology case.

original wave functions [2]. In the limit 8 — O, the retarded
and advanced parts become gradually decoupled and one
obtains a doubled version of the CFTs studied in the main
text. Consequently, x tends to infinity. For small but finite 3,
a necessary (but not sufficient) condition to have a finite y is
that charge fugacity be a relevant perturbation for the doubled
CFT. Scaling dimensions in the doubled CFT are just twice
those of the previously studied ones, and so we find that the
scaling dimension of o, ® 6, is Ag ;g = —1 and Ag 7, =1
for the Levin-Gu and Z, group-cohomology wave functions,
respectively. In both cases, it is smaller than 2 and consequently
relevant as required. Based on this analysis, the simplest
expectation for the phase diagram is a single-phase transition
happening exactly at 8 = 0 with a finite correlation length for
any B > 0. Notably, the above argumentation generalizes to
all Zy group-cohomology wave functions.

To corroborate the above expectations, we numerically
obtained X_l for cylinder circumferences of [ = 6,9,12 by
taking the difference of the logarithms of the two dominant
eigenvalue of the TPS transfer operator. The results for the
original Levin-Gu wave function (i.e., with x = 1) are shown
in the lower panel of Fig. 5 where the presence of a gap is
evident even down to 8 = 0.05. For the Z, group-cohomology
wave functions shown in the upper panel, x appears to be
generally larger, thus limiting the regime were we can exclude
a divergent x to § > 0.2. The x axis in Fig. 5 was chosen to
be one over the circumference squared (1//?) since it gives the
best linear fit. If we had chosen to plot the gap as a function
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of 1/1 instead, it would still appear that the gap remains finite
above these values of B.

APPENDIX D: CORRECTIONS TO THE INFINITELY
DILUTE CHARGE LIMIT

The following expression was obtained for the Z ., group-
cohomology wave function:

A{ei,misri} = Z_l / D(p 1_[ Vg’_’m’_(rl-)e_s[‘p]. (Dl)
The action is given by
Stgl = [ r £ @9 + 1Yoy + Vi)
+ X (Vi=n + Viu=—n), (D2)

where only the most relevant vertex terms allowed by sym-
metry were included. In the main text, for simplicity, the
infinitely dilute charge limit (o0 — 0) was considered, in which
case A, — 0 since these vertex terms are irrelevant. In that
limit, since Ay, m, ) is nonzero only if ) e, =), m; =
0, the wave function possesses an enhanced U(1) x U(1)
symmetry for the magnetic and electric charges instead of
the microscopic Zy X Zy symmetry.

As we show in the following, at small but finite p, A,A’
become finite, and this acts to restore the original symmetry.
Furthermore, we argue that the dominant configurations are the
ones for which the excess charges (3, ¢, = E, > . m; = M)
tend to bunch in tightly bound N-particle clouds whose core
size is of the lattice scale. Under this picture, the wave function
retains the factorizable form appearing in the main text and one
can establish hidden order at all scales.

Let [ denote the average distance between charges, such
that p = aj/[%. Between the lattice scale (ap) and /, one may
apply the usual RG procedure on the action, and find that A
and A’ are suppressed as (ag/1)~>t*, with A being N?/2g and
gN 2 /2, respectively. For neutral configurations (E,M = 0),
when charges are far apart on the lattice scale, the finiteness of
A typically plays no role. The strong attraction between +N
and —N charges would make them form neutral pairs on a
microscopic scale [60] such that they would not interfere with
the long-range behavior.

For a non-neutral configuration with E = N, A becomes es-
sential for obeying charge neutrality in the CFT correlator, thus
making the corresponding amplitude nonzero. This nonzero
probability weight in the E = kN sectors with k € Z\ 0
restores the original Zy symmetry associated with electric
particles. In the following, we discuss an electric charge
imbalance for simplicity, but the exact same argument applies
to a magnetic charge imbalance.

For notational purposes, it is advantageous to enumerate the
set {e;,m;,r;} by the positions z;’ of the N, particles of charge
e = +1, the positions z; of the N_, particles of charge ¢ =
—1, the positions w,f of the N, particles of charge m = +1,
and the positions w,” of the N_,, particles of charge m = —1.
With this notation, one has A, ;. r) = A(zj;z;;w,ﬁr;wl’),
E=N,,—N_,,and M = N;,, — N_,,. We now look at the
wave-function amplitudes in the E = N sector. At first order
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in A, they are given by

ATz wliw)) = / s 1 | [Vemt @) WVe 1) Vi

ijkl

X (W) Vi1 (W] ) Vee—n($))o,  (D3)

where (... ), corresponds to taking the average for A,1’ = 0.
While the integrand can still be expressed in a Laughlin-type
product form, the integration over the position of the charge
— N operator (henceforth referred to as the dust particle) makes
the total amplitude unfactorizable.

Notwithstanding, we conjecture that typically the above
amplitude is in fact factorizable and retains a simple Laughlin-
type form. As argued below, typical configurations are those
in which the dust particle is surrounded by a tight cloud made
out of the excess E = N charges. The core of this cloud
is of the size of the microscopic lattice scale (ap) and the
integration over the position of the dust is effectively limited
to this microscopic region and may be removed. Furthermore,
the core of the cloud renormalizes the charge of the dust
particle down to some effective value N.g. As a result, the
Laughlin-type form for the wave function is restored in a
“renormalized” form with new degrees of freedom consisting
of the renormalized dust particle and all the original physical
particles, excluding those in the cloud’s core. Consequently,
the arguments for hidden order used in the main text can be
again applied using the plasma derived from this renormalized
wave function.

To support the above conjecture, we wish to show that it is
self-consistent in terms of what the dominant configurations
are. Dominant configurations correspond to a large magnitude
IA(Z[J’;Z]T; w3 w;)|. Let us assume this magnitude can be
written as

|AGT 27w w))l =fd2sk]_[ [(Ve=1(2)WVem1(2] ) Vin=i
ijki

X (W) Vo1 (W) We=-n ()|, (D4)

which is allowed provided that the integral over d’s is
dominated by a set of configurations for which the complex
phase of A(zf;z;;w,j;w,_ ) varies very little, as assumed
previously. We will then show that under this assumption,
the dominant configurations of |A(zl.+; Z;3 w,j; w;" )| are those
in which it is indeed of this form.

The main advantage of Eq. (D4) is that the integrand in the
right-hand side now appears as the Boltzmann weight of two
decoupled plasmas associated with the magnetic and electric
particles. Relevant to our discussion is the electric plasma
which, in plasma terminology [61], is a two-component plasma
with I' = 1/g and one dust particle of charge —N. For such
values of I' < 2, the plasma is screening with a screening
length of the order of /. Consequently, dominant configurations
are those in which the excess charge forms a screening cloud
around the dust particle.

Let us estimate the form of this screening cloud for large
N. To start with, we consider the subsystem consisting of
the (negative) dust particle and a single positive charge. The
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partition function of this subsystem is

7 d2 d221 a
dust+1 = Clo |S s |N/g

For N/g > 2, the ultraviolet dlvergence in the above partition
function implies that the partition function is dominated
by configurations where z; is bound to s within a small
microscopic region (agp). Effectively, these particles are then
paired into a composite object with a charge of —N + 1. We
may repeat the argument with another charge 1 particle which,
provided the condition (N — 1)/g > 2 is satisfied, will bind
itself to the composite object. Consequently, already at the
microscopic scale, the dust charge will be strongly reduced
down to — N = —|2g] since it would have N — N charge
+1 particles bound to it.

We may now easily justify assumption (D4) self-
consistently. A configuration (zf; z;; w,:r; w; ) is deemed
typical if N — N of the N,, particles present at positions
z;t form a tightly bound cluster. It is then advantageous to
separate the set of charge +1 particles that form this cluster (z;;
with p = 1,...,N — Ngg) from the other charge +1 particles
(Z;: withg = 1,...,Ni, — N + Ng). With this notation, one
can write |z;; —Z| ~ag V p where 7 is the center of mass
of the positions zit, ie,z2=3, Z;;/(N —
configuration, the integral over d’s is only appreciable within
the bunching region, i.e., within a distance of the order of a,
from Z. Since magnetic charges appear on the scale of [ > ay,
typically they would not enter this small region. Consequently,
the variation of the complex phase of the integrand scales as
ap/! within the effective region of integration. Thus, in the
limit of small ay/ 1, Eq. (D4) is justified. Finally, the effective
Laughlin-type form for A(zit,z;;; z;; w;r; w, ) inthe E =N
sector is simply given by

(D5)

Negr). For a typical

A gz wlwp)
=9 =) [[ Vemt @G Ve (2))
ig jkl

X Vm:l(w]j_)Vm:—l(w[_)V :—Ne{f(Z»,

where W(Z;; — 7) is the short-scale wave function for the
particles in the cluster and has no impact on the long-
range behavior. Now that the wave-function amplitudes are
factorized, it is possible to show hidden order in the same way
as done in the main text.

(D6)

APPENDIX E: RELATION TO PREVIOUS WORK

As explained in the main Introduction, some field theory
arguments were given in order to identify the edge theories
of SPT states for which a continuous space-time description
applies. Two different techniques were used. The first one
relies on embedding the symmetry group G in (a product
of several of) U(1) group(s) and to study the associated
Chern-Simons theories with unimodular K matrices [11,68].
This technique is limited to 2+ 1D dimensions, Abelian groups,
and to cocycles that have a simple Chern-Simons interpretation
(so-called type i and type ii cocycles) [68]. For all the cases
treated in these references, the obtained edge theory was a
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nonchiral free boson (¢ = 1) with symmetry-breaking terms.
Since the relevance or irrelevance of these terms depends on
the Luttinger parameter, which is nonuniversal and depends
on the microscopics, this argument basically states the edge
theory is either a free boson or a symmetry-broken phase.
Interestingly, our microscopic calculations show that, for
the cases we have looked at, the Luttinger parameter is
in a regime where the theory is critical, which was not
guaranteed.

The second one relies on embedding the symmetry group G
in SO(D + 2) (for a SPT in D spatial dimensions) and to look
at a nonlinear sigma model with & = 2k with k € Z [15,30].
This technique is limited to groups that can be embedded
in SO(D + 2). There, for (2+1)-dimensional SPTs, the pre-
dicted edge theory is SU(2); plus some symmetry-breaking
terms.

We want to emphasize that, unlike these field theory
techniques, (1) our technique applies deep in the SPT phase and
(2) it applies to groups too big to be embedded in SO(D + 2)
(like Zg’ for D = 2), to non-Abelian groups and to type iii
cocycles. We have at least one example (G = Z; with a type iii
cocycle) for which ¢ = 2 and for which it is not obvious how
to deduce it from these field theory arguments.

APPENDIX F: BRANCHING STRUCTURE

Quite surprisingly, although edges of SPT states can be
gapped (if they are symmetry broken), all the entanglement
spectra obtained here were gapless. Furthermore, as discussed
earlier, some are even integrable. In general, one may wonder
whether this is a universal property of such wave functions or,
equivalently, whether the strange correlator of an SPT state
with respect to a trivial state is always critical. While we still
lack a comprehensive answer to this question, it seems that in
all cases analyzed by us and others [30], critical behavior was
obtained. Notwithstanding, some changes to the wave function
do result in changes to its corresponding CFT or at least to its
convergence properties.

One example of such a change is a chance in the branching
structure. Instead of the ABC branching structure used
throughout this work, let us consider using a simpler branching
structure for which the repeating unit is a parallelogram
spanning four sites. It can be shown that for the case of G = Z,
and the choice of cocycle we have made, this has no effect.
However, for G = Z3, it does alter the partition function.
Repeating the numerics for such a branching structure still
results in a critical theory (i.e., transfer matrix eigenvalues
scale roughly as 1/L) but the scaling dimensions seem far
from converging to their asymptotic CFT values. For instance,
descendants were not clearly distinguishable in the spectrum
for the system sizes we could reach.

If one were to alter the branching structure very sparsely,
this behavior could be understood from the CFT perspective
developed here. The ABC branching structure resulted in an
extra Zy symmetry acting only on the A sublattice. This
extra symmetry is removed by the altered branching structure.
This allows terms such as cos(¢ — 0) in the action having a
scaling dimension of 1/2g + g/2. These terms are relevant and
should therefore drive the model away from the ¢ = 1 theory,
to either a different critical theory or a gapped, symmetry-
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broken theory [69]. Notably, for Z3, we have verified that
the altered branching structure still results in a critical
theory.

Thus, the ABC branching structure which we have used
throughout this text, and probably also the cocycle itself,
has an important consequence on both the analytical and
numerical tractability of the resulting CFTs. While expected
from the technical perspective, this is quite unusual from the
mathematical perspective where this freedom of choice should
have no physical consequences and in which there are no
canonical choices.

APPENDIX G: FLUX RESPONSES

In an integer quantum Hall phase with o,, = €?/h, in-
serting half a flux quantum draws in half of an electron.
Considering SPT phases based on type ii cocycles, similar
quantized responses to symmetry fluxes have been recently
identified [70]. Here, we show how this is reflected in our
formalism.

To study such effects, static symmetry fluxes should be
introduced into the formalism. To this end, we consider a disk
geometry, we add a (static) gauge field A; € G on each link
I of lattice, and we replace in the Hamiltonian all terms such
as ¢; — ¢; by ¢; — ¢; + Ay, where [;; is the link connecting
site i to site j. Without fluxes, A; can be written as the discrete
derivative of a scalar f; (i.e., A;, = f; — fi) and can thus be
removed using a local gauge transformation taking ¢; — ¢; —
fi: on each site. A flux g € G at the center of the disk means
that ) °,_, A; = g where O is any set of links surrounding the
origin. Note also the trivial fact that every path that does not
encircle the origin still obeys ) ,., A; = 0.

Next, we wish to carry flux insertion from the Hamiltonian
level to the ground-state wave-function level, or in other words
relate the ground-state wave functions before and after the flux
insertion. Deferring proofs for a moment, the prescription for
doing so is the following: First consider both g and g~' fluxes
or equivalently act with a unitary transformation which rotates
by g all sites which are, say, on the right part of the disk
[see Figs. 6(a) and 6(b)]. As shown in Sec. IV A (see also
Ref. [11]), the physical symmetry simply rotates the fields of
the CFT (¢ and its dual ) in a certain cocycle-dependent way.
Thus, the CFT obtained following this unitary transformation
would simply have a g twist in the boundary conditions of
the CFT fields when crossing the upper vertical and g~!
twist when crossing the lower line. Since the effects of
the g twist and of the g~! twist are distinct, one can now
simply omit the g~! twist [see Fig. 6(c)]. The resulting wave
function is what we call the g-twisted ground-state wave
function.

Next, we explain how the g-twisted wave function is related
to the ground state of the Hamiltonian in the presence of a g
flux. Let us discuss the case which is of relevance here where
the Hamiltonian is a sum of local projectors which annihilate
the ground state. Introducing a g flux in the Hamiltonian as
in Fig. 6(c) amounts to altering the projectors which act on
both sides of this line via a Peierls-type substitution. Other
projectors remain unaltered and thus a few correlation lengths
(x) away from the g-flux insertion line, projectors acting on the
g-twisted ground state still annihilate it. The reason is that, in a
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FIG. 6. Introducing static symmetry fluxes into the wave func-
tion. Acting with a unitary transformation which rotates by g the
right-hand side of the system can be thought of as two opposite fluxes
at the origin [see (a) and (b)]. Removing the lower flux yields the
g-twisted wave function [see (c)]. The location of the branch cut
is insignificant and may be shifted using a unitary transformation
[see (d)].

(b)

gapped system, all effects are local and thus the density matrix
of the g-twisted ground state in this region is exponentially
close to the original ground state.

Next, we consider the subset of projectors which are close
to the flux insertion line (on the scale of y ) but still far from the
origin. Here, it is beneficial to use a unitary transformation and
shift the flux line away from these projectors [see Fig. 6(d)].
This removes the flux from both the projectors themselves
and also, due to the finite correlation length, from the wave
function. After this transformation, it is clear that the current
subset of projectors again annihilates the g-twisted ground
state. However, since this transformation is unitary, it also
means that, even prior to acting with it, the subset of projectors
annihilated the g-twisted ground state. Of course, it must
then be that, also prior to this unitary transformation, it
was annihilated by these projectors. We thus find that all
projectors annihilate the g-twisted ground state except perhaps
those which are a few correlation lengths away from the flux
insertion point. This implies that the g-twisted ground-state
wave function captures the long-range effect of the flux
insertion (see also Ref. [71]).

Consider G = Zy x Zy with the simplest type ii cocycle
(pr=pu=0, p=1) and pick g which acts only on the
first group (g = g1 x I). As shown in Sec. IV A, within our
CFT formulation the physical symmetry transformation g
rotates only the 6 degree of freedom of the compact boson
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by Z”Tg. The g-twisted wave function thus has a CFT with
a g twist only for the 6 field. A few correlation lengths
away from the flux insertion points, the effect of the flux
thus appears as an insertion of 1/N of the basic magnetic
charge.

In the dilute charge limit, the effect of inserting a fractional
magnetic charge can be deduced from the plasma analogy
used in the main text. From the two two-component plasmas
associated with the norm of the wave function, the electric one
would remain unchanged. However, the magnetic one would
contain an external point charge at the origin with a fraction
of the fundamental charge. This external charge would get
screened by the physical charges. When measuring the charge
within a large region around the origin (or more accurately the
difference in this quantity before and after the flux insertion),
the external point charge would not be counted and only its
screening cloud would be picked up, yielding a fractional
result.

Considering a generic SPT phase with G = Zy and a type
i cocycle, a complication arises. As shown in Sec. IV A, the
physical symmetry now rotates both ¢ and 6. Within the
plasma picture, this amounts to adding both half a magnetic
and half an electric charge at the origin. Both electric and
magnetic plasmas would then screen the external charge
relevant to them and two screening clouds would be formed:
one carrying half an electric charge and one carrying half a
magnetic charge. Since the physical symmetry measures their
sum, no fractional response associated with G = Zy would
be detected. Indeed, in Ref. [70] only type ii cocycles were
associated with fractional responses. It is worth mentioning
that the specific type i wave functions considered in this work,
which enjoy an enhanced Zy x Zy symmetry, would still see
fractional charges associated with this enhanced symmetry.
In particular, measuring the total charge of the Zy symmetry
acting on the A sublattice would pick up only the magnetic
screening cloud and thus show a similar fractionalization effect
as before.

Based on the above result, we conjecture that a residual
quantization effect remains even if the enhanced Zy x Zy
symmetry is broken down to only the diagonal Zy. Let n;;
be the operator which counts symmetry charges associated
with only one of the Zy’s on site i. Let N;; be the sum of
ny; within a radius / 3> x around the flux insertion point. As
previously argued, the difference of N, ; before and after the
flux insertion (AN ;) would be fractional for the enhanced
symmetry. Next, consider a perturbation V breaking Zy x
Zy down to its diagonal part and present the wave function
as a superposition of N; o eigenvalues. Then, consider the
operator N;; mod 1. Importantly, perturbation theory in V
only generates corrections to Ny ; that are integer, and therefore
A(N;; mod 1) would still be fractional.
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