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Robust zero-energy bound states around a pair-density-wave vortex core in locally
noncentrosymmetric superconductors
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We numerically investigate the electronic structures around a vortex core in a bilayer superconducting system,
with s-wave pairing, Rashba spin-orbit coupling, and Zeeman magnetic field, with the use of the quasiclassical
Green’s function method. The BCS phase and the so-called pair-density-wave (PDW) phase appear in the
temperature-magnetic-field phase diagram in a bulk uniform system [T. Yoshida et al., Phys. Rev. B 86, 134514
(2012)]. In the low magnetic field perpendicular to the layers, the zero-energy vortex bound states in the BCS
phase are split by the Zeeman magnetic field. On the other hand, the PDW state appears in the high magnetic field,
and the sign of the order parameter is opposite between the layers. We find that the vortex core suddenly shrinks
and the zero-energy bound states appear by increasing the magnetic field through the BCS-PDW transition. We
discuss the origin of the change in the vortex-core structure between the BCS and PDW states by clarifying the
relation between the vortex bound states and the bulk energy spectra. In the high-magnetic-field region, the PDW
state and vortex bound states are protected by the spin-orbit coupling. These characteristic behaviors in the PDW
state can be observed by scanning tunneling microscopy/spectroscopy.
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I. INTRODUCTION

Exploring the unconventional or exotic superconducting
phase has attracted great interest and has been one of
the streams of superconductivity research [1–3] since the
Cooper pair wave functions have internal degrees of freedom
reflecting the additional symmetry breaking other than the
gauge symmetry U (1). It is important to identify the pairing
state with an internal degree of freedom of Cooper pairs
in order to examine exotic phenomena in unconventional
superconductors (SCs). Furthermore, the identification gives a
clue to the pairing mechanism and offers the future application
of unconventional SCs to new superconducting devices.

Recently, locally noncentrosymmetric (LNCS) supercon-
ducting systems are regarded as a new family of exotic
SCs [4,5]. These systems are found in various real crys-
talline materials, such as the heavy-fermion superlattice
CeCoIn5/YbCoIn5 [6], the pnictide SC SrPtAs [7], the layered
transition-metal dichalcogenides [8], and so on. A staggered
antisymmetric spin-orbit coupling (ASOC) due to the local
noncentrosymmetricity appears in the LNCS system with
global inversion symmetry, as the uniform ASOC appears
in the noncentrosymmetric (NCS) system without global
inversion symmetry. In LNCS systems, the sublattice structure
plays an important role in the internal structure of the Cooper
pair [9]. In a multilayered system, Maruyama et al. showed
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that superconducting properties continuously change from the
isolated NCS layers to the correlated LNCS multilayer with
increasing interlayer coupling, in terms of the study of the spin
susceptibility in the superconducting state [10].

Exotic superconducting phases called the pair-density-
wave (PDW) phase [11] and the complex-stripe phase [12]
were theoretically predicted to stabilize in multilayered
systems in a high magnetic field when the paramagnetic
depairing effect is dominant. Indeed, experimental results in
CeCoIn5(n)/YbCoIn5(5) epitaxial superlattices suggested that
some exotic superconducting states might be realized at high
magnetic fields [13]. A numerical calculation demonstrated
that the PDW phase stabilizes at low temperatures and high
magnetic fields perpendicular to the layers through the s-
wave pairing interaction, layer-dependent Rashba ASOC, and
Zeeman magnetic field [11]. In the PDW state, the phase of
the superconducting order parameter modulates layer by layer
[11]. For instance, in the simplest model for multilayered
systems, namely, bilayer systems, the order parameter Δ

changes its phase by π between layers, (Δ1,Δ2) = (Δ, − Δ).
Such unusual stacking of the order parameter is in sharp
contrast to the conventional BCS state, where the order
parameter is uniform, (Δ1,Δ2) = (Δ,Δ). In real materials,
vortices appear in the high magnetic field, although previous
studies neglected them [11,12]. When the vortex density is not
large, the phase modulation around vortices does not seriously
affect the phase modulation between the stacked layers. Thus,
the vortices induced by the orbital effect do not play a crucial
role in the stability of the PDW phase [11]. It is, however,
important to investigate the vortex state since the excitations
around vortex cores dominate transport and thermodynamic
properties. Moreover, the observation of quasiparticle states
around a vortex core gives us different types of information
to identify the pairing state. The quasiparticle states can be
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experimentally studied through the local quasiparticle density
of states (LDOS), which is obtained by scanning tunneling
microscopy/spectroscopy (STM/STS) experiments with high
spatial and energy resolutions.

The first STM/STS measurement of the vortex-core states
focusing on the NCS superconductivity was conducted on the
β-pyrochlore osmate KOs2O6 [14]. Recently, the vortex bound
states were experimentally explored also in NCS BiPd by
STM/STS [15]. A theoretically predicted spectroscopic feature
of the parity-mixed superconducting state due to the lack of
an inversion center is a two-gap structure of quasiparticle
spectra in the bulk [16], but no distinct spectroscopic evidence
was observed in these experiments. In recent years, however,
vortex-core states in materials with strong spin-orbit coupling
(SOC) have been measured by STM/STS in the context of
topological superconductivity [17–19]. Thus, it is an intriguing
study to elucidate the effect of SOC on the electronic structure
around a quantum vortex in exotic SCs.

This paper is organized as follows. First, in Sec. II, we
introduce multilayered superconducting systems. In Sec. III,
we sketch the quasiclassical Green’s function method with the
use of the perturbative method for SOC. Then, we demonstrate
that the electronic structure around a vortex core in the PDW
pairing state is drastically different from that in the BCS state
in Sec. IV. We also elucidate the key roles of SOC in the
difference in LDOS structure around a core between the BCS
and PDW states. In Sec. V, we discuss energy spectra in the
bulk and clarify the relation to the vortex bound states. In
Sec. VI, we discuss further the properties of the PDW state and
its realization in real crystalline materials. A brief summary is
given in Sec. VII.

II. MULTILAYERED SYSTEM

In this paper, we consider superconductivity in a bilayer
system (the number of layers is N = 2) with a layer-dependent
ASOC, (α1,α2) = (α, − α), the Zeeman field, and interlayer
hopping. Throughout the paper, we use the units in which � =
kB = c = 1. The normal state is described by the following
Hamiltonian including a spin degree of freedom:

H0 =
∑
s,s ′,m

∫
d r

∫
d r ′ψ†

sm(r)hss ′m(r,r ′, − i∇r ′)ψs ′m(r ′)

+ t⊥
∑

s,〈m,m′〉

∫
d rψ†

sm(r)ψsm′ (r), (1)

hss ′m(r,r ′, − i∇r ′)

= δss ′δ(r − r ′)ξ (r ′, − i∇r ′)

− δ(r − r ′)μB H · σ ss ′ + αm g(r − r ′) · σ ss ′ , (2)

where ψ
†
sm(r) [ψsm(r)] is the field operator creating (anni-

hilating) a quasiparticle with the spin s at position r in the
mth superconducting layer in the Schrödinger representa-
tion and ξ (r ′, − i∇r ′ ) = [−i∇r ′ + eA(r ′)]2

/(2me) − μ is the
free-electron energy dispersion measured from the chemical
potential μ with the bare-electron mass me, the absolute
value of the electron charge e, and the vector potential A(r).
t⊥ is the interlayer coupling energy. 〈m,m′〉 indicates the
summation over the neighboring layers. μB is the magnetic

moment of quasiparticles, and H = (0,0,H ) is a magnetic field
perpendicular to the superconducting layers. σ = (σx,σy,σz)T

is the vector representation of the Pauli spin matrix. αm is the
spin-orbit coupling energy in the mth layer, and the orbital vec-
tor g(r − r ′) characterizing the SOC is defined through g(k) as

g(k) =
∫

d r̄e−ik·r̄ g(r̄ = r − r ′). (3)

Here k denotes the relative wave vector. We consider the
Rashba-type SOC in the two-dimensional system described
by the orbital vector g(k) = (−ky,kx,0)/kF with the Fermi
wave number kF and (kx,ky) = k(cos φk, sin φk). φk is the
azimuthal angle.

In this study, we neglect the mixing of Cooper pair wave
functions with different parities for simplicity and consider
the spin-singlet s-wave pairing. The superconducting order
parameter in N -layered systems is expressed as Δ̂(r) =
Δ(r)iσy ⊗ D, where D is the N × N diagonal matrix in
the space composed of the layer degree of freedom (band
space). In the bilayer system (N = 2), D = diag(1,s), with
s = 1 (−1) corresponding to the BCS (PDW) state. A symbol
·̂ denotes the 2N × 2N matrix in spin and band space. In
this paper, we investigate vortex-core structures by assuming
the layer dependence of the order parameter (BCS or PDW
state) and leave the discussion of its thermodynamic stability to
future studies. Considering a SC with a dominant paramagnetic
depairing effect and a large Ginzburg-Landau parameter, we
ignore the vector potential. The vortex solution in this situation
is studied by self-consistently determining the spatial profile
of the pairing potential Δ(r).

III. QUASICLASSICAL THEORY IN
MULTILAYERED SYSTEMS

In the PDW state, the order parameter shows a spatial
modulation perpendicular to layers in the length scale of the
lattice constant, which is much shorter than the characteristic
length scale of most SCs. On the other hand, the order
parameter varies in the scale of the coherence length within
the layer. Therefore, we can develop the quasiclassical theory
as follows.

We investigate the electronic structure around a single
vortex by means of the quasiclassical theory. As a result of
the quasiclassical approximation, the quasiclassical Green’s
function depends on the center-of-mass coordinate of the
Cooper pair r , the direction of the relative wave vector (or
momentum) of the Cooper pair k̃ = (cos φk, sin φk), and the
Matsubara frequency for fermions ωn = (2n + 1)πT with the
temperature T and an integer n. We define the quasiclassical
Green’s function as the following 4N × 4N matrix in the
Nambu space:

ǧ(r,k̃,iωn) = −iπ

(
ĝ(r,k̃,iωn) if̂ (r,k̃,iωn)

−i ˆ̄f (r,k̃,iωn) − ˆ̄g(r,k̃,iωn)

)
. (4)

Let us derive the Eilenberger equation with the 4N × 4N

matrix quasiclassical Green’s function using the perturbation
method [20]. In the absence of the Rashba ASOC, Zeeman
magnetic field, and interlayer hopping (i.e., α = μBH = t⊥ =
0), the FSs have 2N -fold degeneracy in the normal state. In
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this case, one can easily obtain the unperturbed Eilenberger
equation expressed as

ivF(k̃) · ∇ǧ(r,k̃,iωn) + [iωnτ̌3 − Δ̌(r),ǧ(r,k̃,iωn)] = 0̌,

(5)
where

τ̌3 =
(

σ0 ⊗ IN×N 0̂

0̂ −σ0 ⊗ IN×N

)
, (6)

Δ̌(r) =
(

0̂ Δ̂(r)

−Δ̂†(r) 0̂

)
. (7)

Here σ0 and IN×N are the unit matrices in the spin and band
spaces, respectively. The brackets [· · · , · · · ] are a commutator.
We add the Zeeman, Rashba, and interlayer hopping terms into
the above equations through self-energy as

Ǩ(k̃) = [−μB H + α ǧ(k̃)] · Š + t⊥(σ0 ⊗ T⊥) ⊗ τ̌0, (8)

Š =
(

σ ⊗ IN×N 0̂

0̂ σ ∗ ⊗ IN×N

)
, (9)

ǧ(k̃) =
(

g(k̃)σ0 ⊗ Sd 0̂

0̂ g(−k̃)σ0 ⊗ Sd

)
. (10)

Here, T⊥ = offdiag(1,1) and Sd = diag(1, − 1); offdiag(·,·)
denotes the 2 × 2 matrix which has only the off-diagonal
component in the band space. Thus, we obtain the Eilenberger
equation in the 4N × 4N matrix form with the self-energy
matrix Ǩ(k̃) as

ivF(k̃) · ∇ǧ(r,k̃,iωn)

+ [iωnτ̌3 − Δ̌(r) − Ǩ(k̃),ǧ(r,k̃,iωn)] = 0̌. (11)

Since we consider the SC in which the paramagnetic
depairing effect is dominant, we incorporate the Zeeman term
into the Eilenberger equation. In the presence of the Zeeman
term, the Eilenberger equation cannot be decomposed into
the two decoupled equations for the spin-split Fermi surface,
although we can do so at H = 0 by using the band basis
representation [21]. Therefore, we take the orbital basis, in
which the spin quantization axis is parallel to the z axis. In the
orbital basis, we can transform Eq. (3.8) into the two matrix
Riccati equations, regarding Ǩ(k̃) as the self-energy [22]:

vF(k̃) · ∇â0 + 2ωnâ0 + â0Δ̂
†
0â0 − Δ̂0

+ i
(
K̂0

11â0 + â0K̂
0
22

) = 0̂, (12)

vF(k̃) · ∇b̂0 − 2ωnb̂0 − b̂0Δ̂0b̂0 + Δ̂
†
0

− i
(
b̂0K̂

0
11 + K̂0

22b̂0
) = 0̂. (13)

Here we define Ǩ(k̃) = diag(K̂11(k̃),K̂22(k̃)) in the Nambu
space with K̂11(k̃) ≡ −μBHσz ⊗ IN×N + αg(k̃) · σ ⊗ Sd +
t⊥σ0 ⊗ T⊥ and K̂22(k̃) ≡ −μBHσz ⊗ IN×N − αg(k̃) · σ ∗ ⊗
Sd + t⊥σ0 ⊗ T⊥, and we introduce the following ex-
pressions: â = â0(iσy ⊗ IN×N ), b̂ = (iσy ⊗ IN×N )b̂0, K̂11 =
K̂0

11, K̂22 = (−σy ⊗ IN×N )K̂0
22(σy ⊗ IN×N ), Δ̂ = Δ̂0(iσy ⊗

IN×N ), and Δ̂† = (iσy ⊗ IN×N )Δ̂†
0. â and b̂ are the former

Riccati parameters.

Using the pairing interaction adopted by Ref. [23], the gap
equation for the spin-singlet component is obtained as [1]

Δ(r) = λπT
1

2

∑
−nc(T )−1<n<nc(T )

∑
s ′

1s
′
2

(iσy)†
s ′

2s
′
1

×〈f 0
s ′

1s
′
2
(r,k̃

′
,iωn)(iσy)s ′

1s
′
2
〉k̃

′ , (14)

where 〈· · · 〉k̃ is the average on the Fermi surface. We use
the following coupling constant obtained in the bulk at α =
μBH = t⊥ = 0:

1

λ
= ln

(
T

Tc0

)
+

∑
0�n<nc(T )

2

2n + 1
, (15)

where Tc0 is the superconducting transition temperature at
α = μBH = t⊥ = 0 and nc(T ) = (ωc/πT − 1)/2. We fix the
cutoff frequency to ωc = 7πTc0. The LDOS per spin and layer
is given by

N (E,r) = − NF

2N

1

π
〈Im[Trĝ(r,k̃,iωn → E + iη)]〉k̃. (16)

NF is the density of states (DOS) per spin and layer at the
Fermi level in the normal state. E and η are the real energy
and the energy-smearing factor, respectively.

IV. ELECTRONIC STRUCTURE AROUND
A VORTEX CORE

In this section, we clarify the difference in the electronic
structure around a vortex core between the BCS and PDW
states. We show the self-consistently calculated spatial profiles
of the pair potential and LDOS. The presence or absence of the
zero-energy peak (ZEP) in LDOS is demonstrated. We fix the
temperature, the Zeeman field, and the interlayer hopping to
T/Tc0 = 0.1, μBH/Tc0 = 1.5, and t⊥/Tc0 = 1, respectively,
unless we state otherwise.

A. Pair potential

Let us discuss the spatial profiles of the pair potential
amplitude |Δ(r)| around a vortex.

First, we discuss the Zeeman magnetic field dependence of
the vortex-core radius for α/Tc0 = 2. The vortex-core radius
is defined as [24–26]

ξ1(H ) = Δ(H,r = rc)/ lim
r→0

Δ(H,r)

r
, (17)

where we set rc = 10ξ0. As shown in Fig. 1, the vortex-core
radius ξ1(H ) in the BCS state diverges at the critical magnetic
field due to the paramagnetic depairing. Because the PDW
state is more robust against the paramagnetic depairing than the
BCS state, the critical magnetic field of the PDW state is higher
than that of the BCS state. Indeed, Fig. 1 shows the divergence
of ξ1(H ) in the PDW state at a higher magnetic field. Then,
the vortex core suddenly shrinks at the first-order BCS-PDW
transition which occurs at μBH/Tc0 
 1.8 [27]. This sudden
shrinkage of the vortex core originates from the difference in
the superconducting gap between the BCS and PDW states. At
the transition magnetic field, the superconducting gap is larger
in the PDW state than in the BCS state [11].
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FIG. 1. Zeeman magnetic field dependences of the vortex-core
radius ξ1(H ) for α/Tc0 = 2. We set T/Tc0 = 0.1 and t⊥/Tc0 = 1.

Next, we discuss the effect of SOC on the spatial profiles
of the pair potential. The pair potential amplitude |Δ(r)|
significantly depends on the strength of the SOC, as shown
in Fig. 2. The horizontal axis indicates the radial distance
from the vortex center (r = 0) normalized by the coherence
length ξ0 = vF/Tc0 for α = μBH = t⊥ = 0. The BCS state
[Fig. 2(a)] is destabilized by the paramagnetic depairing for a
small SOC α/Tc0 � 1 because we adopt a magnetic field larger
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FIG. 2. Spatial profiles of the pair potential amplitudes |Δ(r)| for
the (a) BCS and (b) PDW states. The horizontal axis represents the
radial distance from a vortex center r = 0. We set T/Tc0 = 0.1 and
t⊥/Tc0 = 1. SOC strength is indicated for each curve. α/Tc0 = 0.2–2
is increased from the bottom to the top by a 0.2 step in (b).

than the conventional Pauli limit. On the other hand, the PDW
state is robust against the magnetic field since the paramagnetic
depairing is suppressed [10] and the PDW state survives even
when the SOC is small α/Tc0 � 1 [Fig. 2(b)]. It is shown
that both BCS and PDW states are stabilized by the SOC in
the high magnetic field (μBH/Tc0 = 1.5). In the PDW state,
the pair potential amplitude gets larger monotonically with
increasing SOC strength α. This is because the PDW state can
be mapped onto the two-dimensional Rashba SC with the use
of the mirror symmetry, which will be discussed later, and then
the Rashba-type SOC locks the spin quantization axis within
the x-y plane to suppress the paramagnetic depairing effect. In
contrast, in the BCS state, the pair potential amplitude shows an
unusual nonmonotonic behavior with increasing SOC strength.

An intriguing feature is seen in the vortex-core radius. As
shown in Fig. 2(b), the core radius in the PDW state is smaller
than that in the BCS state, in accordance with Fig. 1. This
feature becomes prominent with increasing SOC strength.

B. Local density of states

We here discuss the energy and spatial dependence of
the LDOS around a vortex in the BCS and PDW states and
clarify the change in the electronic structure at the BCS-PDW
transition. We fix the Zeeman magnetic field and the SOC
strength to μBH/Tc0 = 1.5 and α/Tc0 = 2, respectively. The
self-consistent solutions for the gap equation displayed in
Fig. 2 are used to calculate the LDOS. In the BCS states,
as shown in Fig. 3(a), the zero-energy vortex bound states
split into the four peaks due to the interlayer hopping and the
Zeeman field. On the other hand, in the PDW state, a large
quasiparticle DOS appears at the zero energy [see Fig. 3(b)].
This is quite a contrast to the LDOS structure in the BCS state.

When we consider the PDW state in the absence of the SOC
(the PDW state is indeed unstable in the absence of the SOC),
the four LDOS peaks appear as in the BCS state due to the
interlayer hopping and the Zeeman field. The magnetic field
dependence of the LDOS is also similar to that in the BCS
state.

Thus, the contrasting behaviors between the PDW and BCS
states in Fig. 3 result from the SOC. One might speculate
that the two peaks in the LDOS at α = 0 get combined with
increasing SOC strength. However, we should notice another
origin of the appearance of the zero-energy vortex bound states
in the PDW state, which is described next.

C. Emergent zero-energy peak by spin-orbit coupling

In this section, we show the SOC strength dependence of the
vortex bound states. As we discussed in the previous section,
in the absence of the SOC, the quasiparticle structure around
the vortex core is similar between the PDW and BCS states.
On the other hand, in the presence of the SOC, the internal
structure of Cooper pairs manifests itself in the quasiparticle
structure [9–11]. Indeed, the zero-energy quasiparticle state
appears around a vortex core in the PDW state as a result of the
sign change of the order parameter between layers [Fig. 3(b)],
although the ZEP splits in the BCS state. In order to elucidate
the effect of the SOC on the quasiparticle structure, we show in
Fig. 4 the LDOS at the vortex center for various SOC strengths.
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FIG. 3. LDOS N (E,r) (a) in the BCS state and (b) in the PDW
state. The Zeeman field is set to μBH/Tc0 = 1.5, and the SOC is
α/Tc0 = 2 for both pairing states. Other parameters are T/Tc0 = 0.1,
t⊥/Tc0 = 1, and η = 0.05Tc0.

For the parameters in Fig. 4, the BCS state is completely
suppressed due to the paramagnetic depairing for α/Tc0 � 1.
Thus, we show the results for α/Tc0 � 1. As shown in Fig. 4(a),
Andreev bound states have a finite energy almost independent
of the SOC strength. The peaks in the low-energy region shift
a little to lower energy with increasing SOC strength, whereas
those in the high-energy region move to higher energy.

On the other hand, in the PDW state, the ZEP in LDOS grad-
ually develops with increasing SOC strength [see Fig. 4(b)].
At α/Tc0 = 2, the LDOS at the vortex center clearly shows
the ZEP, which was already shown in Fig. 3(b). Thus, the SOC
plays a crucial role in the contrasting quasiparticle structure
around a vortex core between the BCS and PDW states. The
SOC is much larger than the superconducting gap in most
NCS and LNCS systems, and thus, the condition α/Tc0 � 1
is satisfied. Therefore, the zero-energy bound states will appear
around the vortex core when the PDW state is stabilized in the
magnetic field.

Although the vortex-core states in the BCS state show
Zeeman splitting, the ZEP in the PDW state is robust against
the Zeeman field. This result can be viewed as a result
of the suppression of the paramagnetic depairing effect in
the PDW state. An indication of the suppression of the
paramagnetic depairing effect is obtained by calculating the

(a) BCS, N(r = 0, E, α) / NF
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FIG. 4. The energy and SOC strength dependences of the LDOS
at the vortex center N (r = 0,E,α) (a) in the BCS state and (b) in the
PDW state for μBH/Tc0 = 1.5. Other parameters are T/Tc0 = 0.1,
t⊥/Tc0 = 1, and η = 0.05Tc0.

c-axis spin susceptibility in the superconducting state. As
shown in Ref. [10], the spin susceptibility is not decreased by
the PDW order (see Figs. 2 and 11 in Ref. [10]). This indicates
that the Zeeman field does not suppress the superconducting
state and does not split the ZEP. Another consequence of
the suppression of the paramagnetic depairing effect is the
particle-hole symmetry in the mirror subsector in the PDW
state [28]. This aspect is discussed in Sec. V.

In the next section, we show the energy spectra in the bulk
to clarify the effect of the SOC on the energy dispersion. We
also discuss the relation between the vortex bound states and
the bulk energy spectra.

V. ENERGY SPECTRA IN THE BULK

In this section, we investigate the effects of the SOC on the
energy spectra in the bulk and discuss the relation between
the bulk superconducting gap and the vortex bound states. We
diagonalize the following 8 × 8 Bogoliubov–de Gennes (BdG)
Hamiltonian to obtain the energy spectra:

ȞBdG =
(

Ĥ0(k) Δ̂

Δ̂† −Ĥ ∗
0 (−k)

)
, (18)

Ĥ0(k) =
(

h1(k) t⊥σ0

t⊥σ0 h2(k)

)
, (19)
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where hm(k) = ξ (k)σ0 + αm g(k) · σ − μB H · σ . We adopt
the isotropic dispersion relation ξ (k) = k2/2me − μ

and the orbital vector g(k) = (−ky,kx,0)/kF0 =
(k/kF0)(− sin φk, cos φk,0) in two-dimensional layers.
kF0 is the Fermi wave number for α = μBH = t⊥ = 0.

In most NCS and LNCS systems, the SOC strength α

is much larger than the superconducting gap energy at zero
temperature Δ0 and much smaller than the Fermi energy EF.
Thus, the SCs are in the quasiclassical regime, namely, kFξ0 ∼
EF/Δ0 � 1, and the energy scale of the SOC may satisfy
the condition Δ0  α  EF. However, we adopt parameters
in the quantum limit regime (EF/Δ0 = 5) for visibility in
the figures. We confirmed that the following discussions are
correct also in the quasiclassical regime.

A. Absence of spin-orbit coupling

The superconducting energy gap can be viewed as a
hybridization gap between electron and hole bands in a
certain basis. We study the s-wave BCS state and PDW
state in this section. As carried out in Refs. [28,29], the
BdG Hamiltonian is block diagonalized by using the mirror
symmetry. Then, the interlayer hopping t⊥ is taken into
account through an effective Zeeman magnetic field h±σz =
(μBH ± t⊥)σz [28] in a subsector Hamiltonian. As a result
of the lifting of fourfold degeneracy due to the effective
Zeeman field, four energy bands appear in both electron
and hole branches. Figures 5(a) and 5(b) show the normal-
state energy bands ±E2↑(k) = ±[ξ (k) − h+], ±E1↑(k) =
±[ξ (k) − h−], ±E2↓(k) = ±[ξ (k) + h−], and ±E1↓(k) =
±[ξ (k) + h+] from bottom (top) to top (bottom) at k = 0
for the electron (hole) bands. The blue and red lines show
the energy bands for m = 2 and 1, respectively. We choose the
parameters μBH/Tc0 = 1.5 and t⊥/Tc0 = 1 (μBH/EF0 = 0.3
and t⊥/EF0 = 0.2).

As investigated in Ref. [10] and pointed out in Ref. [11], in
the absence of the SOC, intraband quasiparticle states form the
Cooper pairs in the BCS state, whereas interband pairing states
are realized in the PDW state. In Figs. 5(a) and 5(b), arrows
show the positions of superconducting gap in the BCS and
PDW states, respectively. In the BCS state four spectral gaps
open via the intraband spin-singlet Cooper pairing [Fig. 5(a)].
In the PDW state four gaps are induced by the interband
spin-singlet pairing [Fig. 5(b)]. The superconducting gaps are
symmetric with respect to EF because of the particle-hole
symmetry. In both BCS and PDW states the superconducting
gaps are shifted away from EF. In the BCS state at α = 0 the
shift is due to the paramagnetic depairing effect, and indeed,
the BCS state is completely destroyed due to the paramagnetic
depairing at μBH/Tc0 = 1.5. On the other hand, the PDW
state is unstable at α = 0 because the interband pairing gives
rise to the superconducting gap away from the Fermi energy
even at H = 0.

B. Presence of spin-orbit coupling

In the presence of the SOC, the interband Cooper pairs
are formed in the BCS state, whereas the intraband Cooper
pairs as well as the interband Cooper pairs are formed in the
PDW state. Figures 6(a) and 6(b) depict the electron (hole)
band in the normal state from bottom (top) to top (bottom)
at k = 0; ±ELow

+ (k) = ±[ξ (k) − E+], ±ELow
− (k) = ±[ξ (k) −

FIG. 5. Normal-state energy spectra at α = 0. Arrows indicate
the intersections of electron and hole bands which form Cooper pairs
in (a) the BCS state and (b) the PDW state. The horizontal axis
denotes the wave number normalized by kF0. Other parameters are
set to μBH/EF0 = 0.3, t⊥/EF0 = 0.2, and μ/EF0 = 1, with EF0 =
k2

F0/2me.

E−], ±E
Upp
− (k) = ±[ξ (k) + E−], and ±E

Upp
+ (k) = ±[ξ (k) +

E+], with E± =
√
h2

± + (k̃α)2 and k̃ = k/kF0. Unlike in Fig. 5,
the blue and red lines in Figs. 6 indicate the energy spectra of
the subsector Hamiltonian described by the effective magnetic
fields h− and h+, respectively.

For multilayered Rashba SCs or two-dimensional Rashba
SCs in the presence of both the SOC and Zeeman field, the
band representation of the superconducting order parameter
has been obtained by several authors [10,30–32]. By carrying
out the unitary transformation, the band representation of
the order parameter in the BCS state is given in the band
basis as

Δ̂b
BCS(k) = Û

†
k Δ̂BCSÛ

∗
−k =

(
02×2 Δb−+

BCS (k)

Δb+−
BCS (k) 02×2

)
, (20)

Δb−+
BCS (k) = iαk̃e−iφkΔ

2
√

E−E+

×
⎛
⎝− E−+h−+E++h+√

(E−+h−)(E++h+)
E−+h−−(E+−h+)√
(E−+h−)(E+−h+)

−(E−−h−)+E++h+√
(E−−h−)(E++h+)

E−−h−+E+−h+√
(E−−h−)(E+−h+)

⎞
⎠,

(21)
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FIG. 6. Normal-state energy spectra at α/EF0 = 0.4. Arrows
indicate the intersections of electron and hole bands which form
Cooper pairs in (a) the BCS state and (b) the PDW state. The
horizontal axis denotes the wave number normalized by kF0. Other
parameters are set to μBH/EF0 = 0.3, t⊥/EF0 = 0.2, and μ/EF0 = 1,
with EF0 = k2

F0/2me.

Δb+−
BCS (k) = iαk̃e−iφkΔ

2
√

E−E+

×
⎛
⎝− E−+h−+E++h+√

(E−+h−)(E++h+)
−(E−−h−)+E++h+√

(E−−h−)(E++h+)

E−+h−−(E+−h+)√
(E−+h−)(E+−h+)

E−−h−+E+−h+√
(E−−h−)(E+−h+)

⎞
⎠.

(22)

Here, Ûk is the unitary matrix diagonalizing Ĥ0(k). Similarly,
the band representation of the order parameter in the PDW
state is obtained as

Δ̂b
PDW(k) = Û

†
k Δ̂PDWÛ ∗

−k =
(

Δb−
PDW(k) 02×2

02×2 Δb+
PDW(k)

)
, (23)

Δb−
PDW(k) = ie−iφkΔ

E−

(
−αk̃ h−
h− αk̃

)
, (24)

Δb+
PDW(k) = ie−iφkΔ

E+

(
−αk̃ h+
h+ αk̃

)
. (25)

FIG. 7. Energy spectra of (a) the mirror subsector Hamiltonian in
the BCS state and (b) that with h− in the PDW state for α/Δ0 = 2. The
superconducting gap energy is set to |Δ|/Δ0 = 1. Other parameters
are set to μBH/Δ0 = 1.5, t⊥/Δ0 = 1, and EF/Δ0 = 5.

The spectral gap corresponding to each component of the order
parameter is indicated by arrows in Fig. 6. We notice that
the superconducting gaps open at eight intersections of the
electron and hole bands. The feature is different from that at
α = 0. Thus, the effect of the SOC on the internal structure of
Cooper pairs is clarified by using the band representation.

First, in the BCS state [Fig. 6(a)], the superconducting
gap does not open just at EF [E(k) = 0]. In order to clarify
this point, in Fig. 7(a), we show the energy spectra of a
mirror subsector of the block-diagonalized BdG Hamiltonian
in the BCS superconducting state. We now understand that the
particle-hole asymmetry in the subsector Hamiltonian leads
to the shift of the superconducting-gap center from EF. This
is because of the even mirror parity of the BCS state. The
other mirror subsector also gives the energy spectra without
particle-hole symmetry. When the superconducting gap opens
in the bulk, quasiparticle bound states (Andreev bound states)
are formed at the core of a singly quantized vortex around the
superconducting gap center. Thus, in the BCS state, the energy
of Andreev bound states at the vortex core shifts from EF to a
finite energy, leading to the splitting of the ZEP demonstrated
in Fig. 3(a).

Next, in the PDW state, the superconducting gaps open at
EF, as shown by arrows in Fig. 6(b). Because of the odd mirror
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parity in the PDW state, particle-hole symmetry is preserved
in the subsector Hamiltonian [28,29]. Indeed, Fig. 7(b) shows
particle-hole symmetry in the energy spectra for a mirror
subsector of the block-diagonalized BdG Hamiltonian. The
particle-hole symmetry preserved in the subsector allows the
Cooper pairs formed by quasiparticles at EF. In Fig. 6(b), four
arrows indicate the Cooper pairing at EF, which is caused
by the diagonal component of Δ̂b

PDW(k). The appearance of
the diagonal components indicates the intraband Cooper pairs
induced by the SOC. The inner and outer two arrows at EF in
Fig. 6(b) show the pairing states in the mirror subsector with
h− and h+ [diagonal components of Δb−

PDW(k) and Δb+
PDW(k)],

respectively. The four arrows far from EF show the interband
pairing state described by the off-diagonal components of
Δb−

PDW(k) and Δb+
PDW(k). As illustrated in the discussion above,

in the PDW state four arrows indicate the Cooper pairing at
EF, which is caused by the diagonal component of Δ̂b

PDW(k).
Correspondingly, at the vortex core, the ZEP of vortex bound
states appears, as already shown in Fig. 3(b).

The two-gap feature of the quasiparticle spectrum in
Fig. 3(b) is also naturally understood by the band repre-
sentation of the order parameter. The bulk amplitudes of
the intraband order parameter in subsectors with effective
magnetic fields h− and h+ are |Δb−

PDW(k)| = |αk̃Δ/E−| and
|Δb+

PDW(k)| = |αk̃Δ/E+| [|Δb−
PDW(k)| > |Δb+

PDW(k)|], respec-
tively. Thus, the two gap edges at low and high energies
near EF in Fig. 3(b) correspond to |Δb+

PDW(k)| and |Δb−
PDW(k)|,

respectively. We note that the two-gap feature in Fig. 3(b) does
not stem from the parity mixing of the order parameter, which
is neglected in the present work.

VI. DISCUSSION

A. Possible realization in real crystalline materials

We here discuss the possible realization of the PDW
ground state in real crystalline materials in the presence of
vortices in a high magnetic field. In order to examine if the
PDW state stabilizes in a high magnetic field, one needs to
evaluate numerically the free energy in the vortex lattice state
by employing the Brandt-Pesch-Tewort approximation or a
full numerical calculation to solve quasiclassical equations.
Although we leave the evaluation of the free energy in the
vortex lattice state for a future work, the PDW state is stable
in the vortex lattice state in the situation discussed below.

Since the spatial modulation of the order parameter due
to vortices occurs within the x-y plane, this modulation does
not affect seriously the phase modulation along the z axis
specifying the PDW state if the density of vortices is not
large. In heavy-fermion compounds, a large effective electron
mass gives rise to a short coherence length and a large
orbital limit of the upper critical field H orb

c2 . We consider the
high-magnetic-field region where H satisfies the condition
H P

c2 < H  H orb
c2 at low temperature, with the conventional

Pauli-limiting field H P
c2 = √

2Δ0/gμB and the electronic g

factor g. Thus, the density of vortices is not large, and each
vortex is sufficiently separated from other vortices. In this
situation, we may consider that the PDW state is stabilized
also in the vortex lattice state. Indeed, focusing on a single
vortex, which is far separated from the other vortices, we have

already showed that a self-consistent solution of the order
parameter exists only in the PDW state in high magnetic fields
μBH/Tc0 � 1.5 [27]. In such a high magnetic field, the vortex
solution of the order parameter in the BCS state does not
exist since the BCS state is completely suppressed by the
paramagnetic depairing effect [27]. This is consistent with the
result in the paramagnetic limit [11].

In the short-coherence-length situation discussed above,
the dominant paramagnetic depairing effect stabilizes the
PDW state in the vortex state. Hence, we assume SCs with a
large Maki parameter αM = √

2H orb
c2 /H P

c2 [33]. This situation
is often realized in heavy-fermion compounds. One of the
promising candidate compounds in which the paramagnetic
depairing effect plays a dominant role in the Cooper pair
destruction mechanism is a representative heavy-fermion
SC, CeCoIn5 [34]. Thus, it is plausible that the epitaxial
heavy-fermion superlattice CeCoIn5/YbCoIn5 is a candidate
compound of the PDW state. Indeed, it shows a large value of
H orb

c2 [6,13] (i.e., large αM) as in the bulk CeCoIn5.

B. Particle-hole symmetry in mirror subsector

The suppression of the paramagnetic depairing effect in the
PDW state is related to particle-hole symmetry in the mirror
subsector. A subsector Hamiltonian in the bilayer PDW state
is equivalent to the Hamiltonian of two-dimensional Rashba
SCs [28], in which the particle-hole symmetry is preserved. In
two-dimensional Rashba SCs, the paramagnetic depairing is
suppressed in a Zeeman field parallel to the z axis when the
SOC is sufficiently large. This is an intuitive understanding of
the paramagnetic depairing suppressed in the PDW state.

On the other hand, the BCS state is affected by the
paramagnetic depairing effect. The mirror subsector in the
BCS state lacks particle-hole symmetry due to the existence
of an interlayer coupling and a Zeeman field. Thus, a subsector
Hamiltonian is no longer the Hamiltonian of SCs. Then, the
BCS state is affected by the paramagnetic depairing effect, and
the ZEP splits off.

The order parameter in a layer in both BCS and PDW
states can be viewed as a uniform isotropic s-wave pairing
without center-of-mass momentum of Cooper pairs. Thus,
one can just seek the conventional vortex solution without the
Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) modulation within
the layer by using self-consistent calculations. The FFLO
vortex core does not necessarily possess the zero-energy states,
unlike the PDW vortex core. As shown in Refs. [35,36], the
zero-energy LDOS at the vortex core splits into two peaks
at finite energies due to the Zeeman field, and each peak
corresponds to a spin component. It is possible to distinguish
the PDW vortex core from the FFLO one by investigating
the presence or absence of zero-energy quasiparticle bound
states at the vortex center. We again stress that unusual spectral
features in the PDW state come from the SOC and particle-hole
symmetry of the mirror subsector.

C. Sudden vortex-core shrinkage

As shown in Fig. 7(b), a large bulk spectral gap �E(k)
opens at EF in the PDW state, while a small energy gap
appears in the BCS state [Fig. 7(a); note that Fig. 7 depicts
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the energy spectra for only one subsector Hamiltonian]. This
results from the particle-hole symmetry (asymmetry) in the
mirror subsector in the PDW (BCS) state. The vortex-core
radius is characterized by the coherence length, which is
inversely proportional to the magnitude of �E(k). In the BCS
state, the small �E(k) gives rise to the large vortex-core size.
On the other hand, the large �E(k) appears due to the change
in the internal structure of the Cooper pair by increasing the
magnetic field through the BCS-PDW transition, leading to a
sudden vortex-core shrinkage.

A possible manifestation of the BCS-PDW phase transition
may be observed in an entropy jump, giving rise to the increase
in superlattice temperature as the latent heat through the
BCS-PDW first-order transition [11] with increasing magnetic
field. In general, it is difficult to observe bulk quantities in
thin films. However, the site-selective NMR experiment has
succeeded in CeCoIn5/YbCoIn5 epitaxial superlattices [37].
Thus, in the vicinity of the BCS-PDW transition field, the
zero-energy DOS obtained from the NMR spectra might
depend on a magnetic field sublinearly, reflecting the decrease
of low-energy excitations due to the vortex-core shrinkage.
This change in the low-energy excitations may occur not only
in the isotropic s-wave state studied in this paper but also
in the d-wave pairing state expected in CeCoIn5/YbCoIn5

superlattices. Direct observation of the vortex-core shrinkage
by STM/STS is also a promising way to detect the BCS-PDW
transition.

VII. SUMMARY

We have numerically investigated the electronic structure
of a vortex core in bilayer Rashba SCs by means of the

self-consistent quasiclassical calculation. We found that the
LDOS structure in the PDW state is quite different from
that in the BCS state. The zero-energy vortex bound state
exists in the PDW state, whereas it is absent in the BCS
state due to the Zeeman effect. This prominent difference
stems from (i) the presence or absence of particle-hole
symmetry in the mirror subsector of the block-diagonalized
BdG Hamiltonian and (ii) the internal structure of the Cooper
pair influenced by the SOC. Another intriguing feature of the
PDW state is the small vortex-core size compared with the
BCS state, leading to a sudden shrinkage of vortex cores
through the BCS-PDW phase transition. The characteristic
vortex-core structure in the PDW state may be observed by
STM/STS and/or NMR measurements at low temperatures.
The exotic superconducting phase under a magnetic field may
be identified by investigating these features.
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