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The accuracy of DFT + U calculations, applied to the study of electronic structure and energetics of strongly
correlated materials, heavily depends on U parameters, chosen for adequate treatment of d and f states.
Computational evaluation of U parameters, which does not require fitting to experimental measurements or
results of computationally expensive schemes, is highly desirable for the study of novel materials and even
more so for materials not yet synthesized to date. Within this work, we show that the linear response method
could provide U parameters which can yield redox potentials of battery cathode materials in much better
agreement with experiment than conventional density functional theory (DFT). In our approach, we evaluate U
values self-consistently, ensuring agreement between U calculated using linear response with the value used for
DFT 4 U calculations. We find that such self-consistency is necessary for determination of adequate values of
U. We also studied the impact of using various PAW (projector augmented wave) potentials for transition-metal
ions, that differ by the number of electrons treated as valence. We find that redox potentials are reasonably
well reproduced for all cases, although a slightly higher degree of accuracy corresponds to PAW potentials with
semicore electrons treated as valence. Importantly, we find that converged values of U are substantially different
for various PAW potentials of transition-metal ions of the same material. Overall, we find that self-consistent
DFT + U/linear response calculations provide quite accurate values of redox potentials for materials with purely
ionic bonding (e.g., LiFePO,4, LiCoPOy, LiCoO,, LiMnPO,, NaFePO,), whereas for materials with covalent
pd hybridization (e.g., LiNiO,) or conducting materials (e.g., LiTiS;) the agreement with experimental redox
voltage is lower. This emphasizes the need for application of more advanced techniques (e.g., DFT + U + V
method) for accurate study of partially covalent and metallic materials, which contain transition-metal ions.
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I. INTRODUCTION

In its original formulation, density functional theory (DFT)
emerged as a scheme designed for calculations of exact total
energies of atomic systems, provided that exact exchange-
correlation potential is known [1-3]. Although no formal jus-
tification exists for interpreting single-electron DFT energies
as observables [4], the density of states of solids [5,6] and
even excited states of finite systems [7] can be calculated
in a reasonable agreement with experiment when DFT or its
extensions (e.g., time-dependent DFT, ASCF) are employed.
On the other hand, in spite of a reputation of a ground-
state theory, DFT calculations, based on now traditional
local density (LDA) [8] and generalized gradient (GGA) [9]
approximations, do not always provide accurate values of
total energies. As an example, LDA/GGA formation energies
of silicon self-interstitials are underestimated by more than
1 eV when compared to the results of more accurate quantum
Monte Carlo technique or experiment [10]. Moreover, the
accuracy of calculations that involve total energy differences
(e.g., enthalpy of materials formation, surface free energies,
diffusion barriers, etc.) is particularly poor for strongly
correlated materials, with elements that contain d and f
electrons [11]. For instance, it has been demonstrated recently
that although formation enthalpies of metallic alloys can be
computed in good agreement with experiment [12], for the case
of semiconductors and insulating materials LDA/GGA yield
rather overestimated values of enthalpies of formation [13].
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Two types of methods are usually used to allow for at least
partial correction of LDA and GGA deficiencies in practical
calculations of modern materials science. These are the hybrid
functionals approach [14] and Hubbard corrected DFT 4 U
method [15]. Unlike very accurate quantum chemistry or
quantum Monte Carlo techniques, these two methods offer
a reasonable compromise between computational cost and
precision. It should be noted that due to inclusion of nonlocal
Hartree-Fock exchange, hybrid functional calculations are
inherently slower computationally than conventional local
DFT. Moreover, the accuracy of HSE06 hybrid functional
calculations [14], which are usually applied in condensed
matter studies, is not necessarily higher than those of more
computationally robust DFT 4+ U [16]. On the other hand,
DFT + U is featured by a proven record of substantial
improvement over conventional DFT in prediction of energet-
ics and electronic structure of strongly correlated materials.
Additionally, as a Hubbard correction term of DFT 4 U
method is determined by the elements of occupation matrix
(see discussion in Sec. IT A), such DFT + U calculations are
characterized by only a marginal increase in computational
cost, as compared to conventional LDA and GGA calculations.

From a computational viewpoint, the challenge associated
with application of a DFT 4+ U approach is the need for
determination of a U parameter. Indeed, similar to DFT,
where exchange-correlation potential has to be approximated
(e.g., LDA/GGA), the DFT 4 U correction term contains
a numerical U parameter, which value is usually derived
by fitting the computational results either to experimental
measurements [17] or the findings of other calculations (e.g.,
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hybrid functionals [18]). Such fitting to experimental findings
is problematic for materials, where available experimental data
are insufficient, which is often the case for novel materials and
even more so for materials that are not yet synthesized to
date. An alternative approach of fitting of DFT + U results
to the findings of other (usually more computationally costly)
calculations can also be problematic if the size of a minimal
computational cell of a material is large (e.g., >100 atoms). In
any case, fitting to a certain property of interest (e.g., forbidden
gap) does not necessarily result in better prediction of other
properties (formation or binding energies). Therefore, evalua-
tion of U parameters from first principles is highly desirable.

In an attempt to classify currently proposed methods, used
for first-principles evaluation of U parameters, we divide them
into three groups. The first group of methods exploits expres-
sion of U either through double derivatives of total energy over
single-electron density and magnetization [19] or first deriva-
tives of a single-electron energy over localized electron den-
sity [20-22]. The linear response scheme that is used for pro-
ducing variation of electron density for subsequent calculation
of density derivative is further discussed in Sec. I B. Within the
second group of methods, the expressions of U and J param-
eters are derived analytically, postulating that onsite Hubbard
term of DFT + U is equal to a sum of Coulomb and exchange
contributions of Hartree-Fock energy [23]. The computation-
ally enhanced schemes that stem from this original idea have
been proposed subsequently [24,25]. The constrained random
phase approximation (cCRPA) approach, which constitutes the
third group of methods, relies on a notion that the U param-
eter can be viewed as screened electron-electron Coulomb
interaction, where screening is introduced by multiplying
Coulomb potential by the inverse dielectric matrix [26-28].
Similar to many body GW approximation, which includes
screened exchange potential, the U parameter is mapped as
an integral over Coulomb potential, dielectrically screened
by nonlocalized (e.g., excluding d electrons) states. As the
dielectric matrix used for screening is a function of frequency
w, the value of U is calculated for static case when w = 0 [26].

Comparison between the conceptual differences and per-
formance of these three approaches has been made in the
past [26,29]. Generally, these techniques do not provide
similar values of U parameters for a chosen material and
no consensus exists for favoring one method over the other.
Such controversy is not so surprising as the last two groups of
methods are essentially based on adjusting the U parameter
so that the Hubbard term can closely reproduce either HF
or RPA electron-electron contributions. It should be noted
that both HF and RPA methods are not exact, as higher
terms of respective many-body theories are required for exact
solution. Thus, different values of U obtained from respective
techniques are actually caused by different treatment of
electron-electron interactions in HF and RPA methods. From a
computational perspective, application of the second group of
methods is encumbered by somewhat complex evaluation of
Coulomb and exchange integrals for periodic systems [24,25],
whereas the third group of methods is plagued by the need
of calculation of time-consuming quantities such as polariz-
abilities and dielectric matrices in the RPA technique [26].
In contrast, the first group of methods, particularly those em-
ploying linear response, are quite computationally robust with
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associated computational cost similar to DFT or DFT + U
calculations.

The linear response approach has been initially applied
for evaluation of ground-state properties of transition-metal
oxides (e.g., phase transitions of NiO [22]) as well as
calculations of redox potentials of various transition-metal
compounds, which find application as cathode materials in
Li-ion batteries [21]. In these seminal papers, U parameters
have been evaluated using linear response functions of conven-
tional DFT(GGA)density. For redox potential calculations in
Ref. [21], the linear response evaluation of U has been carried
out using implementation in QUANTUM ESPRESSO code [30],
whereas DFT + U calculations have been subsequently per-
formed using the VASP program [31]. It should be noted that this
is the practice often followed in the works where U parameters
have been derived using the linear response approach. More
recently, further extensions of linear response methods have
been proposed [32]. These include self-consistent evaluation
of U parameters within DFT + U framework [33], inclusion
of magnetic (exchange) interaction with the help of effective
J parameter (DFT + U + J method) [34], and addition of
interactions of localized (e.g., d) electrons with sp states
of the same and adjacent ions of the cell (DFT 4+ U +V
method) [35].

In this work, we performed self-consistent evaluation of
U parameters, ensuring that the value, determined by linear
response, agrees with the one used in DFT + U calculations.
As already mentioned, this extension of the method has been
proposed earlier [33], but application has been mostly confined
to molecules. In our work we apply self-consistent evaluation
of U for DFT + U study of solids. Additionally, unlike a
common approach where U is evaluated using implementation
of linear response scheme in QUANTUM ESPRESSO, we present a
more rigorous scheme where U parameters are evaluated using
VASP code for their subsequent application in DFT + U calcu-
lations using the same VASP package. Apart from convenience
of using the same program for coupled linear response/DFT 4
U calculations, we believe that this approach is more accurate
due to potential incompatibility of U if linear response and
DFT + U calculations are performed using different codes.
Indeed, differences in employed pseudopotentials or projector
augmented wave (PAW) potentials, such as different potential
radii or number of electrons treated as valence, can cause
inadequacy of U obtained using the linear response method
for subsequent application in DFT 4 U calculations.

The outline of this work is as follows. In Sec. II, we
provide a brief overview of the DFT + U scheme and present
the details of the linear response method. In Sec. III, we
provide discussion of redox processes in Li- and Na-battery
cathodes and give definition of a cathode redox potential.
In Sec. IV, we present the results of calculations of redox
potentials performed using coupled linear response/DFT + U
method. We discuss electronic structure of studied materials
and analyze the accuracy of calculated redox potentials. In
Sec. V, we provide a discussion of computational aspects of
the employed linear response scheme. In particular, we discuss
convergence of U parameters (self-consistency), linearity of
density variation with respect to applied potential, and the
impact of chosen PAW potentials on redox potentials and
the self-consistently converged values of U. In Sec. VI, we
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perform comparison of our results (i.e., redox potentials)
with previously published data. Conclusions are provided in
Sec. VIL

II. METHODOLOGY DESCRIPTION

A. DFT + U method

The DFT 4 U energy can be evaluated as a local DFT
energy augmented by Hubbard contribution minus double-
counting correction term [32]

EDFT+U[n(r)] — EDFT[I’l(I‘)] + EHHb[nlﬁ] _ EDC[NIU]. (1)

The Hubbard contribution is added to account for exchange-
correlation effects, associated with localized d or f orbitals,
whereas the double-counting term is subtracted for removal of
exchange-correlation effects, already introduced on the LDA
or GGA level. In this work, we adopt the widely used rota-
tionally invariant formulation of DFT + U framework [36],
within which the combined contribution of Hubbard and
double-counting correction terms has a concise form
EU Io UI T lo 1 lo 2
(2] =) = Teln" (1 = n')]. )

1,0

In Eq. (2), the elements of occupation matrices, constructed
via projection of valence bands on localized (e.g., d) orbitals
on respective ions, are expressed as

nh;n’ = Z flg,v <1/fl[(rv|
k,v

where I, o, and m are the number of an ion, the spin number,
and magnetic number, respectively. [y ) are valence bands,

determined by periodic plane wave calculations, P! , is a
projector operator on localized (e.g., d) orbitals, and f/ are
occupation weights of valence states |y ). The projector

operator is defined as
mm’ - |¢ >< (4)

where |¢,’n) are d orbitals, localized on atom I. Using the
expression for the energy of a Hubbard term [Eq. (2)], the
Hubbard contribution to local Hamiltonian can be obtained as

1
VHub |W1iv) = Z UI(ESWIW - mm) |¢m )(¢m|wk U>

’

P Vi) 3)

I,m,m
(%)

In a rotationally invariant scheme, employed herein [36],
a single U parameter is required for application of such for-
malism in contrast to originally proposed DFT 4 U schemes
where two parameters (U and J) are employed [19]. Such
approximation is often justifiable and therefore a fully rotation-
ally invariant scheme [37] and a somewhat simplified rotation-
ally invariant method usually yield very similar results. How-
ever, for materials with pronounced noncollinear magnetism,
a fully rotationally invariant scheme might be preferential as
it potentially allows more accurate description of magnetic
properties due to appropriate tuning of J parameter [34].

In this work, we have employed the PAW approach [38]
which has been extended to DFT 4+ U framework using im-
plementation by Bengone and co-workers into VASP code [39].
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For computational purposes, two types of electronic wave
functions are introduced in PAW framework. These are pseudo
(PS) and all-electron (AE) wave functions (or bands), denoted
as |¥) and | W), respectively. The PS bands are computationally
convenient as they are expanded in plane waves. However, the
square of the modulus of PS bands (density) does not have a
physically meaningful character in the vicinity of the nucleus
(core region). Therefore, in construction of AE bands (with the
respective square of the modulus corresponding to meaningful
electronic density both in the core and interatomic regions), the
PS functions have to be augmented by the projector containing
term

+Z|¢A B (al D), 6)

where |¢,) and |@p,) are all-electron and pseudo partial
waves, whereas |, ) are projector functions. |¢, ) are used for
expanding PS bands in the core region on a course regular grid,
whereas |¢, ) are used for expanding the AE band in the core
region on a fine radial support grid. The projector functions
(P | are used for determining the projection coefficients of PS
bands on the set of pseudopartial waves |¢, ) (they are defined
on the same regular grid). The transformation (6) is crucial in
the PAW method, as it allows reconstruction of the PS band into
the AE band in the core region A, whereas in the interatomic
region the PS and AE bands coincide. Further details about
the PAW method can be found in original works [38,40,41]
as well as review papers that have been published on this
subject [42—44].

Bengone et al. have shown that occupation matrix within
PAW formalism can be evaluated as

ym kav \IJIZU| mm'’

) @)

Formally very similar to Eq. (3), the occupation matrix ex-
presswn includes a so-called pseudoversion projector operator

, (we employ terminology introduced in the work of
Bengone et al.). The pseudoversion projector operator P’
is related to a more common projector P! [Eq. (4)] as

Pow = D 12) (] Py 160 (Parl . (8)
AN

Using Eq. (7) for occupation matrix and Eq. (8) for projector
operator, the Hubbard correction term within PAW formalism
can be defined as

~ 1
VHub |1ﬂl((f,u> = Z Ul (zamm’ - n,ln(;/)

I.m,m'

X > 1Ba) (@l P,

AN

w10 (P[P} - (9)

In the above expression, the occupation matrix elements are
evaluated using Egs. (7) and (8), rather than (3). It is clear that
the Hubbard energy, equal to the expectation value of operator
(9), is identical to the one defined in Eq. (2).

B. Linear response method

Evaluation of the U parameter can be performed relying
on definition of U as a difference of double derivatives of
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total energy over density for the interacting and noninteracting
multielectronic system:

aZEint 82En0n
U=s—5——F>5"
aq; aq;

where ¢g; is a variation of an electron density, localized on
atom [ [22]. The second energy derivative with respect to
density which corresponds to noninteracting (or bare) case
is subtracted in order to evaluate effective electron-electron
interaction kernel using the linear response approach [45,46].
Equivalently, U can be expressed as the difference of the
first derivatives of localized electron energies with respect to
density for noninteracting and interacting systems:

, (10)

non nt
U = 9™ %l_" (an
9q1 9q1

In this work, we performed evaluation of U using the
second approach, i.e., via calculation of the first derivative
of a single-electron energy with respect to density. The task is
translated into determination of a variation of a single-electron
energy in response to the change of the electronic density.
Such perturbation can be studied using the constrained DFT
method, where desired charge density distribution can be
imposed for subsequent evaluation of the change of electronic
energies [47]. However, a backward approach, where single-
electron energy can be shifted, causing variation of a charge
distribution, can also be applied. A linear response approach
provides such alternative route. The U parameter is evaluated
as the difference of diagonal elements of the inverse response

functions for noninteracting and interacting systems:

U= (Xr;):] - Xi;tl)n 12)
with response function generally defined as

on 1
Ja J '
The response function is a matrix where indices / and J
correspond to an atom on which perturbation is applied (J)
and an atom, where variation of density is evaluated (1)
whereas « is a variation of energy levels of localized electrons.
The derivative in Eq. (13) is evaluated using linear response
approach. To obtain a variation of atomic density, the projector
operator, defined in Eq. (4), is multiplied by a coefficient « and
added/subtracted to/from DFT or DFT + U Hamiltonian:

Hypert = Ho £ ) |61 ) (0] - (14)

X1J = (13)

In Eq. (14), we introduce perturbed (Hpe) and standard
DFT/DFT + U (H,) Hamiltonians. The projector operator
in Eq. (14) is applied to the states, localized on atom I.
Summation over all magnetic () numbers is performed.
Positive and negative signs for the projection operator in
Eq. (14) (« is a positive number) correspond to up shift or
down shift of energy levels of states, localized on atom /.
Upon solution of the system of Eq. (14), the new occupation
matrices can be calculated using Eq. (3).

Calculation of response function, using Eq. (13), is straight-
forward: the difference between perturbed and initial occu-
pancy of localized electrons has to be divided by coefficient
«. As this is a derivative calculation, in theory an infinitesimal
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value of o should be used. In practical calculations, small
values in the range of 0.1-0.2 eV are usually employed (this
aspect is further discussed in Sec. V).

As has been mentioned, the response functions [Eq. (13)]
have to be calculated for the interacting and noninteracting
cases. The interactive response is obtained via solution of
Eq. (14) with update of the density, used for construction of the
local potentials of DFT/DFT + U Hamiltonians [Coulomb and
exchange-correlation terms as well as Hubbard correction (5)
for the DFT + U calculations]. The noninteractive response
can be obtained by fixing the density used for construction of
Hamiltonian in Eq. (14). This corresponds to the first iteration
in solution of Eq. (14) within self-consistent cycle, prior to the
first density update.

Before ending this section, we need to present an expression
for the perturbed Hamiltonian [Eq. (14)], formulated within
PAW framework. Using definition of projector in Eq. (8), we
land into the following expression:

Hpen = Ho @ ) Y " |pa) ($al Py 168) (Barl . (15)

m AN

The determination of U within the PAW formalism is per-
formed exactly the same way as has been outlined above
for standard case [with the occupations of localized states
evaluated using Eq. (7)].

III. COMPUTATIONAL DETAILS

A. Redox potential evaluation

Reduction and oxidation (redox) processes are at heart of
operation of electrochemical devices such as batteries or fuel
cells. Redox cycling occurs as a result of addition and removal
of negative charge (electrons) in/from insulating materials
(e.g., oxides), caused by change of the material stoichiometry.
In Li- and Na-ion batteries, adding or removal of Li™ or Na™
cations into/from electrode bulk (so-called intercalation and
deintercalation processes) results in addition or removal of re-
spective number of electrons to/from the electrode. Evaluation
of a redox potential at a given concentration of charge carrier
ions (Li or Na) would require averaging over possible positions
of these ions, making numerical determination of voltage
profiles too computationally demanding. In this work, we
performed evaluation of the so-called average redox potentials,
where the need of averaging over positions of charge carrier
ions can be eliminated as is discussed in the following.

The average redox potential of a cathode material (e.g.,
transition metal oxide) is defined as

1 xp o cath _ 40
@r:__/ de’ (16)

e Jy X2 — X1

where ,uf}‘h and /,Lgi are chemical potentials of Li ions in

the cathode and Li bulk, respectively; x; and x, set the
limits of a change of Li concentration in the cathode during
redox process; e is a single-electron charge [48]. For practical
calculations of redox potentials, the above expression is
normally approximated as

ESN(xy) — E“(xy) — (13 — x1) EY
e(xy — x1) '

12

®, a7
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In Eq. (17), E"(x,) and E"(x,) are the total energies of
cathode material cell, averaged over possible configurations at
Li concentration of x, and x| respectively, whereas E™ is the
energy of a Li atom, determined as a total energy of Li formula
unit, divided by the number of constituent Li atoms. This is a
quite reasonable approximation of Eq. (16), as the free-energy
differences of bulk phases can be safely approximated by
enthalpy differences due to the negligibly small contributions
of pressure and entropy-dependent terms [48].

In this work, we performed evaluation of the average
redox potentials, that correspond to the change of Li or Na
concentration from 0% to 100%. Following Eq. (17), these
can be evaluated as

Ecalh(N) _ Ecath(o) _ NELi

D, =
eN

, (18)

where N is a maximum total number of Li or Na ions present in
a computational cell of cathode material. As a single number,
rather than a function of Li or Na concentration, such potential
offers a useful and concise characterization of a cathode
operating voltage. Moreover, no averaging over total energies
of possible configurations at each concentration (x; and x;) is
required in this case, limiting the number of studied atomic
systems to three (e.g., LiMO,, MO,, and Li where M is a
transition-metal ion). We wish also to note that for brevity
in subsequent sections we refer to average redox potentials as
simply redox potentials, as within this work we did not perform
any study of actual redox potential at specific concentrations
of charge carrier ions.

The total energies of the intercalated and deintercalated
materials, present in Eq. (18), were evaluated with the help
of DFT + U calculations. Respective values of U parameters
for intercalated and deintercalated structures, determined by
linear response calculations, have been employed.

B. Structure of studied cathode materials

Within this work we performed evaluation of average redox
potentials [Eq. (18)] for seven cathode materials with well-
characterized structural properties and available experimen-
tally measured redox potentials. Each of the studied materials
adopt either olivine or layered type of crystal structure, shown
in Fig. 1 (both intercalated and deintercalated structures,
that can be interchanged via redox process are presented).
Materials with layered structure are transition-metal oxides
and one sulfide (LiNiO,, LiCoO,, and LiTiS;), whereas
phosphates (LiFePO,4, LiMnPOy4, LiCoPOy4, and NaFePOy)
adopt the olivine structure. For all intercalated structures, we
used the lattice constants and atomic coordinates, provided
by experimental measurements. We carried out optimization
of the lattice constants and then using these theoretical
values, we performed optimization of atomic positions for
all structures. For deintercalated structures, we performed
optimization of experimental lattice constants, if these were
available. For the cases where we did not succeed in finding
the reports on experimentally studied deintercalated structures,
we performed optimization of lattice constants by removing
the Li/Na ions from intercalated models. Atomic positions
were subsequently optimized.

PHYSICAL REVIEW B 93, 085135 (2016)

Olivine

Layered

FIG. 1. Two types of studied structures: olivine and layered. Red
circles correspond to oxygens, light gray to Li ions. Redox process
occurs through removal and addition of Li atoms, shown by vertical
arrows. For phosphates (olivine structure), phosphorous is indicated
by brown circles whereas transition-metal ions (Fe, Mn, and Co) are
shown as light cyan circles. In layered materials, transition metals
(Fe, Ni, Co, and Ti) are indicated as green circles.

For all calculations, we have employed the cutoff energy of
600 eV. The convergence with regard to the number of k points
has been checked, ensuring well-converged values of redox po-
tentials (below 0.01 V). We used the PBE exchange-correlation
functional [49] for DFT calculations and PAW potentials for all
types of ions in the supercells. For transition metals (Fe, Ni, Co,
Mn, Ti), we used two types of PAW potentials, available from
the VASP library: potentials with the lowest possible number
of electrons treated as valence (outward electron shell) and
potentials with additional semicore electrons also treated as
valence. For convenience of reference, we term these PAW
potentials as PAW i, and PAW ., respectively.

In this work, we used supercells with the following
characteristic sizes of intercalated structures: 112 atomic cells
for phosphates, 108 atomic cells for oxides, and 72 atomic
cell for a sulfide. Although such computational cells should be
sufficiently large to yield converged values of redox potentials
with respect to the cell size (see discussion on this subject in
Ref. [22]), we have verified that further increase of the cell
size provides well-converged values of U parameters. Indeed,
using LiFePO, as an example, we found that the U parameter
changes within 0.01 eV, when we double respective cell
size.

IV. ANALYSIS OF CALCULATED REDOX POTENTIALS

In this section, we present the results of calculations
of redox potentials together with the analysis of electronic
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FIG. 2. Redox potentials, calculated using Eq. (18), are presented
for comparison of theoretical values (DFT 4 U and DFT) with
experimental measurements. In the ideal case, the theoretically
calculated value is positioned on a sloped red line (this corresponds
to complete agreement with experiment).

structure of studied materials, using PAW,.x potentials for
transition-metal ions. U parameters have been evaluated using
self-consistent linear response/DFT + U approach. Addition-
ally, we also rely on a simplified method for determination
of U parameter, where U is determined by setting to zero
the off-diagonal elements of the self-consistent and non-self-
consistent response functions in Eq. (13). In the next section,
we address how other types of PAW potential of transition-
metal atoms (PAW,,;,) can vary the magnitude of calculated
redox voltage. In Sec. V, we also provide a discussion of
the impact of neglecting the off-diagonal elements of linear
response matrix on the resultant value of U.

The calculated redox potentials, which were obtained
using DFT + U and DFT methods, are presented in Fig. 2.
Comparison with experimental measurements is also provided.
With exception of LiTiS,, DFT (PBE in our case [49]) derived
redox potentials are significantly lower than experimental
values (by about 1V). A reasonable agreement of redox
potential of LiTiS, with experimental value can be explained
by metallic character of this material. As we have mentioned in
the Introduction, for metals, the quantities, which involve total
energy differences (e.g., formation energies), are calculated
in a good agreement with experiment. This trend is not that
surprising as widely used local functionals (LDA and GGA)
have been derived to reproduce the ground state of a quasiho-
mogeneous electronic gas, which distribution character is quite
similar to the delocalized distributions of itinerant electrons in
metals. For the oxides and phosphates, where DFT wrongly
predicts delocalized distribution of d states of transition metals
and metallic character of density of states (absence of a gap),
additional corrections for computational procedure are clearly
needed.

Applying DFT 4 U calculations to these materials, we
obtained substantially improved values of theoretical redox
potentials, which are higher in energy as compared to DFT-
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FIG. 3. PDOS of LiTiS,, calculated using DFT + U method. Top:
PDOS of d states of Ti; bottom: p states of sulfur. Metallic character
is observed due to crossing of Fermi level (broken line) by PDOS of
d states of Ti.

based findings (Fig. 2). Remarkably that for the case of
LiTiS,, DFT 4 U calculations provide a slightly improved
redox potential, in spite of itinerant distribution of Ti d
states. Moreover, the PDOS of d states of Ti, evaluated using
DFT + U method, crosses Fermi level, thus demonstrating
that DFT + U calculations still predict metallic character of
this material in agreement with experiment (Fig. 3). This
finding is important as it shows that when the U parameter is
evaluated with the linear response method using self-consistent
scheme, the DFT 4 U calculations do not lead to a pitfall
of incorrect prediction of insulating character of a material,
which is experimentally known to be a conductor. On the
other hand, in case of a conducting material, the fully localized
limit (FLL) of DFT + U approach, used herein, might be less
suitable than the around mean field (AMF) approximation,
specifically designed for description of delocalized electronic
states [50]. Application of the AMF approach for the study
of weakly correlated materials has been performed in the
past [51,52]. Moreover, a computational scheme that allows
a linear interpolation between FLL and AMF approaches
with respective weight coefficients, evaluated from the first
principles [53], might be an interesting alternative for future
studies of conducting and possibly covalent materials.

For five out of six oxide and phosphate materials, DFT + U
calculations yield very accurate values of redox potentials
(with LiNiO, being an exception here). At first, we shall
analyze these five cases. Figure 4 provides a comparison of
partial density of states (PDOS) of d electrons of Fe atoms
and p electrons of O atoms of LiFePO, for DFT (Fig. 4, top)
and DFT + U (Fig. 4, bottom) calculations. The calculations
have been performed for antiferromagnetic configuration of
LiFePQq, as earlier reports found that this magnetic ordering
leads to the lowest energy for this material [21]. In Fig. 4 (top),
we find that DFT calculations predict a metallic character of
LiFePQy, as d band of Fe crosses the Fermi level. In contrast,
addition of Hubbard correction leads to formation of a gap,
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FIG. 4. PDOS of LiFePOy, calculated using DFT method (top)
and DFT + U method (bottom). DFT calculations predict metallic
character of this material (PDOS of d states of Fe crosses Fermi level,
indicated by the broken line). DFT + U method predicts opening
of the gap (bottom figure). A characteristic peak (Fe’"), which
corresponds to d states of Fe for intercalated state, is highlighted.

shown in Fig. 4 (bottom). Moreover a characteristic peak in
PDOS of d electrons of Fe (denoted as Fe>* in Fig. 4, bottom)
appears when DFT + U calculations are applied in agreement
with the results of experimental measurements [54].

We find that although DFT + U correctly predicts presence
of a gap, the width of this gap (~2 eV) is still well below
the experimentally measured value of 3.7 eV [54]. Another
example is LiCoO,, where the band gap of 2.3 eV is evaluated
using our DFT + U calculations, whereas potentially more
accurate DFT + U/Gy W, calculations predict a wider gap of
~3 eV [55]. Thus, we observe only a qualitative improvement
in description of electronic structure of insulating material
when Hubbard correction is added to DFT Hamiltonian.
This exposes limitations of the DFT 4+ U scheme, coupled
with linear response evaluation of U: in spite of a good
description of ground-state properties (evaluation of total
energy differences for redox potentials), only a qualitative
improvement in evaluation of unoccupied states is obtained.
On the other hand, it should be noted that this example
demonstrates that fitting the values of electronic gaps, obtained
by using DFT + U calculations to experimental data might not
result in accurate description of ground-state properties.

Similar to LiFePOy, we find that for the other four materials,
where redox potentials have been evaluated with reasonable
accuracy (NaFePO,, LiCoO,, LiCoPQy, and LiMnPQy,), the
DFT + U calculations lead to widening of a forbidden gap.
In the same vein for the deintercalated cases of respective
oxides and phosphates (FePO,4, CoO,, CoPOy4, and MnPOy),
the DFT + U calculations result in a greater opening of gaps.

We have also performed a comparison of magnetic mo-
ments on transition-metal ions in the studied structures
with the results of previous calculations and experimental
measurements. Zhou et al. performed the study of intercalated
and deintercalated phosphate materials and also provided the
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values of magnetic moments on respective transition-metal
ions [56]. Overall, we find a good agreement with their work.
For instance, for the three representative intercalated structures
(LiFePOy4, LiMnPOy, and LiCoPOy), we find the following
magnetic moments: 3.68, 4.54, and 2.67 5, respectively. For
comparison, Zhou et al. reported the values of 3.73, 4.65, and
2.78 u g. Forrespective deintercalated models, our calculations
reveal the following magnetic moments: 4.21, 3.86, and 3.14
wp. These again are in good agreement with the respective
values, reported by Zhou et al. (namely, 4.33, 3.95, and
3.24 pp).

Comparison with experimental measurements is more
problematic, as the measured values of magnetic moments,
reported by various groups for each specific material, may
differ significantly. For instance, in case of LiFePO,, magnetic
moments in the range of 3.8-6.8 wp have been reported
[57-59]. For studied materials, we find that significantly
larger values of magnetic moments on transition-metal ions
are determined experimentally (e.g., 5.4 and 5.1 up for
LiMnPO, and LiCoPO, respectively [59]). These results
indicate that DFT 4 U calculations do not seem capable to
yield magnetic moments in a good agreement with experiment.
Other extensions of the theory (e.g., inclusion of magnetic
exchange interactions) might be necessary for more accurate
prediction of the magnetic structure of these materials [34].

Finally, we wish to analyze the underlying reasons of less
accurate agreement of theoretical redox potential of LiNiO,
with experiment, when DFT + U calculations are employed
(Fig. 2). Our DFT + U calculations predict LiNiO, to be a
metal as the Fermi level crosses PDOS of d electrons of
Ni and p electrons of O atoms (Fig. 5). The absence of
a gap is accounted for by the high symmetry of electronic
structure for ferromagnetic ordering. We wish to point out
that earlier reports also found that DOS, evaluated using
DFT + U, is characterized by the absence of the gap for this
material [60]. The key reason of a less accurate description
of the ground-state properties for LiNiO, can be traced to the
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FIG. 5. PDOS of LiNiO,, calculated using DFT + U method.
The d states of Ni hybridize to the p states of oxygen for energies
close to the Fermi level, indicated by the dashed vertical line.
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pronounced hybridization of d states of Ni and p states of O as
is attested by the overlap of respective peaks of PDOS close to
Fermi level (Fig. 5). In this case, the orbitals, localized on Ni
atoms, do not possess a close to pure d character, but also have
a substantial p contribution. Therefore, the projector operator,
as described in Sec. II B [Egs. (14) and (15)], is not applied to
the entire orbital, and hence cannot be used for evaluation of
a complete linear response. Moreover, the Hubbard correction
term [Eq. (9) in Sec. I A] is also not fully suitable for
correction here and further extensions of the theory (e.g.,
Anderson impurity model [61] or DFT 4 U + V method [35])
seem to be more appropriate for adequate description of such
hybridized states.

V. COMPUTATIONAL ASPECTS OF LINEAR RESPONSE
METHOD

In this section, we analyze the following computational
aspects of the coupled linear response/DFT + U method: (a)
self-consistency in evaluation of U parameter; (b) neglect
of off-diagonal elements in the response functions, used for
evaluation of U; (c) linearity of density variation in response to
applied potential; (d) the impact of various PAW potentials of
transition metals on converged values of U and the magnitude
of redox potential. Such analysis is deemed necessary for
future applications of linear response/DFT 4+ U method, as
it allows to formulate the recommendations, that should be
followed for correct application of the technique and adequate
interpretations of the obtained results. Discussion of each listed
aspect is provided in the following.

A. Self-consistency in evaluation of U parameter

U parameters are evaluated through the chain of coupled
DFT + Ul/linear response (LR) calculations, which can be
schematically illustrated as

DFT/LR 2 DFT + U; /LR & DFT + U,/LR & ... .
(19)

In expression (19), we present three steps (iterations), starting
from U =0 (DFT). Each step consists of a solution of
DFT/DFT + U system of equations with subsequent evalu-
ation of U using the linear response approach as discussed in
Sec. II B. The U parameter, determined using the LR approach,
is passed on to the next step of DFT + U calculations, that
can be followed by the LR calculation of a subsequent U
parameter. As an example, in Fig. 6 we provide the values
of U for several iterations for the case of LiFePO4. The U
value is found to oscillate from iteration to iteration, resulting
in convergence after six to seven iterations. It should be noted
thatusing U = 0 eV as a starting point is not necessary. In fact,
relying on a reasonable educated guess for a starting value of
U can be a better choice that allows for reaching convergence
with a smaller number of iterations. The latter approach is
reliable as we performed the tests, which show that a starting
value of U parameter does not affect a finally converged value
of U.

With regard to dependence of total energies from U
parameters, we analyzed the impact of self-consistency on the
magnitude of redox potentials of battery cathodes. Choosing
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FIG. 6. The values of U parameter for LiFePO, calculated for
each iteration of DFT + U/linear response calculations [Eq. (19)].
The converged value differs significantly from the U, obtained after
the first iteration, which is calculated using response function of PBE
density [Eq. (12)].

LiFePO, as an example, we calculated the respective redox
potential, performing a single update of U (from 0 eV to the
value, calculated by linear response) for both LiFePO, and
FePOy. The calculated value of 2.77 V is much lower than
experimentally found (3.5 V [62]). However, as is shown in
Fig. 2, when using self-consistently evaluated U values for
LiFePO4 and FePO4, we find a much better agreement of
redox potential with experiment.

These results show that self-consistent evaluation of U is
certainly necessary for precise calculations of ground-state
properties of transition-metal oxides and phosphates. This
finding can be explained by a rather inaccurate description of
a density and its response functions when PBE calculations
are employed for analysis of these materials. Indeed, a
qualitatively erroneous prediction of a metallic character of
intercalated materials results in a rather inaccurate value of
U, which is determined using response functions of PBE-
derived densities. However, when self-consistency is applied,
the U parameter is determined on the basis of DFT + U
calculations, which are capable to provide more adequate
response functions.

B. Neglect of off-diagonal elements in the response function,
used for evaluation of U

The linear response function is in principle a matrix, defined
in Eq. (13), where the density response is determined not
only for the atoms on which perturbation is applied (diagonal
elements), but also for other atoms of the computational cell
(off-diagonal elements). Using our implementation we find
that neglecting off-diagonal elements, we can still get quite
reasonable values of redox potentials (Fig. 2). This is explained
by rather small values of off-diagonal elements as compared
to their diagonal counterparts. Using NaFePO, as an example,
we find that for linear response calculations (where U is first
obtained self-consistently, neglecting off-diagonal elements of
response functions), the off-diagonal elements are by at least
5 x 1073 smaller than diagonal elements. This results in a very
small change of U parameter (from 4.07 to 4.10 eV), when U
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is reevaluated by inversion of the complete response matrices
without neglecting off-diagonal elements, indicating that the
discussed approximation is justifiable.

The weak contribution of the off-diagonal elements of
a response matrix, found in our calculations, is somewhat
in contrast with previous works, where contribution of off-
diagonal elements was found to make a greater impact on
U values [22]. The key reason for greater relative values of
these off-diagonal elements in previous works is the usage of
DFT based densities for evaluation of the response matrices
as opposed to DFT + U based density responses that where
employed herein. Indeed, delocalized d-electron densities,
predicted on the basis of conventional DFT calculations, are
strongly perturbed on the transition-metal ions, adjacent to the
ion on which linear response perturbation [Eq. (15)] is applied.
On the other hand, in case of DFT + U calculations where a
higher degree of localization of d electrons is imposed, the
impact of perturbation [Eq. (15)] on the densities of adjacent
transition-metal ions is much smaller, thus justifying complete
neglect of the off-diagonal elements of response matrices when
self-consistent evaluation of a U parameter is employed. Once
again, using NaFePO, as an example, we find that for both
self-consistent and non-self-consistent responses, the ratio of
the diagonal element of the response function to the largest
off-diagonal element is by 10—15 times greater when DFT + U
calculations are employed as compared to the case when
conventional DFT calculations are used.

C. Linearity of density variation in response to applied potential

For evaluation of density response to applied projector
potential [Eq. (15)], we used a value of parameter o equal
to 0.1 eV. By varying the magnitude of o, we have monitored
the change of self-consistent and frozen response functions,
thereby analyzing linearity of density variation as a function
of applied perturbation (the off-diagonal elements of respective
matrices have been neglected). For the case of NaFePOy,
we used five values of parameter « (0.05, 0.1, 0.2, 0.5, and
1.0 eV), which have been used as weights of applied projector
operator [Eq. (15)]. For both types of response (self-consistent
and frozen density) and for each chosen magnitude of «, we
performed two linear response calculations: adding a projector
to the DFT + U operator and subtracting a projector. This
corresponds to perturbations causing up shift and down shift
of d-electron levels. The response values were taken as density
variation, determined by such calculations, divided by 2c.

For « equal to 0.05, 0.1, 0.2, 0.5, and 1.0 eV, the linear
response calculations provide the following values of U:
4.07, 4.07, 4.11, 4.20, and 4.51 eV, respectively. Thus, we
observe a slow increase of U when higher magnitude of
perturbation is used. We find that for value of o below 0.1
eV, the magnitude of U changes by less than 0.01 eV. On
the basis of this analysis, we can state that the value of «
equal to 0.1 eV (or slightly lower, e.g., 0.05 eV) can be
recommended for accurate calculations of linear response
functions using Eq. (15). In passing, we wish to point out
that this value is a bit smaller than those used in the published
works (0.2-0.5 eV) [22]. Such difference might be attributed to
different types of PAW potentials (e.g., potential radii), which
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results in a slightly different dependence of linear response
functions from perturbation parameter c.

D. Impact of various PAW potentials of transition metals on
converged values of U and the magnitude of redox potential

As mentioned in previous sections, two types of PAW
potentials can be used for transition-metal atoms, present in
studied structures: those with minimal number of electrons
treated as valence (PAW.,;,) and potentials, which also
include second outward shell (semicore) electrons as valence
(PAW h,4x). Clearly, potentials with even greater number of
electrons, treated as valence, can also be constructed, but these
are not available for testing to date. In Table I, we provide
the results of our calculations, namely, self-consistently
evaluated U parameters (for intercalated and deintercalated
materials) and resulting redox potentials. The calculations
have been performed for both types of PAW potentials
for comparison. Overall, we find that generally PAW .«
provides redox potentials in a slightly better agreement with
experiment.

A remarkable fact is a substantial difference between U
parameters, which are evaluated for these two different types
of PAW potentials for the same material (Table I). Indeed,
such difference is within several eV. This shows a substantial
impact of inclusion of semicore electrons in linear response
calculations. Thus, we find that U parameters, calculated using
linear response, can only be used with the same PAW potentials
for subsequent DFT + U calculations. Therefore, caution
needs to be exercised when U parameters are adopted from
literature sources. A proper agreement between computational
settings of linear response and DFT + U calculations (e.g.,
properties of PAW potentials) have to be ensured for obtaining
adequate results.

VI. REDOX POTENTIALS: COMPARISON WITH
PUBLISHED DATA

Redox potentials have been evaluated previously using
DFT + U [21] as well as hybrid functional methods [16,55].
In this section, we are aiming to provide a comparison between
some of these findings and our results. By analyzing the results
of DFT + U and hybrid functional calculations, Chevrier et al.
determined that DFT 4 U method generally yields values of
redox potentials in a closer agreement with experiment as
compared to HSEQ6 [16]. On the other hand, the HSE06
method was found to provide more accurate description of
other properties (such as bond lengths and lattice constants).
In a more recent work, Seo et al. have shown that very accurate
values of redox potentials can be obtained if a fraction of exact
exchange contribution in the original HSEO6 is adjusted to
obtain a desired property of interest [55]. In this section, we
limit a comparison of our calculated redox potentials with the
results determined by a linear response technique, namely, the
work of Zhou et al. [21]. This comparison seems the most
appropriate as the linear response method has been applied
in our work and the work of Zhou ef al. and no adjustable
parameters have been used.

Our evaluated values of U parameters and redox potentials
are presented in Table I. We start a comparison by analyzing
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TABLE I. The calculated U parameters for all studied intercalated and deintercalated structures, as well as corresponding redox potentials.
The results for two types of PAW potentials (PAW,,,x and PAW ,;;,) are grouped in sets of four columns. For the case of PAW ,,« these are (a) scLR:
results, determined by self-consistent linear response/DFT + U calculations; (b) Ave.: calculations, performed using averaged U parameters
for intercalated and deintercalated structures, obtained by using scLR method; (c) Lit. ave.: calculations, performed using averaging of U
parameters, reported by Zhou et al. [21]; (d) DFT: standard DFT calculations, where U = 0 for both intercalated and deintercalated structures.
Then, for the case of PAW ;;,: (a) scLR: results, determined by self-consistent linear response DFT + U calculations; (b) Ref. [21]: calculations,
performed using U parameters, reported by Zhou et al. [21]; (c) Lit. ave.: calculations, performed using averaging of U parameters, reported
by Zhou et al. [21]; (d) DFT: standard DFT calculations, where U = 0 for both intercalated and deintercalated structures. The experimental
redox potentials (last column) are also provided for comparison with calculated values. For materials that have not been analyzed by Zhou

et al. (LiTiS,; and NaFePQ,), the respective U and redox potentials are not provided.

. PAW .« PAW in

Material Expt.
properties scLR Ave. Lit. ave. DFT scLR Ref. [21] Lit. ave. DFT D,.(V)
U(LiTiS,) (eV) 5.48 5.61 0.0 3.34 0.0

U(TiS,) (eV) 5.73 5.61 0.0 3.54 0.0

@, (V) 1.85 1.69 1.84 2.19 1.88 2.1 [63]
U (NaFePQ,) (eV) 4.07 4.96 0.0 2.19 0.0

U(FePO,) (eV) 5.84 4.96 0.0 3.72 0.0

D, (V) 3.11 3.08 2.16 3.18 2.35 3.0 [64]
U (LiFePO,) (eV) 4.15 5.0 43 0.0 2.14 3.71 4.3 0.0

U(FePOy,) (eV) 5.84 5.0 43 0.0 3.72 4.90 43 0.0

@, (V) 3.61 3.03 2.99 2.68 3.72 3.76 3.47 2.87 3.5[62]
U(LiNiO,) (eV) 5.29 5.07 6.37 0.0 4.57 6.70 6.37 0.0

U(NiO,) (eV) 4.85 5.07 6.37 0.0 3.95 6.04 6.37 0.0

@, (V) 3.43 3.66 3.93 3.09 3.26 3.65 391 3.14 3.85 [65]
U(LiMnPO,) (eV) 4.39 4.89 4.51 0.0 2.19 3.92 4.51 0.0

U(MnPOQOy,) (eV) 5.39 4.89 4.51 0.0 3.98 5.09 4.51 0.0

@, (V) 4.29 4.01 3.93 2.95 4.22 4.31 3.99 2.99 4.1 [66]
U(LiCo0») (eV) 4.87 5.0 5.14 0.0 3.60 491 5.14 0.0

U(Co0») (eV) 5.14 5.0 5.14 0.0 3.87 5.37 5.14 0.0

@, (V) 4.15 3.98 3.99 3.35 4.03 4.16 391 3.37 4.1 [67]
U(LiCoPOQy,) (eV) 3.52 4.29 5.70 0.0 2.81 5.05 5.70 0.0

U(CoPQy,) (eV) 5.05 4.29 5.70 0.0 4.20 6.34 5.70 0.0

@, (V) 4.87 4.33 4.48 3.76 4.78 5.00 471 3.83 4.8 [68]

the results of DFT calculations (U = 0). For LiFePOy,, LiNiO,,
LiMnPOy, LiCo0,, and LiCoPOy, Zhou et al. reported redox
potentials of 3.0, 3.2, 3.0, 3.8, and 3.7 V, respectively (these
values are taken from the graphs provided in Ref. [21]). Except
for LiCoQ;, we find a good agreement (within 0.1 V) with our
respective values (Table I) when PAW i, potentials are adopted
for transition metals. A small difference in redox potentials
might be attributed to different sources of experimental data
that have been used in our works. If PAW,,,x potentials are
used, we generally observe a slightly greater disagreement
for the respective materials [as the paper of Zhou er al. has
been published more than a decade ago, we assume that
potentials with minimal possible number of electrons treated
as valence (e.g., PAW ;) have been employed]. For the case
of LiCoO,, a larger disagreement of DFT derived redox
potentials takes place (see Table I). This greater difference
might be possibly caused by different employed models of
deintercalated structure (CoO,). Relying on the findings of
Amatucci et al. [67], we used a model of CoO, isostructural to
CdI, (O1 symmetry) as opposed to a mere removal of Li atoms
and relaxation of the obtained structure (O3 symmetry). This
is, however, only a possible reason, as the paper of Zhou does
not specify on the type of employed deintercalated structure
for this case.

Now, we proceed to comparison of our findings, based
on DFT 4 U calculations with respective results, obtained
by Zhou et al. [21]. From the data, presented in Table I
no agreement can be observed between our calculated U
parameters and those reported by Zhou et al. [21]. This applies
to intercalated and deintercalated structures for both types of
PAW potentials (PAW i, and PAW ;.4 ). It should be noted that
no agreement takes place between the U parameters, calculated
by us based on the response functions of the PBE density
(non-self-consistent calculation of U) and values, determined
by Zhou et al. For instance, the respective U parameter,
calculated by us for the case of LiFePO, is 9.1 eV (Fig. 6),
which is quite different from the value of 3.71 eV reported
by Zhou et al. (Table I). This disagreement is most likely
attributed to different types of PAW potentials used in our
works for linear response calculations, which includes possible
differences in potential radii for transition-metal atoms, types
of projectors, and the number of electrons, treated as valence.
Indeed, as discussed in the previous section, employing two
different PAW potentials (PAW,,i, and PAW,,x) we obtain
substantially different values of U parameters using the same
VASP code (Table I).

For calculation of redox potentials, Zhou et al. used the
total energies of intercalated and deintercalated materials
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determined by DFT 4 U calculations with averaged U param-
eter for both intercalated and deintercalated structures [21].
The averaged U parameter has been obtained as a mean value
of U, determined by linear response method for intercalated
and deintercalated cases. This approach is different from
ours where the energies of formula unit in Eq. (18) are
calculated using respective values of U. In order to perform
a comparison, we have evaluated redox potentials using
averaged U, reported by Zhou et al. when PAW ,,;, potentials
are employed. Additionally, we have also calculated the redox
potentials, using averaged U, determined from our values of
U parameters for the case of PAW , potentials (Table I).

Using averaged U values, provided by Zhou et al., we
find a close agreement of redox potentials with experimental
values for LiFePOy, LiMnPO,, LiNiO,, and LiCoPO,4 when
PAW i, potentials are employed for transition-metal ions
(Table I). A larger discrepancy takes place for the case
of LiCoO,. These findings are in line with the results of
Zhou et al., who also observed a less accurate theoretical
redox potential for LiCoO, [21]. On the other hand, if
the respective values of U, determined by Zhou et al. for
intercalated and deintercalated materials are employed for
redox potential evaluation [Eq. (18)], the agreement with
experiment is lower (Table I, PAW,;, potentials). Indeed,
deviation of the theoretical redox potential from experimental
values is about 0.2 V in this case. Using self-consistent linear
response/DFT + U calculations and PAW,,;;, potentials, we
obtained a good agreement of theoretical redox potential for
LiMnPQy, LiCo0,, and LiCoPQy, whereas for LiFePO, the
agreement is lower. We have already explained the reasons of
very poor agreement of redox potential for the case of LiNiO,
(Sec. IV).

In the case when PAW,,x potentials are adopted and
averaged U values, reported by Zhou et al., are used, a lower
agreement of calculated redox potentials with experiment
is observed (Table I). This applies particularly to the cases
of LiFePO, and LiCoPO,. This indicates that adopting
U parameters from published works has to be done with
caution. We also find that calculations, based on averaged
U parameters, evaluated using self-consistently determined U
with PAW ..« potentials, are not capable to yield accurate redox
potentials in a reasonable agreement with experiment (Table I).
Particularly for LiFePO,4 and LiCoPOQy, the agreement is rather
poor (Table I), indicating that averaging of U parameters does
not lead to a good prediction of electrochemical properties if
PAW ,,.x are employed.

Thus, we find that U parameters, reported in the work of
Zhou et al. [21], can be used for obtaining reasonably accurate
redox potentials if PAW ;, potentials are utilized. However,
averaging of U values for intercalated and deintercalated limits
is necessary in this case. On the other hand, if self-consistent
linear response/DFT + U calculations are employed, a good
agreement with experimental redox potentials can be achieved
if respective U parameters for intercalated and deinterca-
lated structures are used. This indicates that U parameters,
determined through self-consistent procedure, can possibly
provide a more adequate electronic structure of strongly
correlated materials as compared to U values, obtained
by averaging between the intercalated and deintercalated
limits.
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VII. CONCLUSIONS

Coupled linear response/DFT + U methodology is for-
mulated and applied to the study of ground-state properties
of seven strongly correlated atomic systems, which include
transition-metal elements. We find that only self-consistently
determined U parameters, that are evaluated through the chain
of consecutive linear response/DFT + U steps, are capable to
yield redox potentials in a good agreement with experiment.
By contrast, U parameters, obtained from response functions
of the density, determined by conventional DFT calculations,
fail to yield adequate redox potentials.

We also found that linear response functions and hence
U parameters heavily depend on the type of PAW potentials
for transition-metal elements, used in calculations. Therefore,
adopting of U parameters, evaluated using linear response
for subsequent DFT + U calculations, has to be made with
caution. Additionally, we found that neglecting off-diagonal
elements in response functions, used in construction of U
parameters is generally justifiable, at least for the systems we
analyzed herein. However, further studies of other materials,
particularly those that include structural defects (e.g., vacan-
cies or interstitials) are needed to analyze the reliability of this
approach.

Our DFT + U calculations coupled with linear response
method were capable to yield redox potentials with the best
agreement to experiment for insulating materials with ionic
bonding. These are NaFePO,, LiFePO,4, LiMnPO,, LiCoO,,
and LiCoPOy,. The computational scheme is quite successful
for materials where electrons, localized on transition-metal
atoms, possess nearly a pure d-electron distribution. It should
be noted, however, that we have also found that for these
cases DFT + Ul/linear response calculations provide only a
qualitative improvement of description of unoccupied states.
Indeed, unlike DFT calculations that erroneously predict
metallic character for these materials, the DFT + U calcu-
lations lead to opening of a gap, albeit the width of this gap
is still below experimental value, as is shown for the case of
LiFePOy,.

The accuracy of evaluated redox potential is lower for
the systems where d states of transition metal hybridize
with p states of neighboring oxygens (e.g., LiNiO;). The
pd hybridization results in inaccurate response functions,
leading to a U parameter that yields a value of redox
potential, smaller than experimental. We believe that further
extensions of the theory (DFT + U + V [35] or Anderson
impurity model [61]) should be applied for such cases. Finally,
we determined that even for conducting materials such as
LiTiS,, coupled DFT + U/linear response approach can still
provide an accurate value of redox potential. Given a known
metallic character of LiTiS,, this material is usually treated
using conventional DFT calculations [16]. However, we find
that application of the DFT + U approach does not lead to
erroneous prediction of insulating character for this material.
Moreover, the respective redox potential is even slightly closer
to experimental value, as compared to a conventional DFT
result.

In summary, we have demonstrated that a self-consistently
applied DFT 4 U/linear response method can be very use-
ful for analysis of ground-state properties of strongly
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correlated systems. The technique does not require any
empirical parameters and therefore can be used for materials,
characterized by a scarcity of available experimental data.
Application to the study of a wider range of materials as
well as evaluation of other properties of interest (e.g., oxide
formation energies, etc.) can be performed in the future.
These future efforts can contribute to better understanding
of important characteristics of studied materials as well as to

PHYSICAL REVIEW B 93, 085135 (2016)

further development of the coupled DFT + U/linear response
methodology.
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