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Hubbard-like Hamiltonians for interacting electrons in s, p, and d orbitals
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Hubbard-like Hamiltonians are widely used to describe on-site Coulomb interactions in magnetic and strongly-
correlated solids, but there is much confusion in the literature about the form these Hamiltonians should take for
shells of p and d orbitals. This paper derives the most general s, p, and d orbital Hubbard-like Hamiltonians
consistent with the relevant symmetries, and presents them in ways convenient for practical calculations. We use
the full configuration interaction method to study p and d orbital dimers and compare results obtained using the
correct Hamiltonian and the collinear and vector Stoner Hamiltonians. The Stoner Hamiltonians can fail to de-
scribe properly the nature of the ground state, the time evolution of excited states, and the electronic heat capacity.

DOLI: 10.1103/PhysRevB.93.075101

I. INTRODUCTION

The starting point for any electronic structure calculation is
the Hamiltonian that describes the dynamics of the electrons.
Correlated electron problems are often formulated using
Hamiltonians that involve only a small number of localized
atomic-like orbitals and use an effective Coulomb interaction
between electrons that is assumed to be short ranged, and
thus confined to within atomic sites. However, there is
widespread variation in the literature over the form chosen
for these Hamiltonians, and they often do not retain the
correct symmetry properties. Here we derive the most general
Hamiltonians of this type that are rotationally invariant and
describe electrons populating s, p, and d orbitals.

Despite often missing terms, multiorbital Hamiltonians
with on-site Coulomb interactions have been used successfully
to describe strong correlation effects in systems with narrow
bands near the Fermi energy. Applications include studies
of metal-insulator transitions [1], colossal magnetoresistant
manganites [2], and d band superconductors such as copper
oxides [3] and iron pnictides [4]. The Hubbard Hamiltonian has
also been used to simulate graphene [5,6], where both theory
and experiment have found magnetic ordering in nanoscale
structures [7,8]. However, the lack of consistency in the forms
used for the Hamiltonians is problematic. Indeed, according to
Dagotto [2], “the discussions in the current literature regarding
this issue are somewhat confusing.”

The Hubbard Hamiltonian [9] is both the simplest and best
known Hamiltonian of the form we are considering, and is
valid for electrons in s orbitals. Hubbard was not the first
to arrive at this form; two years earlier, in 1961, Anderson
wrote down a very similar Hamiltonian [10] for electrons in
s orbitals with on-site Coulomb interactions. Furthermore, in
the appendix of the same paper, the Hamiltonian was extended
to two orbitals, introducing the on-site exchange interaction,
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J. Unfortunately, this extra term is not rotationally invariant
in spin space.

In 1966, Roth [11] also considered two orbitals and
two parameters, producing a Hamiltonian that is rotationally
invariant in spin space. In 1969 Caroli et al. [12] corrected
Anderson’s Hamiltonian for two orbitals, again making it
rotationally invariant in spin space. However, the Hamiltonians
of Roth and Caroli et al. do not satisfy rotational invariance
in orbital space. This was corrected by Dworin and Narath in
1970 [13], who produced a Hamiltonian that is rotationally
invariant in both spin and orbital space, equivalent to the
vector Stoner Hamiltonian. They generalized the multiorbital
Hamiltonian to include all 5 d orbitals, although they only
included two parameters: the on-site Hartree integral, U, and
the on-site exchange integral, J.

The next contribution to the multiorbital Hamiltonian was
by Lyon-Caen and Cyrot [14], who in 1975 considered a two-
orbital Hamiltonian for the e, d orbitals. They introduced Uy —
U = 2J, where Uy = Vyy a4 is the self-interaction term, U =
Vup.ap 1s the on-site Hartree integral, and J = Vg g, is the on-
site exchange integral, important for linking these parameters.
Here, V is the Coulomb interaction between electrons, and o
and B are indices for atomic orbitals. Lyon-Caen and Cyrot
also included the pair excitation, Jé%,@%,ﬁlliélzm where

¢! and ¢ are fermionic creation and annihilation operators.
The new term moves a pair of electrons from a completely
occupied orbital, 2, on site I, to a completely unoccupied
orbital, 1, on site /. Such double excitations are common in
the literature [15-18].

In 1978, Castellani et al. [19] wrote down the three-orbital
Hamiltonian for the ,, d orbitals' in a very clear and concise
way: its form is exactly what we find here for p orbital
symmetry. They too make note of the equation Uy — U = 2J
and include the double excitation terms.

The next major contribution was by Oles and Stollhoff [20],
who introduced a d orbital Hamiltonian with three independent
parameters. The third parameter, A J, represents the difference
between the #,, and the e, d orbital exchange interactions; they
estimated AJ to be 0.15J/. In our discussion of d orbitals, we

In this notation, 1, refers to cubic harmonic d orbitals d,,,d,; and
d,. and e, refers to cubic harmonic d orbitals d32_,» and d,2_,2.
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adopt their notation. Unfortunately, their Hamiltonian is not
rotationally invariant in orbital space.

In 1989, Nolting et al. [21] referenced the Hamiltonian
proposed by Oles and Stollhoff but discarded the double
excitation terms and ignored the AJ term. Their Hamiltonian
will be called the vector Stoner Hamiltonian in this paper.
Since then, most papers have used a Hamiltonian similar
to that of Nolting et al, with only two parameters; see,
for example, Refs. [22-24]. The vector Stoner Hamiltonian
is often simplified by replacing the rotationally invariant
moment-squared operator, > = i - 1, by n%f yielding the
collinear Stoner Hamiltonian.

The multiorbital Hamiltonians derived here consist of one-
particle hopping (intersite) integrals and two-electron on-site
Coulomb interactions. The on-site Coulomb interactions for
s, p, and d orbital symmetries are presented in a clear
tensor notation, as well as in terms of physically meaningful,
rotationally invariant (in both orbital and spin space), operators
that include all of the terms from the previous papers as well
as additional terms of the same order of magnitude that have
not been previously considered. The d orbital Hamiltonian
presented in section IID corrects the d orbital Hamiltonian
proposed by Oles and Stollhoff [20] by restoring full rotational
invariance in orbital space. For an s orbital Hamiltonian,
the on-site Coulomb interactions may be described using
one independent parameter. Two independent parameters are
required for p orbital symmetry, and three for d orbital
symmetry. Furthermore, the method presented can be extended
to f and g orbital symmetry and generalized to atoms with
valence orbitals of multiple different angular momenta.

The use of a restricted basis set and the neglect of the two-
electron intersite Coulomb interactions means that screening
effects are missing. Thus, even though the parameters that
define the s, p, and d Hamiltonians appear as bare on-site
Coulomb integrals, screened Coulomb integrals should be used
when modeling real systems; this significantly reduces the
values of the parameters.

Although it is possible to find the on-site Coulomb integrals
using tables of Slater-Condon parameters [25,26] or the closed
forms for the integrals of products of three spherical harmonics
found by Gaunt [27] and Racah [28], the point of this
paper is to remove that layer of obscurity and present model
Hamiltonians written in a succinct form with clear physical
meaning. The Slater-Condon parameters and Gaunt integrals
were not used in the derivations of the on-site Coulomb
interaction Hamiltonians presented here; however, they did
provide an independent check to confirm that the tensorial
forms derived here are correct. The link between the spherical
harmonics Coulomb integrals, the Slater-Condon parameters
and the Racah parameters is explained clearly in Ref. [29]. The
transformation to cubic harmonics is straightforward; an ex-
ample of which has been included for the p orbitalsin Sec. II C.

We note that Rudzikas [30] has derived rotationally
invariant Hamiltonians for p and d orbital atoms. However,
his derivation is different from ours and his d orbital
Hamiltonian is partially expressed in terms of tensors; the
form we present in this paper is written in terms of physically
meaningful operators.

The p and d symmetry Hamiltonians are described in Sec. I
(see Appendix B for full derivations) and compared with the
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vector Stoner Hamiltonian. In Sec. III, we show the ground
state results for both our Hamiltonian and the vector Stoner
Hamiltonian for p and d orbital dimers. We find that, although
the results are often similar, there are important qualitative and
quantitative differences. In Sec. IV, we show the differences
that emerge when evolving a starting state for a p orbital dimer
under our Hamiltonian and the vector Stoner Hamiltonian.
We also calculate a thermodynamic property, the electronic
heat capacity of a p orbital dimer, and obtain significantly
different results when using our Hamiltonian and the vector
Stoner Hamiltonian. The eigenstates of all Hamiltonians are
found using the full configuration interaction (FCI) method as
implemented in the HANDE code [31].

II. THEORY

A. General form of the Hamiltonian

We start with the general many-body Hamiltonian of
electrons in a solid, expressed in second-quantized form
using a basis of orthonormal localized one-electron orbitals
and ignoring terms that do not include electronic degrees of
freedom [32]:

ﬁ = Z Ztlalﬂé}ra,aéfﬁ,a

laJp o

N
+ Z Z ZVmJﬁ,KXLyCm,acjﬂ,gCLy,gCKx,a- (D

IJKLaByy o&

Here, éﬁa,q and ¢, are creation and annihilation operators,
respectively, for an electron in orbital o on site I with spin
o. Upper case Roman letters such as 7, J, K, and L refer
to atomic sites, the lower case Greek letters «, 8, x, and y
represent localized orbitals, and ¢ and ¢ indicate spin (either up
or down). The one-electron contributions to the Hamiltonian
are encapsulated in the #;, 5 term that includes the electronic
kinetic energy and electron-nuclear interaction. The electron-
electron interaction terms are represented by the Coulomb
matrix elements Vg g x5 1y-

We now make two approximations: we only retain electron-
electron Coulomb interactions on-site and we restrict the basis
to a minimal set of localized angular momentum orbitals.
Thus we have just one s orbital per site for the s-symmetry
Hamiltonian, three p orbitals per site for the p-symmetry
Hamiltonian, and five d orbitals per site for the d-symmetry
Hamiltonian. The Hamiltonian can then be written as follows:

I:I ~ Z Ztlalﬁé;a,ﬂéjﬂ.a

IaJp o
1 I At At A oA
+522 22 2 VaparClaoCineliyeline. @
I apyy of
where Va’ﬂ, xv = Viaip.1x1,- To improve readability, from this

point onwards we drop the site index, /, from the Coulomb
integrals and creation and annihilation operators as we shall
always be referring to on-site Coulomb interactions.

The on-site Coulomb interaction, Vg, is a rotationally
invariant tensor if the atomic-like orbitals are angular momen-
tum eigenstates. To demonstrate this we note that applying
the rotation operator R to an atomic-like orbital ¢ of angular
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momentum ¢ gives

Rig,) = 165)ds,(R), 3)
B

where déa(R) is the (2¢ + 1) x (2¢ + 1) matrix that corre-

sponds to the rotation R in the irreducible representation
of angular momentum ¢. By making the change of variable
x = Rr and x’ = Rr/, it is straightforward to show that

Vapxy = / drdr’ as (DPpo ()¢5 (1,0 (1')

Ir —r'|
= (dgg ) (d s (R)) Vg, (RS, (R),  (4)
which demonstrates that V,g,, is indeed a rotationally
invariant tensor.

B. The one band Hubbard model: s orbital symmetry

The Hubbard Hamiltonian is applicable only to one band
models where the one orbital per atom has s symmetry. This
gives a simple form for the on-site Coulomb interaction tensor,
Uo = Vya.eo; as there is only one type of orbital, there is only
one matrix element. We can use this result to simplify the
Coulomb interaction part of Eq. (2) and express it in terms of
the electron number operator or the magnetic moment vector
operator, defined as follows:

= Z CotCot )
= an,c“ccfu,z"

agg’
o (6)
0 = (071070107 1)
where 0¥, 0¥, and o'¢ are the Pauli spin matrices, and the sum
over « has only one term as there is only one spatial orbital
for the s case. Hence

1 .
b ZZ aB.xy aocﬂécyé XUZEU():”Z:’ N

aﬂxy &

where we have use the normal ordering operator, ::, to remove
self-interactions. The action of this operator is to rearrange the
creation and annihilation operators such that all the creation
operators are on the left, without adding the anticommutator
terms that would be required to leave the product of operators
unaltered; if the rearrangement requires an odd number of
flips, the normal ordering also introduces a sign change. For

example,
TR = Z e
afot

AT AT A A ) ~
= Z cl’gc;ﬁcﬂﬁacaﬁt =i —1. (8)

Toa Al A .
a,;‘ca,;'cﬂ,acﬂ,a T

For the s case the normal ordered number operator squared,
.82
A

)

R I,
:E Agh_g = —=:M" ;.
3
(o2
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For completeness we expand the normal ordered magnetic

moment squared, : |’ :,

= 2 ¢

AT .
o: ga'{(r o, Cﬁ F.O.sE’Cﬂ g -

af (i'EE
B ot A Al A PN PPN BN .
= ZZ : zcé,tca,écﬂyécﬂwf T CaCaCpeCpE o
af &
AT A A NP PSP
=" Z Z (2800 8p.6CueCps + Caclpelpelus)s O
af &

where we have used the definition
0005 = 2806850 — 8¢prBee.

If the normal ordering operator is not used in Eq. (7) then
additional one electron terms have to be subtracted to remove
the self-interaction. The mean-field form of this Hamiltonian
has been included in Appendix A 1.

C. The multiorbital model Hamiltonian: p orbital symmetry

Consider the case where the local orbitals, «, 8, x, and
y appearing in Eq. (4) are real cubic harmonic p orbitals
with angular dependence x/r, y/r, and z/r. In this case, the
rotation matrices, dﬁ,a (R), are simply 3 x 3 Cartesian rotation
matrices. This makes Vg ,, a rotationally invariant fourth-
rank Cartesian tensor, the general form of which is [33]

Vapxy = UBay8py + J8ay8py + J'8apdyy, (10)

where U = Vg ap, J = Vg pa, and J' = Vyq pp, with o # B.
By examination of the integral in Eq. (4), we note that the
Coulomb tensor has an additional symmetry when the orbitals
are real (which the cubic harmonic p orbitals are), namely
Vap.xy = Vypay and Vog o = Viy 48, and hence J must be
equal to J’. Thus we find

Vap.xy = Udaxdpy + J(Baydpyx + Sapdyy)- 11

This recovers the well known equation Uy = U + 2J, where
Uo = Vya,eo [14,19], and shows that the most general cubic
p orbital interaction Hamiltonian is defined by exactly two
independent parameters [34]. In Appendix B 1, we give a full
derivation of Eq. (11) using representation theory.

In passing, we observe that symmetric fourth-rank isotropic
tensors can be found in other areas of physics, such as the
stiffness tensor in isotropic elasticity theory [35]

Cikim = AMikSym + 1(8i18km + 8imbii1), (12)

where A is the Lamé coefficient and u is the shear modulus.

Transforming Eq. (11) into a basis of complex spher-
ical harmonic p orbitals with angular dependence of the
form Yy, (0,¢) is straightforward. We write V. pmr =
2 cpry bmaclmr gl vy Vg, xy» Where Ly is defined by

P = Z I Pacs (13)
and has the following values:
1 i
R
[lma] = 0 0 1 (14)
- i 9
V2 V2
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The result of applying this transformation is
me”,m’m”’ =U8mm’8m”m”’ + JSmm”’Sm”m’

+ (D" TS S, (15)
where m, m’, m”, and m"” are spherical harmonics indices
going from —1to +1,U = Vio.10 and J = Vi0.01-

Using Eq. (11) as a convenient starting point, it is straight-

forward to rewrite the on-site Coulomb Hamiltonian in terms
of rotationally invariant operators [30]:

s ZZ aB,xy aacﬁé‘ y£Cx.0

aﬁxy 43

= %((U—J):ﬁzz—J:ﬁl2:—J:L2:), (16)

where the vector angular momentum operator for a set of three
p orbitals on site I takes the form (see Appendix C1):

L=i Z(Elﬂa’62ﬁa’63ﬁa)é};,oéﬂ,a’ (17)
afo

and €,4, is the three-dimensional Levi-Civita symbol. An
equivalent expression is

D3 ZZ ap,xy aacﬂ( VZ Cx.o

aﬂxyac
. 1 L2, h N2 .
.—EJ.m +J gﬂ D (gp) )

= l((U — lJ) D2
2 2
(18)

where the final term corresponds to on-site electron hop-
ping [36],

flap =D .4, (19)
o

Equation (16) embodies Hund’s rules for an atom. By making
the substitution m = ZS, we see that the spin is maximized first
(prefactor —2J) and then the angular momentum is maximized
(prefactor —%J ). The mean-field form of the above p orbital
Hamiltonian is given in Appendix A 2.

D. The multiorbital model Hamiltonian: d orbital symmetry

The on-site Coulomb interaction for cubic harmonic d
orbitals can be expressed as

1 5
Vapy = §<U3ax5ﬁy + <J + EAJ>(‘SW‘SK‘X + 8apdyy)

—48AJ Z saabéﬂbdéxdtgym) s (20)

abdt

where £ is a five-component vector of traceless symmetric
3 x 3 transformation matrices defined as follows:

1
~3 O1 0
Ewpl=| 0 —55 0],
0 0 %
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0 0 3
b2l =0 0 0},
3 00
0 0 0
[Ea]l=|0 0 3], 1)
0 1 0
0 1 0
=5 0 0],
0 0 0
3 0 0
[Esasl=]0 —3 0
0 0 0

We use the convention that index numbers (1,2,3,4,5)
correspond to the d orbitals (372 — r2,zx,yz,xy,x> — y?).
See Appendix B2 for a derivation of Eq. (20) using rep-
resentation theory. We have chosen U to be the Hartree
term between the t,, orbitals, J to be the average of
the exchange integral between the e, and 1, orbitals,
and AJ to be the difference between the exchange in-
tegrals for e, and ty,. That is, U = Vi;x)y2),zx)y2)ed =
3(Vieoaoaen + Ve-rme—y.aiyea—m). and AJ =
Va2 -y, -y)322 ) — Venpa). o This choice of
parameters is the same as was used by Oles and Stollhoff [20];
Eq. (20) generalizes their result and restores rotational in-
variance in orbital space. Note that, in the mean field, the
on-site block of the density matrix in a cubic solid is diagonal;
this will cause the mean-field version of Eq. (22) below
to reduce to that of Oles and Stollhoff [20]. However, the
presence of interfaces, vacancies, or interstitials will break
the cubic symmetry and will make the on-site blocks of the
density matrix nondiagonal. Therefore the use of the complete
Hamiltonian is recommended in mean-field calculations for
systems that do not have cubic symmetry.

Rewriting Eq. (20) in terms of rotationally invariant
operators gives

v, _! U 1J+5AJ A2
tol—2 5 . n

2 R
+(J—6AD) D (ap)” : +3A7 0?
of

L - 6AT)
.—5 - cm
::|, (22)

where Q2 is the on-site quadrupole operator squared. The
quadrupole operator for a set of five d orbitals on site I takes
the form (see Appendix C2):

qu = Z < Z(gavkéﬂku + Sauk%.ﬁkv)

afo
+ 4 Z Eamnsﬂjkevjmeukn>é:§taéﬁn' (23)
mnjk

More detail on the Q2 operator is included in Appendix C.
Equation (22) is similar in form to that found in Rudzikas [30],
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the difference being that our Hamiltonian is expressed in terms
of physically meaningful operators. The mean-field form of
this Hamiltonian is given in Appendix A 3.

E. Comparison with the Stoner Hamiltonian

The Stoner Hamiltonian for p and d orbital atoms, as
generally defined in the literature, has the following form for
the on-site Coulomb interaction [24]:

Vstoner = 2(U — 37) cA? : =37 o2 (24)

where J, in this many-body context, may be interpreted as the
Stoner parameter, often denoted by /. However, in the mean
field, the Stoner parameter should not be taken to be equal
to J due to the self-interaction error; see reference [37]. This
form, which is identical to Eq. (4) of Ref. [24], clearly breaks
rotational symmetry in spin space, which can be restored by
substituting : /A2 : with : @? :,

Viesioner = 3(U — 3J) 1A% —3J :@? . (25)

A direct calculation shows that the above Eq. (25) is in fact
identical to the Hamiltonian proposed by Dworin and Narath,
Eq. (1) of Ref. [13]. In this paper, we will compare our
Hamiltonians, Eqgs. (18) and (22), with Eq. (25), which we
shall call the vector or m? Stoner Hamiltonian. By starting
with the vector Stoner Hamiltonian and working backwards,
it is possible to find the corresponding tensorial form of the
Coulomb interaction:

i? Stoner
VST — 78,85y + JSay S5y (26)

This is very similar to the tensorial form for the p-case
Coulomb interaction, Eq. (11), except that it is missing a
term, J8,80, . The lack of this term means that the vector
Stoner Hamiltonian does not respect the symmetry between
pairs ax and By evident from the form of the integral in
Eq. (4), i.e., VivStoner o4 yymeSioner  A¢ we shall see later, this

N xB.ay af.xy
omission changes the computed results.

III. GROUND-STATE RESULTS
A. Simulation setup

Here, we investigate the eigenstates of dimers using both
our Hamiltonians, Eqgs. (18) and (22), and the vector Stoner
Hamiltonian, Eq. (25). We employ a restricted basis with
a single set of s, p, and d orbitals for the s, p, and d
Hamiltonians, respectively. We perform FCI calculations using
the HANDE [3 1] computer program to find the exact eigenstates
of the model Hamiltonians. The Lanczos algorithm was used
to calculate the lowest 40 wave functions for our Hamiltonian,
more than sufficient to find the correct ground-state wave
function, while the full spectrum was calculated for the vector
Stoner Hamiltonian.

The single-particle contribution to the Hamiltonian for all
models (the hopping matrix) is defined for a dimer aligned
along the z axis: in this case it is only nonzero between orbitals
of the same type, whether on the same site or on different sites.
The sigma hopping integral, |z,|, was set to 1 to define the
energy scale. The other hopping matrix elements follow the
canonical relations suggested by Andersen [38], and we use
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the values of Paxton and Finnis [39]: ppo : ppr =2 : —1 for
p orbitals, and ddo : ddm : dds = —6 : 4 : —1 for d orbitals.

The directionally averaged magnetic correlation between
the two sites has been calculated for the ground state. If positive
it shows that the atoms are ferromagnetically correlated (spins
parallel on both sites) and if it is negative it shows that the
atoms are antiferromagnetically correlated (spins antiparallel
between sites). The correlation between components of spin
projected onto a direction described by angles 6 and ¢, in
spherical coordinates, is defined as follows:

Cop = (w50 ), 27)

where the :: is the normal ordering operator, used to remove
self-interaction, and

N 0p AT A
mp = Z“ss'cza,scm,sw

aké’
9¢ z . y . . (28)
Oper = Oggr COSH + og‘s, sin® cos ¢ + oz sinf sin .
The magnetic correlation averaged over a solid angle is
Cave = 3 (: Ty, 2). (29)

B. Ground state: p orbital dimer

The ground states of our Hamiltonian and the vector Stoner
Hamiltonian have been found to be rather similar for 2, 6, and
10 electrons split over the p orbital dimer, but qualitatively
different for 4 and 8 electrons. The magnetic correlation
between the two atoms for 4 electrons is shown in Fig. 1.
The symmetries of the wave functions [40] are indicated on

the graph by the notation 1A, /gi: the =+ is only used for
L, =0 (i.e. ¥ states) and corresponds to the sign change
after a reflection in a plane parallel to the axis of the dimer;
the u/g term refers to ungerade (odd) and gerade (even)
and corresponds to a reflection through the midpoint of the
dimer; A is the symbol corresponding to the total value for
L,(eg,L,=1isTl,L, =2isA,L, =3is®P,L, =4isT);
and S is the total spin. The differences between the ground
states of our Hamiltonian and the vector Stoner Hamiltonian
shown in Fig. 1 are as follows: the ground-state wave function
of the vector Stoner Hamiltonian has a region with %~ <
symmetry extending far up the J axis, which is not present
for our Hamiltonian; the region with lAg symmetry is doubly
degenerate for our Hamiltonian, as total L, = £2, whereas
for the Stoner Hamiltonian it is triply degenerate, as it is also
degenerate with the state of symmetry 'Z:f (this state appears
at a higher energy for our Hamiltonian).

C. Ground state: d orbital dimer

The ground states of our Hamiltonian and the vector Stoner
Hamiltonian have been found to be rather similar for 2, 4,
6, 14, 16, and 18 electrons split over the d orbital dimer
when AJ is small. The simulations for 10 electrons were
not carried out as they are too computationally expensive.
Qualitative differences were found for 8 and 12 electrons; for
an example see Fig. 2, which shows the magnetic correlation
between two atoms in the ground state of the d-shell dimer
with 6 electrons per atom. From Fig. 2, we see that the results
for our Hamiltonian with AJ/|¢| = 0.0 (top graph) and with a
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FIG. 1. The magnetic correlation between two p-shell atoms,
each with two electrons, for a large range of parameters U/|t| and
J/|t|, where ¢ is the sigma bond hopping. The different regions of the
graph are labeled by the symmetry of the ground state. The top graph
is generated from our Hamiltonian and the bottom from the vector
Stoner Hamiltonian. The bottom graph has a region with symmetry
o ¢ extending a long way up the J axis, which is not present in
the ground state of our Hamiltonian. The bottom graph also includes
a region with two degenerate states with symmetries lAg and 12;;
this degeneracy is broken when our Hamiltonian is used.

small value of AJ/|¢t| = 0.1 (middle graph) are qualitatively
different from those for the vector Stoner Hamiltonian (bottom
graph). The vector Stoner Hamiltonian makes the 'T ¢ and 12;
states degenerate, which is not the case for our Hamiltonian.
The largest differences are between the AJ/|t| = 0.1 graph
and the vector Stoner Hamiltonian: new regions with symmetry
'S5, ®,, and ST appear, and the region with symmetry
v ¢ almost disappears. This shows that the inclusion of the
quadrupole term in Eq. (22) can make a qualitative difference
to the ground state.
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I/l

/]

T/t

4 6
U/l

FIG. 2. The magnetic correlation between two d-shell atoms,
each with six electrons, for a large range of parameters U/|¢| and
J/|t|, where t is the sigma bond hopping. The different regions of the
graph are labeled by the symmetry of the ground state. The top graph
is generated using our d-shell Hamiltonian with AJ/|t| = 0.0; the
middle graph is generated using our Hamiltonian with a small value
of AJ/|t] = 0.1; and the bottom graph is generated using the vector
Stoner Hamiltonian.
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IV. EXCITED STATE RESULTS

Differences between our Hamiltonian and the vector Stoner
Hamiltonian are also observed for excited states. Here we
present three examples, one demonstrating explicitly the effect
of the pair hopping, one showing more general differences
in the excited states through a calculation of the electronic
heat capacity as a function of temperature, and one showing
a difference in the spin dynamics of a collinear and a
noncollinear Hamiltonian. The full spectrum of eigenstates
was calculated for all of these examples.

A. Pair hopping

The pair hopping term, J Zaﬂw, @lﬁ@l’a,éﬁ,(,réﬁ,g =
J Zaﬂ : (ﬁaﬂ)2 ;, is found in both our p and d orbital Hamil-
tonians, but is absent from the vector Stoner Hamiltonian. To
demonstrate the effect of the pair hopping term, we initialize
the wave function in a state with two electrons in the x orbital
on site 1 of a p-atom dimer. Figure 3 shows the evolution
of the wavefunction in time using our Hamiltonian and the
vector Stoner Hamiltonian, with U = 5.0|¢] and J = 0.7]z].
For our Hamiltonian, the pair of electrons in orbital x on atom
1 hops to the y and z orbitals on atom 1 (mediated by the pair
hopping term) as well as between the two atoms (mediated by
the single electron hopping term). The result is that there is
a finite probability of finding the pair of electrons in any of
the x,y, and z orbitals on either atom. However, for the vector
Stoner Hamiltonian, the two electrons in the x orbital on site 1
are unable to hop into the y and z orbitals on atom 1; they are
only able to hop to the x orbital on atom 2. This means that
there is no possibility of observing the pair of electrons in the
y or z orbitals on either atom.

B. Heat capacity

The heat capacity is calculated from

Cy
kBNa B Nu(kBT)2

(EXT)) — (E(T)D,  (30)

where

Xt e (— 7)
Yiexp(—gr)

(E"(T)) = 3D

T is the temperature, kp is Boltzmann’s constant, &; is a many-
electron energy eigenvalue, and N, is the number of atoms. The
result for both Hamiltonians as a function of temperature for
four electrons split over two p-shell atoms with U = 5.0|z| and
J = 0.7|¢t| is shown in Fig. 4. There is a qualitative difference
between the results for our Hamiltonian (the solid line) and
the vector Stoner Hamiltonian (dashed line). The energies of
the eigenstates of our Hamiltonian are more spread out than
those of the Stoner Hamiltonian. This is due to the inclusion of
the pair hopping term, which causes states with on-site paired
electrons to rise in energy (by ~J). The unphysical reduction
of the heat capacity to zero as the temperature tends to infinity
is a consequence of the use of a restricted basis set.
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FIG. 3. The time evolution under our Hamiltonian (top) and the
vector Stoner Hamiltonian (bottom) of a starting state with two
electrons in lx, the x orbital on atom 1, of a p-atom dimer with
U =5.0lt| and J = 0.7]z]. We see that the two electrons in 1x are
able to hop into 1y and 1z when the wave function is evolved using
our Hamiltonian but not when it is evolved using the vector Stoner
Hamiltonian.

C. Spin dynamics

Here, we show how the collinear Stoner Hamiltonian can
give rise to unphysical spin dynamics. We consider an S, = +1
triplet with both electrons on one of the two p-orbital atoms,
|W) = |Ty41). Written as linear combinations of two-electron
Slater determinants, the three states in the triplet are

1
7o) = (=lLx 1 1y 1) 4126 1 25 1)
I7_0) =%<—|1x Uly )+ 12x L2y L),
1
ITo) = — ——(llx 4 Ly 1)+ [1x 1 1y 1))

V2

+ %abc Ly Fe 2y b (2)
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— p orbital Hamiltonian
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Stoner Hamiltonian

103 1072 107! 10° 10! 102

FIG. 4. The electronic heat capacity per atom of a dimer with four
electrons split over two p-shell atoms with U = 5.0|¢| and J = 0.7]¢].
The solid line is generated by diagonalising our Hamiltonian exactly
and the dashed line by diagonalising the vector Stoner Hamiltonian
exactly.

These states are simultaneously eigenstates of the collinear
Stoner Hamiltonian, the vector Stoner Hamiltonian, and our
p-case Hamiltonian. They are degenerate, with eigenvalue U —
J, for both our p-case Hamiltonian and for the vector Stoner
Hamiltonian. For the collinear Stoner Hamiltonian the states
|T41) and |T_;) have eigenvalue U — J, whereas state |7p) has
eigenvalue U. This means that the degeneracy of this triplet
is broken in the collinear Stoner Hamiltonian. We now rotate
|W) in spin space so that the spins are aligned with the x axis,
ie., S, = +1,

1 1
WY =—(|Tpy) + | T-1) + —=|To). 33
() 2(| 1) +1T-1)) \/§| 0) (33)
| W™ is still an eigenstate, with eigenvalue U — J, of both the
vector Stoner Hamiltonian and our Hamiltonian, but it is no
longer an eigenstate of the collinear Stoner Hamiltonian. The
wave function |W™!) evolves in time as

(Wl(7)) = e~ 7 [W(0)),

_iW=Jx i

P (3AT) + 1T20) + S| To))

collinear Stoner Hamiltonian

_iw-ir ’

o (5UT) +1T-0) + ﬁITo))

m? Stoner and our Hamiltonian

(34)

where t is time. If we take the expectation value of the
magnetic moment on each site using the collinear Stoner
Hamiltonian, we find

rot s rot _ rot Zod rot _ £
(U (D) i [W(1)) = (W () i [ (7)) —COS( N )

(WD) |y [ W) = (W) ity [ W™ (7)) = 0,
(WD)t [ (T)) = (P |97 (7)) = 0. (35)
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In contrast, using the vector Stoner Hamiltonian or our p-shell
Hamiltonian, the expectation value of the magnetic moment
is independent of time, equal to (1,0,0) in vector format.
This demonstrates that calculations of spin dynamics using
the collinear Stoner Hamiltonian can give rise to unphysical
oscillations of the magnetic moments.

V. CONCLUSION

We have established the correct form of the multiorbital
model Hamiltonian with on-site Coulomb interactions for
atoms with valence shells of s, p, and d orbitals. The method-
ology used may be extended to atoms with f and g shells,
and to atoms with valence orbitals of several different angular
momenta. The results presented show that there are important
differences between our p- and d-shell Hamiltonians and the
vector Stoner Hamiltonian. The vector Stoner Hamiltonian
misses both the pair hopping term, which is present in our p-
and d-orbital Hamiltonians, and the quadrupole term, which
is present in our d-orbital Hamiltonian. The pair hopping term
pushes states with pairs of electrons up in energy, whereas
the magnetism term pulls states with local magnetic moments
down in energy. The pair hopping term has the largest effect
on the ground state for p orbitals with two and four electrons
per atom and for d orbitals with four and six electrons per
atom, for J/|t| < 2. This is because the number of possible
determinants with paired electrons on site is large for these
filling factors and the low lying states can be separated based
on this. At values of J/|f| > 2, magnetism dominates the
selection of the ground state and the difference between
the ground state of our Hamiltonian and that of the vector
Stoner Hamiltonian becomes small. However, the differences
are rather more pronounced for the excited states. This is
evidenced by the hopping of pairs of electrons between orbitals
on the same site, which is allowed by our Hamiltonian but
not by the vector Stoner Hamiltonian, and in differences in
the electronic heat capacity as a function of temperature. We
also find clear evidence that the collinear Stoner Hamiltonian
is inappropriate for use in describing spin dynamics as it
breaks rotational symmetry in spin space. We would expect
similar problems when using collinear time-dependent DFT
simulations to model spin dynamics.
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APPENDIX A: MEAN-FIELD HAMILTONIANS

1. The one-band Hubbard model: s orbital symmetry

Application of the mean-field approximation [41] to the
on-site Coulomb interaction part of the Hubbard Hamiltonian
with s orbital symmetry, Eq. (7), yields the following:

Ve =U0((ﬁ)ﬁ - Z(éj,é{)éZéG). (A1)
o¢
The total energy is
1 . Af A \saT A
ECoulomb = Us () = eheyele,) (A2)

ol

Equivalently, applying the mean-field approximation yields
the following:

Yk :§U0<2(n)n — (h)./ — Z(cicg)c}ca). (A3)
The total energy is

1
EI(\:/[(;:‘ulomb :6U0<2(ﬁ)2 — <ﬁ]>2 — Z(é;é{)(ézéo)>

2. The multiorbital model Hamiltonian: p orbital symmetry

Application of the mean-field approximation [41] to the
model Hamiltonian with p orbital symmetry, Eq. (18), yields
the following:

(flgp)igp)

— Y UAE 84008k Gy + T(E o Ch0)Ek Cp). (AS)
afot

The total energy is

Coulomb
E MF

J ot A At A
+ E<c§mcﬁ{><c;{cﬁg>>. (A6)

3. The multiorbital model Hamiltonian: d-orbital symmetry

Application of the mean-field approximation [41] to the
model Hamiltonian with d-orbital symmetry, Eq. (22), yields

PHYSICAL REVIEW B 93, 075101 (2016)

the following:

VmE = (U — lJ + 2AJ> (A)A — 1<m>.m
2 2
F (T = 6AT)Y (fypiigy + (gg)ys)
af
2 A A
+3472.(0,,)0,,
Y

— Y WUel e ey + T(Eh ek 24
apoi

H48AT DD Eupub by (Choly )kl

afy xot stuv

(A7)

The total energy is

1 1 J
E](\j/[c]):ulomb — 5(l] — 5J + 2AJ) (ﬁ)z — Z(lh)Z

J —6AJ
+ D gy (i) + (igs)®)
ap

1 ~ N
+3487 §<QW><QW>

u . . oo J oo ooa
D3 CLERCRBEEICRRICA)
afot

+ 24AJ Z Z éamgﬂzugxuvé:yvs

afy xot stuv

X (€, ) (0l o) (A8)

APPENDIX B: REPRESENTATION THEORY

1. p orbital symmetry

As a precursor to our treatment of the d case in
Appendix B2, we use representation theory [42] to derive
Eq. (11) for cubic harmonic p orbitals. First, we define
the following irreducible objects: “0” is a scalar, “1” is a
three-dimensional vector, “2” is a 3 x 3 symmetric traceless
second-rank tensor, “3” is a third-rank tensor consisting of
three “2”’s, and “4” is a fourth-rank tensor consisting of three
“3”s. The Coulomb interaction Vg ,s transforms as a tensor
product of four “1”’s, 1 ® 1 ® 1 ® 1, but we know also that it
must be isotropic and that from the above irreducible objects
only the “0” is isotropic.

Objects such as 1 ® 1, represented as A;;, may be expanded
just as in the addition of angular momentum:

I1=0016¢2, BD

where “0” is a scalar, s = Zij A;jdij, “1” is a vector,
V= jk Ajré€ijk, and “2” is a traceless symmetric tensor,
Mij = 3(Ajj + Aji) — 38,34 Audu). The reader may be
more familiar with combinations of angular momentum. In the
language of angular momentum, the transformation properties
of a tensor product of two objects of angular momentum
with / = 1 are described by a 9 x 9 matrix, which is block
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diagonalizable into a 1 x 1 matrix (which describes the
transformations of an / = 0 object), a 3 x 3 matrix (which
describes the transformations of an / =1 object), and a
5 x 5 matrix (which describes the transformations of an/ = 2
object). In the angular momentum representation, the matrix
elements are complex. Here we are using cubic harmonics and
the matrix elements are real. Similarly, ] ® 1 ® 1 ® 1 may be
expanded out as

11®1®1
=(1HU®1),
=00102)0d1d2),
=000’ 1HD0R2)D(1R0)D(1R1)
B1lR2)D2RNPLCRINB®(2R?2). (B2)

The only isotropic, “0”, objects arise from 0®0, 1 ® 1,
and 2 ® 2. A general isotropic three-dimensional fourth-rank
tensor, T;jy;, therefore has three independent scalars that are

J
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found from symmetric and antisymmetric contractions of 7; ;.
We are interested in the form of the p orbital on-site Coulomb
interactions, Vg ,,, which have an additional symmetry, such
that they remain unchanged under exchange of o and x
and under exchange of B and y. We therefore only require
the symmetric scalars that arise from the 0 ® 0 and 2 ® 2
contractions to describe Vg

Vap.xy = 500ax8py + 52(8aydpy + 8apdyy)s (B3)

which is symmetric under exchange of « and x or 8 and y;
where

So = Z Vap.xyOuxSpy
Xy

(B4)

52 = Z Vaﬂ'XV(SQVS,BX = Z Vaﬂ,xy(saﬂ(sxy.
Xy xB

This is equivalent to Eq. (11), where so = U and s, = J.

2. d orbital symmetry

To find the isotropic five-dimensional fourth-rank tensor that describes the on-site Coulomb interactions for d orbital symmetry,
we find it convenient to map from a five-dimensional fourth-rank tensor to a three-dimensional eighth-rank tensor. We do this by
replacing the five-dimensional vector of d orbitals by the three-dimensional traceless symmetric B matrix of the d orbitals:

Ix? — 1%+ 2% xy Xz
B= xy 3y2 — 12+ 22 vz (B5)
xz vz 32 =30+ )

We refer to the elements of B as By, and use the subscripts
a,b,c,d,s,t,u,and v as the indices for irreducibles of rank
2 or higher. The transformation between the irreducible B,
and the cubic harmonic d orbitals is

1
Goo (1) = Na Y Euap Bap — Ra(r)S(0),

ab

(B6)

where & is a traceless, symmetric transformation matrix,
defined in Eq. (21), N; = % /L5

2> is a normalization factor,
R, is the radial function for a cubic d orbital, and S is the
spin function. The orbital indices «, B, x, and y run over the
five independent d orbitals, whereas the irreducible indices
a,b,c,d,s,t,u,and v run over the three Cartesian directions.
The mapping between the five-dimensional fourth-rank tensor

and the three-dimensional eighth-rank tensor is as follows:

Vigry = / dryar, Por TP 08,0 0B, 0 02)

[r; — 1y

2 2
=/dl'1dl‘2Nj|Rd(rl)/r12‘ |Ra(r2)/75|
% Zubcd Zstuv E;abB;bS;chjdg)(stBszéyuvBuv
[r| — 12

= Z Z gaabgﬁcdéxstgyuv Vab,cd,st,uvs

abed stuv

(B7)

where this equation defines the isotropic three-dimensional
eighth-rank tensor for the on-site Coulomb integrals,
Vab.cd.st.uv» and we have dropped the complex conjugates

(

on the & matrices as they are real. The B matrix is a
three-dimensional traceless symmetric “2” and thus contains
five independent terms. As we show below, it is possible to
represent the isotropic three-dimensional eighth-rank tensor
as a list of quadruple Kronecker deltas, with five independent
parameters in general and three independent parameters for the
on-site Coulomb interactions. The isotropic three-dimensional
eighth-rank tensor is then converted back into an isotropic five-
dimensional fourth-rank tensor. For an independent verifica-
tion of the form of the isotropic three-dimensional eighth-rank
tensor, see Ref. [43].

The power of representation theory is that one can follow an
analogous procedure for shells of higher angular momentum,
using a “3” to represent the seven f orbitals, a “4” to represent
the nine g orbitals, and so on. One can also construct interaction
Hamiltonians for atoms with important valence orbitals of
several different angular momenta.

We now return to the case of a d shell and explain
the procedure used to find the general isotropic Coulomb
Hamiltonian in more detail. We start by representing the
isotropic three-dimensional eighth-rank tensor, V,p cq.5¢.uv,> @S
a2 ®2®2® 2. Proceeding as we did for the p case, we write

2020202=0202)(2®2),
22=001020304,
=202Q02Q02=001026304)

Q12034 (B8)
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TABLE I. Table to show the node contractions for a d shell. Every contraction is represented both
diagrammatically and mathematically.

egefove oNe
Q
o adovae

5

2P

Atlzb,cdﬁst,uv = 6ad6bc(55176tu + 6ac§bd6$v6tu + 6ad6b565u6t1} + 5ac(sbd6$u6tv

Aib,cd,st,uv = 6at6bs5cv6du + 5a55bt5cv6du + 6at6bs(5cu5dv + 6a36bt5cu5dv

Aib,cd,st,uv - §a1)5bu56t6ds + 6(17L5b1)66t6d5 + 5a1)5bu5636di + 5a11.5bv5636di

Aib,cd,st,uv = 6at5bd(scv65u + 5ad5bt(scv65u + 5at5b66dv65u + 5ac(5bt6dv65u
+6at6bd6(:u§sv + 6ad§bt60u§sv + 6at5b65du§sﬂ + 5ac5bt5du§sﬂ
+6a55bd5¢:u6tu + 6ad6bsécu6tu + 6a55b65dv6tu + 6a06b55dv6tu
+ 6a55bd5cudtv + 6ad6b55cudtv + 5a56bc5du6m + 5ac6b55du6m

ab,cd,st,uv — (sav(sbd(sct(ssu + (sad(sbv(sct(ssu + (sav(sbc(sdt(ssu + 5a(:5bv6dt65u

’ +5au5bd60t5sv + 5ad5bu60t55v + 5au6bc5dt55v + 5a65bu5dt55v
+6a176bd6655tu + 6ad5bv6555tu + 6&176bc6d55tu + 5acébv6d55tu
+ 6(17L5bd6(386t’l} + 6ud6bu6cs§tﬂ + 6(17L5b66d56t?) + 6(1C§bu6d56t1)

Agb,cdﬁst,uv = 5(11)5bt5cu5ds + 6(zt6bv6cu5d5 + 6(zu5bt6(:1)5d5 + 5at§bu6cv5ds
+5av5bs5cu6dt + 5a55b1)5cu6dt + 5au6bs($cv5dt + 5a55bu($c'u5dt
+6av6bt6556du + 5at5bv5556du + 5av6bséct6du + 5a56bv66t6du
+ §a1L5bt6c35d'u + (;at(sbu(;csddv + (Sau(sbsdctddv + 5a36bu66t5dv

The terms in Eq. (BS8) that can generate a rank 0 (a scalar)
are 0®0, 1®1, 2®2, 3® 3, and 4 ® 4. This implies that
a general isotropic three-dimensional eighth-rank tensor is
defined by five independent parameters. We know that, for
Vap,xy» there exists a symmetry between the pairs oy and
By. It follows that Vyp ca.5:.uv has a symmetry between the
pairs (ab)(st) and (cd)(uv). We therefore require only the
even contractions, 0 ® 0, 2 ® 2, and 4 ® 4, reducing the five
parameters to three;’ this is the same number proposed in
Chapter 4 of Ref. [34]. To get the scalars from Vip ca.sr.uv
we have to contract it. There are six possible contractions
of Viup.ca.st.uv, outlined in Table I, of which only five are
independent. Note that one does not contract within the

’By continuing this argument, one finds that four parameters
are required to describe the on-site Coulomb interactions for an
f shell (arising from 0® 0, 2®2, 4®4, and 6 ® 6) and five
parameters for a g shell (arising from0® 0,2 ®24 ® 4, 6 ® 6, and
8 ® 8), respectively. This trend continues with increasing angular
momentum.

indices ab, cd, st, or uv because By, is traceless, hence
Zab SabBab =0.

By examining the diagrammatic contractions from Ta-
ble I, and maintaining the symmetry between the pairs
(ab)(st) and (cd)(uv), we conclude that the relevant contrac-
tiOIlS are Azzlb,cd,st,uv’ (Aclzb,cd,st,uv + Agb,cd,st,uv)’ Atszb,cd,st,uv
and (Aib.cd o T Agb ed.st.up)- This is evident because
switching two 7symmetr)}-réla71ted pairs [that is, switching (ab)
and (st) or (cd) and (su)] in diagram 1 yields diagram 3.
Similarly, switching two symmetry-related pairs in diagram 4
yields diagram 6. We see that there are four contractions but
we have only three parameters. This implies that out of these
four contractions there are only three linearly independent
contractions.

We can now write down a general interaction Hamiltonian
Vab.cd.st.uv @s a linear combination of three Kronecker delta
products, each multiplied by one of the three independent
coefficients:

_ 2 1 3
Vah,cd,sz,uv _COAab,cd,st,uv +ci (Aab,cd,st,uv + Aab,cd,st,uv)

+ A (B9)

ab,cd,st,uv*
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We find Vg ,, by transforming this expression back to
the five-dimensional fourth-rank representation, as dictated
by Eq. (B7). For completeness, we include all six of the
transformed contractions:

Z Z Aab cd,st,uv aabéﬂcdgxstéyuv

abced stuv

Z 4€:aab§8bu Xst'i:yt: = )(y’

abst

2
Z Z Aab,cd,st,uvsaabéﬂcdé:xst éyuv

abed stuv

= Z 4 oav8yvaSpeabydc = SaySpy-
abed

Z Z Aab cd,st,uv aabéﬁcdgxstsyuv

abcd stuv

= Z 4$aab§yba§ﬁcdgxdc =94

abed

Z Z Aab cd,st,uv aabéﬁcd%—xst%-yuu

abcd stuv

= Z l6§aab€ﬂbd$ydv€x va’

abdv

Z Z Aab cd,st,uv aabéﬁcdgxsté:yuv

abcd stuv

= Z 16§aab€ﬂbd€)(dt€ym ’

abdt

Z Z Aub cd,st,uv aabéﬂc'dgxstgyuu

abced stuv

= Z lésaab‘sxbt gﬁ;déyda .

abdt

ayaﬁx’

(B10)

We find that the last three of the transformations of the
contractions, although rotationally invariant in orbital space,
are not expressible in terms of Kronecker deltas of «, 8, x,
and y. This is to be expected as there exist terms in Vg .,
that are nonzero and have more than two orbital indices, e.g.,
V22—, 02 OF Vaz2—r)ay), (et —y)-

We can now write down Vg , concisely,

5
Vap.xy = Ubaydpy, + <J + EAJ)(‘SW‘SBX + 8ap8yy)
—48AT Y Ewanbppatydibyia, (BI1)

abdt

where we have defined U to be the Hartree term between the
I, orbitals on-site, U = V(;x)(y2).czx)(v2),J to be the average
of the exchange integral between the e, and f,, orbitals
on-site, J = 5(Vienya. oo + Viaz—rad—y), (2262 -r):
and AJ to be the difference between the exchange in-
tegrals for e, and fy,, AJ = V(32_,2)x22y2) (x2—y2)322—r2) —
Viz)vo),(v2)zx)- We could equally well have chosen to use the
sum of the fourth and sixth contractions instead of the fifth
contraction, although with different coefficients.
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APPENDIX C: ANGULAR MOMENTUM AND
QUADRUPOLE OPERATORS

1. Angular momentum

The angular momentum operators are most naturally
expressed in spherical polar coordinates, even when using
them to operate on cubic harmonics. Their forms are

L,= i(sin(b% + cot 6 cos ¢%>, (ChH
L ] cos ¢ 0 + cot @ sin ¢ 0 (C2)
=il - — ing— |,
4 90 By
N ad
= —l%, (C3)

where we have set & to 1 for simplicity. When applying the
above operators to the on-site cubic harmonic p orbitals (we
have dropped the site index for clarity) it is straightforward to
show that

Lup;i =1 €ujipr. (C4)
k

A general one-particle operator O may be expressed in terms
of creation and annihilation operators as follows:

0= (bus|01640)2LsC - (C5)
afoo’
Substituting Eq. (C4) into Eq. (C5) yields
i‘lL =i Z eﬂﬁaéitaéﬁa’ (C6)
afo

where p is a Cartesian direction and o and B are cubic
harmonic p orbitals (x,y or z). The d case is slightly more
complicated, but is greatly simplified by the use of Eq. (B6).
Applying the angular momentum operators to the B matrix
reveals that

LulBjx) =i (€4js|Bk) + €uis|Bjs)),  (CT)
with

. Ry(r)
= iNa ) S(0) =5 Euji€ujel Ba) + €pis| B
Jjks

L ¢ao)

(C8)

By finding the expectation value and substituting into Eq. (C5),
we obtain

f’ﬂ =4i Z Z G;Amk%—akj%-ﬂjmélaéﬂv . (C9)

Jjkm afo

2. Quadrupole operator

We define the quadrupole operator for a single electron as

Quv=3%L,L,+L,L,)—15,,L% (C10)
Here, we interpret L » and L, in Eq. (C10) as components of
the angular momentum of a single electron. The quadrupole
operator for a system of N electrons is then a sum over

contributions from each electron: O w = Z,N=1 0 wv(i). This
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makes Q,w a one-electron operator, respresented in second
quantization as a linear combination of strings of one creation
operator and one annihilation operator. Squaring and tracing
the one-electron tensor operator QA,“, yields a two-electron

operator Q2 = Zuv Q;w Qvu-
To find the form of this operator, we start by applying the
single-electron version of Q,,, to the B matrix, making use of

Eq. (C7). Starting with L, L,

lA‘;Li‘U|Bjk> = iiu Z(ijs|Bsk) + Euks|Bjx>)»
s

= (l)z Z (ijs(euss’|Bs’k) + fu,ks"Bss’))

ss’

+ Gvks(e/tjs/ |Bs/s) + €uss’ |Bjs’>))v

= (_1)<8ju|ka) + 8kl Bjv) — 28,1 Bji)

+ Z(Evjseuks’ + Evkseujs’)|Bss’>> ) (Cl 1)

ss’

L,L,|Bj) = (_])(8jv|Bp.k) + Skl Bju) — 28,1 Bji)

+ ) (€pjs€urs + euksevj.«>|3”/>>, (C12)

ss’

where the last equation was found by exchanging @ and v in
the previous equation. Following the same process, the final
term in Eq. (C10) becomes

D LJLy|IBji) = 6]Bj). (C13)

This is not a surprising result as the B matrix contains linear
combinations of spherical harmonics |/,I;) with [ =2, and
L2|1,1,) = I(I 4 1)|1,1.). Combining Egs. (C11)—(C13) we find

N 1
Q;}.U|Bjk) = (5(8/41‘ |ka>+8ku|ij>+8jv |Bp.k>+ akv |Bju>)

+ Z(Evjseuks’ + Evkseujs’)|BSS’)> . (C14)

ss’
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Equation (C5) yields the corresponding operator for a system
of many electrons:

qu == Z (2 Z(Eavksﬂku + Eauk‘i:ﬁkv)

afo k

+4)° éamnéﬂjkevjmeukn)élaéﬂa. (C15)

mnjk

We now define the normal ordered quadrupole squared as

=> 00w (C16)
j7aY

By substituting Eq. (C15) into Eq. (C16) and dropping the site
index for clarity, one obtains the following simple formula for
the quadrupole squared operator:

: Q%= Z

afyxoo’

- 72'Z$avtgﬂtugxuu§yvs) é;}a/cya’cxa

stuv

( o 33ax5ﬂy + 9(800/5/3)( + Saﬁaxy)
(C17)

3. The quadrupole operator squared and the on-site Coulomb
integrals

The quadrupole operator is of interest to us because one
of the terms in the d-shell on-site Coulomb interaction can be
represented in terms of Q2. This term is

—48AJ Z Zgastéﬁtuéxuvsym omcﬂa’cya’cxa’

afxyoo’ stuv

(C18)

which is proportional to the final term in Eq. (C17). The other
terms in Eq. (C17) also exist elsewhere in the d-shell on-site
interaction Hamiltonian, so introducing an explicit Q2 term is
straightforward:

—48AJ Z ZsaSlgﬂtltéxuugyvs aacﬁa/cy(r/cxc

affxyoo’ stuv

2 N y
=ZAJ: 0% 4287 Y dl el e, e
3 Q Z ao - Bo’' Bo’ " ao

afoo’

At AT A A At Al A A
—6AJ Z (cgmc,f,a,c(m,cﬁ(T + clacw,cﬂa,cﬁg)

afoc’

_z . A2. L A2 )
= SO 0 5AT A% 43AT i

—6AJ Z : (ﬁaﬂ)2 T
ap
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