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Charge transport perpendicular to the high mobility plane in organic crystals:
Bandlike temperature dependence maintained despite hundredfold anisotropy
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Charge carrier mobility in van der Waals bonded organic crystals is strongly dependent on the transfer integral
between neighboring molecules, and therefore the anisotropy of charge transport is determined by the molecular
arrangement within the crystal lattice. Here we report on temperature dependent transport measurements along
all three principal crystal directions of the same rubrene single crystals of high purity. Hole mobilities are
obtained from the carrier transit time measured with high-frequency admittance spectroscopy perpendicular to
the molecular layers (μc) and from the transfer characteristics of two field-effect transistor (FET) structures
oriented perpendicularly to each other in the layers (μa and μb). While the measurements of the field-effect
channels confirm the previously reported high mobility and anisotropy within the ab plane, we find the mobility
perpendicular to the molecular layers in the same crystals to be lower by about two orders of magnitude
(μc ∼ 0.2 cm2/Vs at 300 K). Although the bandwidth is vanishingly small along the c direction and the transport
cannot be coherent, we find μc to increase upon cooling. We show that the delocalization within the high mobility
ab plane prevents the formation of small polarons and leads to the observed “bandlike” temperature dependence
also in the direction perpendicular to the molecular layers, despite the incoherent transport mechanism.
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I. INTRODUCTION

Understanding the charge transport physics in organic
molecular semiconductors on a microscopic scale remains
one of the central aspects for exploring those new electronic
materials. Since the discovery of their semiconductivity in
the forties [1,2], a variety of models and theories have been
discussed to explain the experimentally investigated electronic
properties of these van der Waals bonded compounds [3–6].
In recent studies, one particular observation appears to be
a central element: Molecules in a crystal are not static and
rigid entities, since the weak bonding allows the molecules
to fluctuate about their position and relative orientation in the
crystal lattice [7]. This thermally driven or zero-point motion
dynamically modulates the transfer integral given by the weak
overlap between the highly oriented π orbitals and leads to
off-diagonal electronic disorder [8–11].

Almost without exception, molecules in organic semicon-
ducting crystals are arranged in layers with strong electronic
coupling and high charge mobility within these layers. The
theories of transport in molecular crystals introduced over the
past decade [12] mainly apply to the high mobility plane, and
it has not yet been established how charge transport should be
described in the direction perpendicular to this plane. Along
this direction, where the mobility is expected to be strongly
reduced, the charge carrier needs to cross the weak end-to-end
bonds of the molecules, coupled by a transfer integral not
exceeding few meV, two orders of magnitude smaller than
the transfer integral within neighboring molecules in the high
mobility plane. It is therefore interesting to assess whether
the transport mechanism in the direction perpendicular to the
high mobility plane takes place through a different mechanism
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and how this mechanism is influenced by the transport within
molecular layers. Thus, measuring the temperature dependent
mobility along these main directions provides important
insights into the nature of charge transport in crystals of highly
anisotropic molecule stacking.

Rubrene is an excellent example to study the transport in
“layered” molecular crystals: Within the molecular layers the
hole mobility is exceptionally high [13,14] and field-effect
measurements in various directions within the ab plane of the
same crystal have shown that μb is typically 2–4 times larger
than μa [14–16], obeying the same “bandlike” temperature
dependence upon cooling [14]. On the other hand, mobilities
of the order μc ∼ 0.3 cm2/Vs have been reported from
photo-induced time-of-flight measurements perpendicular to
the molecular planes [17,18]. To elucidate and quantify the
apparent large anisotropy of charge transport in rubrene, we
measure in this study the hole transport and its temperature
dependence in all principle crystal directions simultaneously
in the same crystal.

II. MOBILITY IN THREE PRINCIPLE CRYSTAL
DIRECTIONS OF RUBRENE

The measurement of the in-plane and out-of-plane mobility
in the same sample requires a combination of measurement
techniques: A platelet-shaped, ∼2 μm thick orthorhombic
rubrene crystal is laminated on top of a ready-made FET
structure with channels parallel to a and b. Then we add a third
channel along c by laminating an additional electrode on top
of the crystal, forming an electrode-semiconductor-electrode
“sandwich” structure. A photograph of one of the samples is
shown in Fig. 1.

The mobility μc is obtained from admittance spectroscopy,
measuring the frequency dependent response of the current
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FIG. 1. Optical photograph of sample 1 consisting of two perpen-
dicular FET channels with Cytop as gate dielectric and two laminated
electrodes on top/bottom of the crystal forming a vertical channel. The
ribbon-shaped rubrene crystal was laminated such that the a and b axis
are aligned with the source-drain directions of the FETs. The stacking
order of the rubrene molecules leads to the highest orbital overlap in
the b direction, for which the largest mobility was measured. The
same device geometry was used for samples 2 and 3.

upon an applied AC field. When an additional DC bias
voltage is applied, the finite charge carrier transit time leads
to an oscillatory feature in the high frequency range of the
conductance spectrum, which is in direct relation to μc [19,20].
Charge mobilities along the a and b directions are determined
from the saturation regime of the FET transfer curves. More

details about device fabrication, measurement procedure, and
data analysis are discussed in the experimental section.

Figure 2 shows the results from three samples, where the
temperature dependent measurement in three directions on
the same crystal was successful. We find μc to be about 102

times smaller than μa,b, revealing a very strong timescale
separation between the carrier dynamics in the ab plane and
in the perpendicular c direction. Remarkably, we find for μc

a very similar temperature dependence as for the in-plane
charge transport, i.e., increasing upon cooling, despite its much
smaller absolute value.

III. MODELING OF THE IN-PLANE AND OUT-OF-PLANE
CHARGE TRANSPORT

Although rubrene exhibits very high mobilities of the order
of 10 cm2/Vs along the molecular layers with a bandlike
temperature dependence, the charge motion is not compatible
with band transport because the mean free path of the carrier
would be too short (shorter than the unit cell). On the other
hand it is also incompatible with nearest neighbor hopping
transport because the hopping time would have to be too fast
(∼0.1 ps), i.e., faster than vibrational relaxation [12,21]. The
models proposed to deal with the high mobility plane describe
the charge as moving coherently but subject to a very strong
coupling with low frequency modes of the crystal that cause
dynamic disorder [5] or transient localization [22]. In practice,
the transfer integral between nearest neighbors is dynamically
modulated by fluctuations on the timescale of ∼1 ps with an
amplitude comparable to the average value of the transfer
integral.

As mentioned before, our experimental data reveal a clear
separation between the carrier dynamics in the ab plane and
in the perpendicular c direction. The measured transport in
the c direction is definitely too slow to be coherent but
becomes compatible with an incoherent hopping mechanism.

FIG. 2. Hole mobility in rubrene in all three principle crystal directions as a function of temperature. All the mobilities are measured
simultaneously and increase towards lower temperatures, although the charge transport is highly anisotropic, i.e., μc is ∼102 times smaller
than μb. The formation of cracks leads to an apparent discontinuous drop of μ and for sample 2, the μa curves are shifted correspondingly.
For comparison, the gray dashed line shows the modeled temperature dependence of μc, assuming a charge transfer integral tc = 0.9 meV and
including the wave function delocalization within the ab planes.
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Considering the interlayer distance of 13.5 Å, a mobility
μc ∼ 0.2 cm2/Vs implies a room temperature hopping time τh

between layers of ∼3 ps, as estimated from Einstein’s relation
μ = L2e/τhkBT . The dynamics within the ab plane is so much
faster that the hopping events along the c direction can be
considered uncorrelated from each other (i.e., incoherent). On
this timescale of diffusion along the c direction one can assume
that the carriers are equilibrated within each ab layer.

Electronic structure calculations are fully consistent with
this view of rubrene as formed by very weakly interacting ab

planes. We have recomputed the average transfer integral and
its thermal fluctuations with the method of Ref. [23] but with an
improved DFT level (B3LYP/6-31g*) to increase accuracy on
the challenging coupling along the c direction and to be better
aligned with more recent similar works [24]. We computed
the coupling along the a, b, and c directions to be 21, 140,
and −2.7 meV, in agreement with band structure calculations
[25]. Thermal motions cause a fluctuation of these values at
300 K comparable to their average value and computed to
be 10, 40, and 1.3 meV, respectively. To an excellent degree
of approximation the fluctuation of the transfer integral is
proportional to the square root of the temperature [26] and
is therefore easy to evaluate for the range of temperatures
considered experimentally.

In the following we explore to what degree charge transport
perpendicular to the molecular layers is affected by in-plane
transport. We proceed quantitatively by assuming that the
carrier moves incoherently between ab layers, find the transfer
matrix element that reproduces the experimental data, and
then compare it with the electronic structure results. In this
way we ensure that the transport model, electronic structure
calculation, and experimental data are fully consistent.

The rate of hopping from one initial state |i1〉 in layer 1 to
any another state |j2〉 in adjacent layer 2 can be given by the
Fermi golden rule:

ki1 = 2π

�

∑
j2

|〈i1|H |j2〉|2δ(Ei1 − Ej2 ) . (1)

Ei1 and Ej2 are the energies of the noninteracting layers, H

the electronic Hamiltonian, and δ the Dirac delta. Because
of the timescale separation discussed above we assume that
the equilibration within a given layer is rapidly established
with respect to the interlayer hopping, and the average
hopping rate can be defined as 1/τh = kh = ∑

i1
P (i1,T ,n)ki1 ,

where P (i1,T ,n) is the population of state i1 at a given
temperature and charge density n. The equation implies
a purely electronic process because the charges are too
delocalized for local electron-phonon coupling terms to be
important. In other words, this model of the charge dynamics
in the ab direction incorporates two elements, namely the
charge dynamics along ab being much faster than along c and
the carriers in the ab plane being sufficiently delocalized (e.g.,
over more than 10 molecules). The mobility is obtained from
the hopping rate using Einstein’s relation.

The eigenstates of the ab plane of rubrene, including the
effect of thermal disorder, are calculated at 200 and 300 K
following the procedure described in Ref. [27]. These states
represent the initial and final states of Eq. (1).
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FIG. 3. Density of states (DOS) in the highest occupied band
computed for the dynamically disordered ab plane of rubrene at
300 and 200 K.

To compute the hopping rate kh we consider layers of
30 × 30 unit cells with periodic boundary conditions and
average over 64 realizations of disorder. This model includes
the calculated density of states (DOS) for the highest occupied
band, as given in Fig. 3, and the disorder in adjacent layers
is assumed to be uncorrelated. The hopping process can be
visualized as in the cartoon of Fig. 4, where an initial state
located on a layer hops to one of the states at equal energy
in the adjacent layer that is located approximately in the same
region. We have noted that there is little influence of the charge
density on the hopping rate, and we therefore report the results

FIG. 4. Visualization of the charge hopping between two adjacent
rubrene molecule layers. The hopping rate is given by the Fermi
golden rule. Within the layers the wave function is spread out over
many molecules, and charge transfer takes place on a much faster
timescale than from layer to layer.
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in the limit of vanishing density. Also the temperature has a
very small effect on kh: The hopping rate decreases by a factor
of 0.78 when the temperature is increased from 200 to 300 K.

The matrix elements 〈i1|H |j2〉 are computed expanding |i1〉
and |j2〉 as a linear combination of rubrene HOMO orbitals
|l1〉 and |m2〉 localized on isolated molecules in two adjacent
layers. The coupling 〈l1|H |m2〉 is set to the transfer integral
tc if the molecules are in contact or to zero otherwise. As
|tc|2 appears as a prefactor of the hopping rate, it affects
the absolute value of the mobility but not the temperature
dependence. The measured mobilities of 0.2 cm2/Vs at RT and
∼0.5 cm2/Vs at 200 K can be reproduced by this model using a
transfer integral tc of 0.9 meV and tc of 1.1 meV, respectively,
which is three times smaller than the value computed by DFT
and reported above. Considering the intrinsic inaccuracies of
quantum chemistry coupling between very weakly interacting
pairs and the simplicity of the model, this level of agreement
is gratifying and no change in transport physics is expected
within the variability of the parameters. Thus, the essential
transport physics appears to be captured in our model.

As the hopping rate depends only weakly on T , the main
source of temperature dependence of the mobility is the 1/T

factor that connects the diffusion coefficient and the mobility.
The model yields a mobility increase by a factor of 1.9 when
going from 300 to 200 K. This is again in agreement with our
measurements (2.5, 2.2, and 3.3 for the three crystals).

The straightforward approach for the charge transport
dynamics perpendicular to the planes does not include any
polaronic effect, and it is therefore important to compare it with
alternative models and explanations of decreasing mobility
with increasing temperature. In terms of an incoherent series
of hopping between states localized on individual molecules,
the hopping rate within Marcus theory would be given by [28]

k = 2π

�
|tc|2(4πλ kBT )−

1
2 exp

(
− λ

4 kBT

)
, (2)

where λ is the reorganization energy of the crystal. For the
case of rubrene, λ ∼ 156 meV [29] (typical for other organic
crystals), this would correspond to an increasing mobility with
temperature up to room temperature (μmax at T = λ/6 kB), at
variance with the observation.

Considering, however, the delocalization of the charge wave
function over n molecules within the layers, the hopping
process between two states at energies Ei,1 and Ej,2 in adjacent
layers would lead to a hopping rate [30]

k = 2π

�
|〈i1|H |j2〉|2(4πλ kBT /n)−

1
2

× exp

(
− (λ/n + Ej,2 − Ei,1)2

4 (λ/n) kBT

)
. (3)

In the case of a pronounced delocalization (i.e., for sufficiently
large n) this expression becomes identical to the Fermi golden
rule [Eq. (1)], since the last two factors converge to δ(Ej,2 −
Ei,1) as n → ∞. Therefore, our model for the mobility in the c

direction can be seen as the limit of a small polaron model when
the delocalization within the ab plane becomes sufficiently
large. In this limit, the mobility along the c direction becomes
insensitive to the value of λ and will not be modified if we
adopt more complicated polaronic hopping expressions that

consider, e.g., the quantum nature of the nuclear modes that
cause the formation of the small polaron [31].

The incoherent hopping between weakly coupled molecular
layers within which band transport takes place was also
addressed by Sumi [32], expanding on an earlier work by Gosar
and Choi [33]. They assumed band transport in the plane with
larger bandwidth and obtained an expression of the mobility
which is the sum of two contributions, a hopping term obtained
from the golden rule and a phonon induced conductivity.
In contrast to our study, the first contribution is based
on total momentum conserving band states and decreases
very rapidly with temperature, i.e., should be negligible at
room temperature. The phonon induced contribution gives
a temperature independent mobility, essentially because the
coupling element in the golden rule, proportional to the
temperature in Sumi’s model, is compensated by the 1/T

factor connecting hopping rates and mobility. These theories
cannot be used in the case of organic molecular crystals,
because the assumption of band transport in the ab plane is not
consistent with our current understanding of charge transport
in these materials, and it is not surprising that they disagree
with the observation of μ ∝ T −n (n ≈ 1 − 2). However, these
studies are relevant here because the problem was formulated
in a very similar way at a time when the effect of dynamic
localization was not known.

IV. DEVICE FABRICATION AND MOBILITY
MEASUREMENT

We have built samples with conductive channels in all
crystal directions by laminating a rubrene single crystal onto
a ready-made transistor structure (FETs a and b) and covering
one end of the crystal by an additional electrode for out-of
plane measurements (c direction). The substrate is based
on 0.5 mm thick borosilicate glass on which we thermally
evaporated through a shadow mask a Cr/Au film (1 nm/10 nm)
as structured gate for the transistor channels, covered by a
Cytop layer as gate dielectric [34]. Cytop CTL-809M mixed
with the solvent CT-Solv-180 in a 3:2 ratio and spin coated at
500 rpm for 10 s and 1000 rpm for 30 s resulted in a 480 nm
thick film, which was cured at 120◦ C for 1 h. Evaporated Au
(35 nm) is used as the bottom contact of the SCLC channel and
as source/drain electrodes for the FETs, forming two 80 μm
long perpendicularly oriented channels.

Rubrene powder (98% purity, Sigma Aldrich) served as
source material to grow orthorhombic single crystals by
physical vapor transport in an Ar flux [35]. The ribbon-shaped
crystals studied here are ∼5 mm long, ∼0.5 mm wide, and
∼2 μm thick and were attached to the prefabricated substrate
by spontaneous adhesion such that the crystalline directions
a and b are aligned with their corresponding FET channels.
Then, we laminated an elastic strip of PDMS with a sputtered
30 nm Au layer on top, forming an overlapping region with the
bottom contact to measure charge transport in the c direction.

The samples are mounted on a homemade setup for tem-
perature dependent measurements, with cabling and shield-
ing optimized for low-noise DC analysis and impedance
spectroscopy at high frequencies (up to 100 MHz), and all
measurements were carried out in dark and in Ar atmosphere.
Current-voltage characteristics of the transistor channels were
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FIG. 5. FET characteristics of crystal 1 to determine μa and μb: (a) The output curves, here shown for the b direction at 300 K, have a linear
zero crossing, i.e., the drain current is not contact limited. (b) The transfer characteristics exhibit a steep subthreshold slope (S ∼ 0.1 V/dec)
and no hysteresis, indicating a low density of trap states. (c),(d) In both the b and a direction the slope of the square root of Id increases upon
cooling due to higher mobilities at lower temperatures.

measured using a HP 4156A semiconductor parameter ana-
lyzer, and an Agilent 4294 impedance analyzer was used for
conductance spectroscopy in the c direction. We gradually
cooled the samples with LN2 from RT down to ∼160 K, and
measurements were taken every ∼10 K. Upon cooling, cracks
develop parallel to b due the anisotropic thermal expansion
of rubrene (�a

Rub = 7.8 × 10−5 K−1, �b
Rub = 1.6 × 10−5 K−1)

[36] on top of the borosilicate/cytop substrate with a smaller
and isotropic expansion coefficient (�glass = 7.2 × 10−6 K−1).
This cracking is typically observed between 280 and 250 K.

A. Mobility in the a and b direction, along the layers

The field-effect channels in the a and b direction show
similar electrical characteristics: The linear zero crossing (no
S shape) of the output curves [shown in Fig. 5(a) for FET
‖ b] indicates a low charge injection barrier at the contacts
and justifies the extraction of the mobility from a two-point
measurement. The transfer characteristics [Fig. 5(b)] exhibit a
steep subthreshold slope, no hysteresis, very low gate leakage
currents, and a turn-on close to 0 V, similar to the high quality
devices in Ref. [37]. Here, we extract the mobility from the
saturation regime (|Vg| < |Vd |), where μsat is given by the
slope of the square root of the saturation current Id versus gate
voltage Vg ,

μsat = 2L

WC

(
∂
√

Id

∂Vg

)2

, (4)

with L and W the FET channel length and width, respectively,
and C is the gate capacitance. Figures 5(c) and 5(d) show
the measured slope of

√
Id vs Vg in the b and a direction to

increase upon cooling, corresponding to a mobility increase of
μb from 14 cm2/Vs to 23.1 cm2/Vs for a change in T from
300 to 200 K, and from μa = 4.1 cm2/Vs at 300 K to
5.5 cm2/Vs at 258 K. Very similar results are obtained for
crystals 2 and 3 (see Fig. 2).

B. Mobility in the c direction, perpendicular to the layers

Charge transport in the c direction is measured by ad-
mittance spectroscopy: By sweeping the frequency of an AC
voltage Ṽ exp(iωt) superimposed on an applied DC field E ≈
V0/tsc, the average transit velocity is obtained from oscillatory
features in the complex response of the current Ĩ exp(iωt).
Such transit time oscillations are directly related to the drift
mobility and have first been observed in silicon microwave
diodes [38]. In the past decade, admittance spectroscopy has
become a well-established method to measure the mobility
also in organic semiconductors and is a powerful alternative
to the time-of-flight (TOF) technique, with no necessity of
optically generating charge carriers with a laser pulse and thus
suited even for very thin semiconductors [19,20,39–41].

The crystals studied here are contacted with a bottom and
top electrode, forming a sandwichlike planar device structure
for which charge transport can be parametrized using the well-
known formalism of space-charge limited current (SCLC)
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in one dimension. Considering p-type transport in rubrene,
assuming that the gold contacts are ohmic and neglecting
thermal diffusion, the current density j as a function of the
electric field E is given by the drift and the displacement
current,

j (x,t) = qμρ(x,t)E(x,t) + εsc

∂E(x,t)

∂t
, (5)

where μ is the hole mobility and εsc the permittivity of
the semiconductor. The local density of charge carriers,
ρ(x,t), is related to the electric field by Poisson’s equation
∂E(x,t)/∂x = qρ(x,t)/εsc.

Considering perturbations up to first order, κ = κ0 +
κ̃ exp(iωt), where κ stands for the quantities V (t), j (t), E(x,t),
and ρ(x,t), the AC component of the current density can be
written as [20]

j̃ (t) =
(

qμρ0Ẽ + εscμE0
∂Ẽ

∂x
+ iωεscẼ

)
exp(iωt) , (6)

where the first term corresponds to the response of the steady-
state charge distribution to the applied AC field, a second
contribution is given by the currents of an additionally injected
time-dependent charge carrier density, and the third term is
the displacement current through the semiconductor seen as
an ideal dielectric.

As a function of the frequency ω, the complex admittance
Y (ω) = j̃ /Ṽ reads [38,42]

Y (ω) = μ
iω3

j0
× 1

iωτ + e−iωτ + ω2τ 2

2 − 1
, (7)

describing the first order small signal response of the SCLC
current to a small AC signal Ṽ . The admittance is commonly
represented by the conductance and capacitance spectrum, G

and C, with Y (ω) = G + iωC. The quantity of most relevance
in this study is the transit time τ , because it is inversely
proportional to the mobility according to [41,42]

τ = 4

3

d2

(V0 − Vbi)μ
, (8)

where V0 − Vbi is the applied bias reduced by the built-in
voltage.

The blue curve in Fig. 6 shows the small signal conductance
G(f ) = real(Y (f )) given by Eq. (7), exhibiting oscillatory
characteristics above f ∼ 1/τ , with a first negative peak at
ft = 1.16/τ . The extraction of ft directly yields the average
transit time τ and therefore the charge carrier mobility μ

according to Eq. (8).
Equation (7) and its minimum in G(f ) at ft = 1.16/τ

are a result of the T = 0 approximation, where diffusion is
neglected. We therefore verify the validity of the mobility
extraction at finite temperatures by also considering the
diffusion current jdiff = −qD ∂ρ(x,t,)/∂x with D = kBT μ in
a numerical calculation of the drift-diffusion equations upon an
AC small signal perturbation. These simulations for different
temperatures are shown in Fig. 6(a) (yellow to red curves) and
yield a slight reduction (damping) of higher order oscillations
at high temperatures, while for T → 0 K we obtain the same
result as from the analytical expression. Reassuringly, for finite
temperatures the first peak at ft is only slightly shifted towards

FIG. 6. Modeled theoretical small signal conductance of an ideal
semiconductor structure sandwiched between two ohmic contacts.
The analytical model (blue curve) corresponds to Eq. (6) and neglects
diffusion currents. For comparison, we added a numerical solution
for finite temperatures, including diffusion (yellow to red curves). All
curves exhibit a first negative peak at f τ ∼ 1.16, yielding a relation
between the transit time τ and the frequency, at which the oscillation
occurs.

higher frequencies, by at most 7% between 0 and 300 K.
Therefore, the relative uncertainty of the extracted mobility
due to diffusion is less than 3% in the temperature range of the
measured data presented here.

Figure 7(b) shows the measured small signal conductance
G(f ) of crystal 1 at 300 K for different bias voltages. At
low frequencies, the AC conductance corresponds to the
DC incremental conductance g0 = ∂Idc

∂Vdc
, i.e., the slope of

the steady-state IV characteristics which is determined by
the density of trap states in the band gap [43,44]. The
conductance slightly increases towards higher frequencies due
to a reduction of charge capture by slow traps with decreasing
measure period [45–47]. At high frequencies, where the
oscillation period of the AC signal becomes shorter than the
charge carrier transit time from the injecting to the extracting
electrode, the conductance signal is abruptly suppressed with
a negative peak ft , shown as black triangles in Fig. 7(a).

For comparison we show in Fig. 7(b) the numerical solution
of the time-dependent drift and diffusion equations of a
trap-free semiconductor with μ = 0.1 cm2/Vs at 300 K at
several bias voltages. These calculations do not involve any
data fitting, and the remarkable qualitative agreement between
measured and modeled AC conductance spectrum is a further
indication that highly pure rubrene crystals behave like ideal
textbook semiconductors. Importantly, the mobility μ, here
related to the transit oscillations, corresponds to the drift
mobility, i.e., is equivalent to the DC mobility obtained from
steady-state measurements. Therefore, the μc perpendicular to
the molecule layers measured with admittance spectroscopy
is fully compatible with the in-layer mobilities μa and μb

we obtain from FET measurements, since both methods are
based on the same set of differential equations describing the
macroscopic charge dynamics.
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FIG. 7. Mobility measurement in the c direction of crystal 1 using admittance spectroscopy: (a) Measured conductance spectrum at 300 K
for several bias voltages V0, using a fixed AC voltage Vac = 0.2 V, yielding textbooklike transit oscillations with first negative peaks ft between
6 and 40 MHz. (b) For comparison: Modeled conductance spectrum of an ideal trap-free semiconductor at 300 K with a mobility of 0.1 cm2/Vs.
We obtain these results by numerically solving the drift-diffusion equations [Eq. (5) + diffusion term], using only mobility, temperature, and
geometry as input parameters, without any data fitting.

From the measured conductance spectrum (Fig. 7) we
extract the transit time as a function of the applied bias voltage
using τ ∼ 1.16/ft , which directly yields the mobility. Figure 8
shows the transit frequencies ft from the conductance spectra
measured at different temperatures. Upon cooling, the transit
oscillations move towards higher frequencies, corresponding
to shorter transit times, i.e. higher mobilities. For all measured

FIG. 8. Bias dependence of the transit frequencies ft measured
on crystal 1 at different temperatures. The mobility μc is calculated
from the slope of ft (V0) and increases with decreasing temperature.
The linearity of ft (V0) is a sign for field-independent mobility. The
transit frequencies obtained from the simulations for μ = 0.1 cm2/Vs
(see Fig. 7) are shown for comparison.

temperatures ft grows linearly with V0, while the zero crossing
is slightly shifted from ∼0 V at RT towards positive values at
lower temperatures. Assuming that only a built-in voltage adds
to the applied field, i.e., E ≈ (V0 − Vbi)/tsc, the mobility can
be obtained from the slope of ft (V0), according to

μ = 4

3

d2

1.16
(∂ft/∂V0) , (9)

yielding μc = 0.19 cm2/Vs at 300 K to 0.49 cm2/Vs at 197 K
for crystal 1 and very similar values for crystals 2 and 3 (see
Fig. 2). The linear relation of ft (V0) indicates that the measured
mobility is field independent.

V. CONCLUSION

In conclusion we have measured the mobility in the three
principle crystal directions of the organic semiconductor
rubrene in the temperature range of 300 to 170 K. These simul-
taneous transport measurements in different directions on the
same crystals involve a combination of two FET channels with
an additional metal-semiconductor-metal structure, for which
mobilities can be extracted from the FET transfer characteris-
tics in the a and b direction and from admittance spectroscopy
across the molecular layers (c direction). By comparing the
measured admittance spectra to a time-dependent numerical
solution of the drift-diffusion equations, we have ensured
that the mobility μc obtained from transit-time oscillations
in the AC spectrum is fully compatible with the field mobility
extracted from the FET transfer curves. Furthermore, the linear
relationship of the measured transit times in the c direction
with respect to the applied DC bias voltage is an indication of
field-independent charge transport.

The layered molecular structure of the orthorhombic
rubrene crystals manifests itself in a highly anisotropic trans-
port dynamics, associated with a clear timescale separation
between charge transport within the layers and perpendicular
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to them. In three samples we have measured the charge carrier
transit times in the c direction which correspond to a mobility
μc = 0.2 cm2/Vs at room temperature. These values are ∼102

times smaller than the mobilities along the a and b direction
of the same crystals.

The observed “bandlike” temperature dependence of the
in-plane transport is interpreted as coherent motion limited
by dynamic disorder or transient localization. On the other
hand, a very similar increase of the mobility upon cooling has
been measured perpendicular to the layers, which at first glance
seems contradictory to a thermally activated hopping transport
that might have been expected due to the very small transfer

integral across the layers and the high polaron formation
energy.

Our experimental results, however, are quantitatively ex-
plained with a transport model that takes into account the
difference in timescale between the transport in the ab plane
and the c direction and involves incoherent hopping of
the charge carrier between adjacent ab planes promoted by the
very weak coupling between them. While the transport in the
ab plane and along the c direction are effectively decoupled,
the nature of the transport along c is determined by the degree
of delocalization and, thus, the transport mechanism in the
ab plane.
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