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Magnetization switching by current and microwaves
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We propose a theoretical model of magnetization switching in a ferromagnetic multilayer by both electric
current and microwaves. The electric current gives a spin transfer torque on the magnetization, while the
microwaves induce a precession of the magnetization around the initial state. Based on numerical simulation
of the Landau-Lifshitz-Gilbert (LLG) equation, it is found that the switching current is significantly reduced
compared with the switching caused solely by the spin transfer torque when the microwave frequency is in
a certain range. We develop a theory of switching from the LLG equation averaged over a constant energy
curve. It was found that the switching current should be classified into four regions, depending on the values
of the microwave frequency. Based on the analysis, we derive an analytical formula of the optimized frequency
minimizing the switching current, which is smaller than the ferromagnetic resonance frequency. We also derive
an analytical formula of the minimized switching current. Both the optimized frequency and the minimized
switching current decrease with increasing the amplitude of the microwave field. The results will be useful to
achieve high thermal stability and low switching current in spin torque systems simultaneously.
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I. INTRODUCTION

Magnetization switching in a ferromagnet has been an
important topic in magnetism from the viewpoints of both
fundamental physics and practical applications. The magne-
tization switching has been achieved by applying a direct
magnetic field to a ferromagnet [1]. In this case, the field
magnitude should be larger than the anisotropy field HK,
where, throughout this paper, we focus on the magnetization
switching having an uniaxial anisotropy. Recent advances
in fabrication of nanostructured ferromagnets with high-HK

materials however have required alternative methods for
magnetization switching because of the technical difficulty
of applying a large magnetic field to such a small ferromagnet.
Spin transfer torque switching and microwave-assisted mag-
netization reversal are promising candidates as new methods
for the magnetization switching. The spin transfer torque, or
simply spin torque, is exerted on the magnetization by applying
an electric current directly to a ferromagnetic multilayer
consisting of a free and pinned layers [2–4]. The typical
value of the switching current by the spin torque is on
the order of 106–107 A/cm2 [5–19]. On the other hand, in
microwave-assisted magnetization reversal, microwaves with
frequencies on the order of the ferromagnetic resonance (FMR)
frequency efficiently supply energy to the ferromagnet, and
reduce the direct field for switching. Typically, the switching
field is reduced by less than half of the anisotropy field [20–36].

The proposal of spin torque [2–4] drastically changed
the theoretical view of magnetization switching from the
switching due to a magnetic field. Let us assume that the
magnetization dynamics can be described by the macrospin
model. Then, the magnetization dynamics is regarded as a
motion of a point particle in a potential having two energy
minima. When a direct magnetic field is applied to the
ferromagnet, the Zeeman energy modifies the shape of the
potential. For a field magnitude larger than HK, the number of
the minima is reduced to one; i.e., the potential has only one
stable state. Then, the system finally moves to the stable state

due to damping. This is the switching mechanism due to the
magnetic field. On the other hand, the shape of the potential
is unchanged in the spin torque switching. The spin torque
competes with the damping torque. For a sufficiently large
current, the spin torque overcomes the damping torque, and
then the magnetization switches its direction by climbing up
the potential landscape.

The microwave-assisted magnetization reversal provides
an interesting theoretical example of the switching. It is
convenient for understanding the switching mechanism to
introduce a rotating frame [37]. In this frame, the effect of the
microwave is converted to an additional direct field pointing
in the reversed direction. The additional field energetically
stabilizes the switched state, and reduces the switching field.
In this sense, the switching mechanism is similar to that
due to a direct field. Simultaneously however, the microwave
provides a torque preventing the switching [38]. Similarly to
the spin torque, the direction of this torque is expressed by
a triple vector product. Therefore, both the direct field effect
and spin-torque-like effect coexist in the microwave-assisted
magnetization reversal. Note however that the former assists
the switching while the latter does not. Because of the
competition between these two effects, the switching field in
microwave-assisted magnetization reversal has a minimum at
a certain microwave frequency; see Ref. [38] and Appendix D.

The spin torque switching has recently faced an unavoidable
contradiction. It is desirable from the viewpoints of both
fundamental and practical studies to reduce the spin torque
switching current and enhance the thermal stability of the
free layer simultaneously. Since the switching current is pro-
portional to the anisotropy field HK [8,39–42], the reduction
of the switching current can be achieved by using materials
having relatively low HK. However, using low-HK material
leads to small thermal stability �0 = MHKV/(2kBT ), where
M , V , and T are the saturation magnetization, volume of
the free layer, and temperature, respectively. Therefore, the
reduction of the switching current and enhancement of the
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thermal stability is a trade-off problem. Here, note that the
above discussion on microwave-assisted magnetization rever-
sal provides a possibility to solve the problem. Let us consider
the spin torque switching assisted by microwaves. We may find
conditions of the microwave frequency to reduce the switching
current, as in the case of the switching field in the microwave-
assisted magnetization reversal. If the switching current is
reduced under certain conditions, the method will be useful to
satisfy both high thermal stability and low switching current
simultaneously; i.e., the high thermal stability is guaranteed
by using high-HK material while the switching current can be
reduced by applying microwaves. Numerical simulations have
implied such a possibility [43,44]. However, the switching
mechanism, as well as the theoretical conditions to reduce the
switching current, has not been fully understood yet.

In this paper, we propose a theoretical model of a magne-
tization switching by current and microwaves. The electric
current gives the spin torque on the magnetization, while
the circularly polarized microwave induces the oscillation
similarly to the case of the microwave-assisted magnetization
reversal. Numerical simulation of the Landau-Lifshitz-Gilbert
(LLG) equation reveals that the switching current for a certain
microwave frequency is significantly reduced compared with
the switching caused solely by the electric current. In fact, the
switching current can become even zero when the microwave
frequency is optimized and the amplitude of the microwaves
becomes relatively high. Let us call the microwave frequency
corresponding to the minimized switching currents the op-
timized frequency. To identify the optimized frequency, we
develop a theory of the switching from the LLG equation aver-
aged over a constant energy curve. It is found that the switching
current should be classified into four regions, depending on the
values of the microwave frequencies. Based on this analysis,
we derive analytical formulas of the optimized frequency
and the minimized switching current. It is found that the
optimized frequency is smaller than the FMR frequency. Both
the optimized frequency and the minimized switching current
decrease with increasing the amplitude of the microwave field.
The results indicate a possibility to simultaneously satisfy
the requirements of high thermal stability and low switching
current; i.e., using high-HK material guarantees high thermal
stability while the application of microwaves reduces the
switching current.

The paper is organized as follows. In Sec. II, we study the
dependence of switching current on microwave frequencies
by numerical simulation. It is found that the switching current
is significantly reduced for a certain microwave frequency. In
Sec. III, we develop an analytical theory to explain the relation
between the switching current and microwave frequency. The
averaging method of the LLG equation over a constant energy
curve is used to define the switching current analytically. The
analytical solutions of an optimum frequency to reduce the
switching current and minimized switching current are derived
in Sec. IV. The conclusion is summarized in Sec. V.

II. NUMERICAL SIMULATION

A. LLG equation

The system we consider is schematically shown in Fig. 1.
A ferromagnetic multilayer consists of the free and pinned
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FIG. 1. Schematic view of the system. The unit vectors pointing
in the magnetization direction of the free and pinned layer are denoted
as m and p, respectively.

layers separated by a nonmagnetic spacer. We assume that
the magnetization dynamics in the free layer is described
by the macrospin model. The unit vectors pointing in the
magnetization direction of the free and pinned layers are
denoted as m and p, respectively. We assume that both the
free and pinned layers are perpendicularly magnetized, and
p = ez. The current directly flowing in the multilayer gives
the spin torque on the magnetization m, where the positive
current corresponds to the electrons flowing from the free to
pinned layer. A circularly polarized microwave with a constant
frequency f is applied to the free layer. The magnetization
dynamics in the free layer is described by the LLG equation
given by

dm
dt

= −γ m × H − γHsm × (p × m) + αm × dm
dt

, (1)

where γ and α are the gyromagnetic ratio and the Gilbert
damping constant, respectively. The magnetic field, H, acting
on the free layer consists of the uniaxial anisotropy field along
the z axis and the circularly polarized microwave field rotating
in the xy plane. The explicit form of the magnetic field is
given by

H =

⎛
⎜⎝

Hac cos 2πf t

Hac sin 2πf t

HKmz

⎞
⎟⎠, (2)

where Hac and HK are the magnitude of the microwave field
and the uniaxial anisotropy field, respectively. Note that the
magnetic field is related to the magnetic energy density E via

E = −M

∫
dm · H

= −MHac[mx cos(2πf t) + my sin(2πf t)] − MHK

2
m2

z.

(3)

The magnetization dynamics can be regarded as a motion of
a point particle in an energy landscape of E, as mentioned
above. Since the magnetic field H explicitly depends on
time, the energy landscape of E also changes in time. For
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analytical theory, it is convenient to introduce a rotating frame,
as discussed in Sec. III A, where the energy landscape is
independent of time. The ferromagnet has two stable states,
m = ±ez, in the absence of the microwaves. The first term
on the right-hand side of Eq. (1) induces a precession of
the magnetization around the magnetic field. The precession
direction is a counterclockwise (clockwise) rotation when
the initial state of the magnetization is m = +(−)ez. On
the other hand, the rotation direction of the microwave
field is counterclockwise (clockwise) for positive (negative)
frequency f . The spin torque strength Hs is given by

Hs = �ηj

2eMd
, (4)

where η, j , and d are the spin polarization of the current,
the current density, and the thickness of the free layer,
respectively. In the following, we use the following parameter
values obtained from typical experiments on spin torque
switching and microwave-assisted magnetization reversal:
M = 1000 emu/c.c., HK = 7.5 kOe, Hac = 450 Oe, γ =
1.764 × 107 rad/(Oe s), α = 0.01, η = 0.6, and d = 2 nm.
Note that the FMR frequency of the free layer is fFMR =
γHK/(2π ) � 21 GHz.

B. Numerically evaluated switching current

We estimate the switching current by solving Eq. (1) numer-
ically. In our simulation, the initial state of the magnetization is
chosen as m(0) = +ez, for convention. The switching current
is defined as a minimum current necessary for satisfying
mz(tmax) < −0.9, where the current and microwaves are
applied from t = 0 to t = tmax. Note that the switching current
with this definition depends on the value of tmax. The switching
current becomes large for a short tmax because a large spin
torque is necessary to achieve a fast switching. The switching
current decreases with increasing tmax, and saturates to a
certain value. We numerically confirmed that tmax = 100 ns is
sufficient to obtain the saturated lowest value of the switching
current using our parameters. Therefore, tmax = 100 ns is
adopted in the following simulation.

Figure 2 shows the dependence of the switching current
on the microwave frequency f . Starting from a low value of
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FIG. 2. Numerically evaluated switching current as a function of
microwave frequency.

f , the switching current decreases with the increase of the
frequency. Around f ∼ 15–16 GHz, the switching current
discontinuously drops to the lowest value. The optimized
frequency in our parameters is 15.3 GHz, at which the
switching current is about 3.3 × 106 A/cm2 (see also Fig. 11
below). Above that, the switching current increases with the
increase of the frequency.

C. Discussion

We note that the switching currents shown in Fig. 2 in the
limits of f → 0 and f → ∞ saturate to the critical current
derived for the switching caused solely by the spin torque,

jc = 2αeMd

�η
HK, (5)

which is 7.6 × 106 A/cm2 for our parameters. On the other
hand, the switching current is about 3.3 × 106 A/cm2 at
the optimized frequency, as mentioned above. Therefore, the
switching current is reduced by less than half of Eq. (5)
by applying the microwaves. This fact indicates that the
proposed switching model will be useful to realize high
thermal stability and low switching current simultaneously in
spin torque switching; i.e., using high-HK material guarantees
the high thermal stability, while applying microwaves reduces
the switching current [45].

One might be interested in an experimental situation to
test the above numerical result. A candidate is to put a
ferromagnetic multilayer consisting of a giant magnetore-
sistance (GMR) or magnetic tunnel junction (MTJ) device
on a coplanar waveguide. Another candidate is a GMR/MTJ
device directly connected to a spin torque oscillator (STO).
Such system was recently realized in experiment [46]. In the
system, an electric current injected directly into the multilayer
excites spin torque on the magnetization in the free layer of
the GMR/MTJ device. Simultaneously, the current induces a
self-oscillation in the STO. Then, the STO emits a dipole field
to the free layer, which plays a similar role to microwaves.
Therefore, it will be possible to test the present proposal
experimentally. In such system, the microwave frequency
becomes time dependent because the microwave originates
from the dynamic coupling between the free layer and the STO
through the dipole interaction. The magnetization dynamics by
microwaves having time-dependent frequency is an attractive
topic in the field of microwave-assisted magnetization reversal
[24,31–36]. For simplicity, however, we focus on a constant
frequency only in this paper.

Another candidate to satisfy high thermal stability and
low switching current simultaneously is voltage control of
magnetic anisotropy [47–59]. Reduction of the perpendicular
anisotropy, HK, by the electric field results in the reduction
of the switching current. A combination of the spin torque
effect and the voltage control of the magnetic anisotropy will
be another interesting subject for future magnetic recording
applications.

An important question in the present results is to identify
the relation between the optimized frequency, the minimized
switching current, and material parameters. In the next section,
we show a detailed analysis of the magnetization switching to
answer this question.
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III. ANALYTICAL THEORY

The purpose of this section is to clarify the relation between
the optimized frequency, the minimized switching current, and
the material parameters. To this end, we develop an analytical
approach to explain the relation between the microwave
frequency and the switching current.

A. Transfer to rotating frame

To develop an analytical theory, it is convenient to transfer
from the laboratory frame to a rotating frame x ′y ′z′, in which
the z′ axis is parallel to the z axis and the x ′ axis is always
pointing to the direction of the rotating field. The LLG equation
in the rotating frame is given by [37]

dm′

dt
= −γ m′ × B − (γHs − α2πf )m′ × (ez′ × m′)

−αγ m′ × (m′ × B), (6)

where m′ = (mx ′ ,my ′ ,mz′ ) is the unit vector pointing in the
direction of the magnetization in the rotating frame. We neglect
higher order terms of α because the Gilbert damping constant
is small (α � 1) in typical ferromagnets [60]. The magnetic
field in the rotating frame is given by

B =
⎛
⎝ Hac

0
−(2πf/γ ) + HKmz′

⎞
⎠. (7)

As in the case of the laboratory frame, we define the energy
density in the rotating frame as

E = −M

∫
dm′ · B

= −MHacmx ′ + M
2πf

γ
mz′ − MHK

2
m2

z′ . (8)

The first term on the right-hand side of Eq. (8) is the Zeeman
energy with the microwave field Hac, which points to the
positive x ′ direction in the rotating frame. The second term
indicates that a magnetic field, (2πf/γ ), pointing in the
negative (positive) z′ direction appears in the rotating frame
for positive (negative) microwave frequency, as pointed out
in Ref. [37]. This field makes the switched state energetically

stable when the magnetization and microwaves rotate in the
same direction. The last term is the uniaxial anisotropy energy.

Contrary to the laboratory frame, where the energy density
is given by Eq. (3), Eq. (8) does not explicitly depend on
time. Therefore, the magnetization dynamics can be regarded
as a motion of a point particle in a fixed landscape. This is
an advantage to use the rotating frame. We emphasize that
high symmetry of the present model along the z axis enables
us to use the frame. For example, if the cross section of the
free layer is elliptic or the microwaves are linearly polarized
[43,44], we cannot introduce such a frame. While the scope of
this paper is the magnetization switching of a perpendicular
ferromagnet, excitation of the periodic or quasiperiodic mode
in a spin torque oscillator by microwaves was studied by using
the rotating frame [61,62].

Figure 3(a) shows an example of the potential E for
f = 10 GHz, where two angles, θ and ϕ, are defined
as θ = cos−1 mz′ and ϕ = tan−1(mx ′/my ′ ), respectively. The
magnetization dynamics can be regarded as a motion of a
point particle in such energy landscape. Although the zenith
angle is usually defined in the range of 0◦ � θ � 180◦, it
is convenient to use the range of −180◦ � θ � 180◦ in this
figure because it clarifies the location of the maximum point
of E . The potential E is symmetric with respect to the x ′z′
plane at which ϕ = 0, and the energetically stable states,
saddle point, and unstable state exist in this plane. Therefore,
in the following, we frequently use the cross section of the
energy landscape along the line ϕ = 0. Figure 3(b) is an
example of such figure; i.e., it is E along the line ϕ = 0 in
Fig. 3(a). The symbols i, m, d, u, and s mean the initial state,
metastable state, saddle point, maximum (unstable) point, and
stable (switched) state, respectively. Since the microwave field,
Hac, points to the positive x ′ direction in the rotating frame,
the metastable and stable states locate in the region mx ′ > 0,
while the maximum point appears in the region mx ′ < 0. Note
that the initial state, θ (t = 0) = 0, has higher energy than the
metastable state. This is because the Zeeman energy with the
microwave field in Eq. (8), which appears from t = 0, modifies
the energy landscapes between t < 0 and t > 0; i.e., before the
application of the microwaves (t < 0), the perpendicular state,
θ = 0, is stable, while after turning off the microwaves from
t = 0, the stable state shifts to a position of mx ′ > 0.
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FIG. 3. (a) An example of the energy landscape of E with f = 10 GHz. The angles θ and ϕ are defined as θ = cos−1 mz′ and ϕ =
tan−1(mx′/my′ ), respectively. The value of E is normalized by MHK. (b) The potential E along the line ϕ = 0. The symbols i, m, d, u, and s
mean the initial state, metastable state, saddle point, maximum (unstable) point, and stable (switched) state, respectively.
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B. Competition between spin torque and microwaves

As mentioned above, the effect of microwaves on the
magnetization dynamics in the rotating frame is to add an
additional field, (2πf/γ ), along the z′ axis. Note that the
microwaves give another term given by α2πf m′ × (ez′ × m′)
in Eq. (6). The fact that the direction of this torque is
expressed by a triple vector product, similarly to the spin
torque, indicates that the mathematical analysis for spin-
torque-driven magnetization dynamics can be applied to the
analysis of microwave-assisted magnetization reversal or vice
versa [37,38,63]. It should be emphasized that this torque
moves the magnetization to the initial equilibrium state when
the microwaves rotate in the same direction with the mag-
netization precession; i.e., it prevents the switching. This
is because the precession is stabilized by such microwaves,
and therefore, the magnetization stays near the equilibrium
state. As discussed in Ref. [38], because of this term, a
finite magnetic field is necessary for microwave-assisted
magnetization reversal even when the potential E has only
one minimum. The term plays a similar role in the present
model, as will be mentioned in Sec. III C. One might consider
that the microwaves rotating in the opposite direction to the
precession assist the switching because the spin-torque-like
term by such microwaves points to the switched state. Usually,
such microwaves are inefficient for switching because the
switched state becomes energetically unstable. It was recently
shown, however, that such microwaves result in the switching
when the frequency depends on time [64].

We emphasize that the application of microwaves is useful
to reduce the switching current, even though the spin-torque-
like term prevents the switching because the switching current
becomes less than half of Eq. (5), as shown in Fig. 2. Moreover,
in Fig. 12 below, we show that the switching current can be
zero with the optimized frequency when the amplitude of the
microwaves becomes relatively high.

C. Classification of switching current

As analyzed in the following discussion, it is necessary
to classify the switching current into four regions, depending
on the microwave frequencies. This is because the microwave
in the rotating frame gives a field along the z direction, as
can be seen in Eq. (8), and changes the shape of the energy
landscape of E . Figure 4(a) illustrates this classification. Here,
we summarize the relation between the microwave frequency
and the shape of the energy landscape in each region.

Region 1. This region is defined by the microwave fre-
quency less than the optimized frequency. Figure 4(b) shows
a typical energy landscape in region 1. The energy landscape
has a saddle point, and the initial state of the magnetization is
energetically lower than the saddle point.

Region 2. This region is defined by the microwave fre-
quency around f ∼ 16 GHz. A typical energy landscape in
region 2 is shown in Fig. 4(c). The energy landscape has a
saddle point, and the magnetization initially locates in higher
energetic state than the saddle point.

Region 3. This region is defined by the microwave fre-
quency of 17 � f � 21 GHz. As shown in Fig. 4(d), the
energy landscape does not have a saddle point. Instead, there
is a point corresponding to an energetic condition E = E ∗, at

which the second derivative of E becomes zero. The reason
why a finite current is necessary to switch the magnetization,
in spite of the fact that the potential barrier has only one
minimum, is that the second term on the right-hand side of
Eq. (6), α2πf m′ × (ez′ × m′), prevents the switching, as in
the case of microwave-assisted magnetization reversal [38].

Region 4. This region is defined by the microwave fre-
quency of f � 22 GHz. The gradient of E becomes monotonic
from the unstable to the stable state. We note that such change
of the potential shape between region 3 and region 4 occurs at
the FMR frequency, fFMR = γHK/(2π ).

D. Balance current

The switching occurs as a result of the competition between
the spin and damping torques, which correspond to the second
and third terms on the right-hand side of Eq. (6). Therefore,
it is useful to define the balance current at which the damping
torque balances with the spin torque. Since the spin and
damping torques are balanced, the magnetization dynamics is
mainly determined by the field torque, −γ m′ × B in Eq. (6).
Thus, the magnetization precesses many time during the
switching, as shown below. Note that the precession occurs
on a constant energy curve of the energy landscape of E
because the field torque conserves the energy. Thus, strictly
speaking, the balance current is defined from the spin and
damping torques averaged over a precession trajectory on
a constant energy curve of E . The physical picture of the
balance current is schematically shown in Fig. 5. In Fig. 5(a),
the magnetization shows a steady precession in real space.
The current j is equal to the value of a balance current
j (E ). This precession corresponds to a rotating motion of
a point particle on a constant energy curve of E , as shown in
Fig. 5(b), where the spin torque cancels the damping torque.
The balance current, or the LLG equation averaged over a
constant energy curve, has been used to derive theoretical
conditions of spin torque switching, spin-torque-induced self-
oscillation, thermally activated magnetization switching, and
microwave-assisted magnetization reversal [37,38,63,65–82].

The balance current is estimated by the following equation,∮
dt

dE

dt
= 0, (9)

where the integral range is over one precession period on a
constant energy curve of E . According to Eqs. (7) and (8),
Eq. (9) can be rewritten as

Ws(E ) + Wα(E ) = 0, (10)

where Ws and Wα are given by

Ws =
∮

dtM(γHs − α2πf )[B · ez′ − (m′ · ez′ )(m′ · B)],

(11)

Wα = −
∮

dtαγM[B2 − (m′ · B)2]. (12)

Equation (11) is the change of energy during a precession on
a constant energy curve of E due to the second term on the
right-hand side of Eq. (6). This term can be either positive or
negative, depending on the parameters such as f and j . On
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the other hand, Eq. (12) is the dissipation due to damping, and
is always negative because this term arises from the damping
torque in Eq. (6). From Eq. (10), the balance current j (E ) is
expressed as

j (E ) = 2αeMd

�η

{
2πf

γ
+

∮
dt[B2 − (m′ · B)2]∮

dt[B · ez′ − (m′ · ez′ )(m′ · B)]

}
.

(13)
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FIG. 5. (a) Schematic representation of a steady precession of the
magnetization in the rotating frame and (b) corresponding trajectory
displayed on the energy landscape.

As mentioned above and shown in Fig. 5(b), when the
current j equals a value j (E ), the magnetization precesses on a
constant energy curve of E because the spin torque cancels the
damping torque, and therefore, only the field torque, −γ m′ ×
B, exciting the precession remains finite. On the other hand,
when the current j is larger than any values of j (E ), the
magnetization cannot stay on any constant energy curves of
E , and moves along the gradient of the energy landscape to the
switched state. Thus, the switching current, jsw, can be defined
from the balance current as

jsw = max[j (E )]. (14)

The range of E in Eq. (14) should be discussed for each region,
as shown below. The use of the balance current to estimate the
switching current is applicable for small damping (α � 1) due
to the following reason. The derivation of j (E ) assumes that
the averaged work done by spin torque and dissipation due
to damping during a precession on a constant energy curve
balance each other. At each point on the constant energy
curve however, the magnitudes of the spin torque and the
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damping torque are not equal because these torques have
different angular dependencies. For a large α, a shift from
the constant energy curve at a certain point becomes large, and
the magnetization cannot return to the constant energy curve
during a precession. Then, the assumption in the averaged LLG
equation does not stand, and the balance current is no longer
applicable to estimate the switching current. The appropriate
range of value α can be, in principle, estimated by comparing
the energy change during a precession and the energy differ-
ence between the minimum (initial) and maximum (or saddle)
point [76].

We note that the balance current and the critical current, jc,
in spin torque switching relate via jc = limE →Emin,f →0 j (E );
i.e., the critical current jc corresponds to the balance current
at the minimum energy state. The critical current has been
estimated from the linearized LLG equation as done in,
for example, Ref. [8]. Although the critical current is often
regarded as the switching current in spin torque switching, jc

does not equal the switching current in the present system
due to the following reasons. First, the initial state of the
magnetization in the present system is a higher energy state
than Emin. This is because microwaves applied from t = 0
change the shape of the energy landscape for t � 0, and
therefore, the initial state, m(0) = +ez, is no longer a minimum
energy state for t � 0, as mentioned above. Thus, an instability
of the initial state does not relate to jc in the present case.
Second, the magnitude of jc is sometimes smaller than that of
j (E ) (E > Emin). In such case, jc does not satisfy Eq. (14),
and therefore, cannot be regarded as a switching current. An
example can be found in Sec. III G below. We emphasize
that the instability of the equilibrium state does not guarantee
the switching, and therefore, the critical current jc and the
switching current are not necessarily same.

The definition of the switching current, Eq. (14), with
Eq. (13) is based on the assumption that the work done by
spin torque during a precession on a constant energy curve,
Eq. (11), is finite. This assumption is valid in the present case.
The switching current is proportional to the damping constant
because the switching occurs as a result of the competition
between the spin and damping torques. On the other hand,
there are other spin torque switching problems where Eq. (14)
cannot be used to evaluate the switching current. An example
is the spin torque switching by spin Hall effect excited by a
direct current [83–86] with a direct magnetic field applied
in the direction of the electric current. In this case, the
averaged LLG equation is no longer applicable to estimate
the switching current because the averaged work done by spin
torque becomes zero, and therefore, a steady precession on
a constant energy curve cannot be excited. The switching in
this case occurs as a result of the competition between the
precession and spin torques, and thus, the switching current
becomes independent of the damping constant [87,88].

It is preferable to derive analytical formulas of the balance
current j (E ), which will be helpful to explicitly apprehend the
relation between the material parameters and the switching
current. To derive the explicit form of j (E ), the analytical
formulas of Ws and Wα should be derived. In principle, Ws and
Wα are obtained by substituting the solution of m′ precessing
on a constant energy curve of E into the integrands; i.e.,
the solution of dm′/dt = −γ m′ × B is necessary. However,

the equation dm′/dt = −γ m′ × B is usually a nonlinear
equation for two variables, and therefore, it is difficult to
obtain the solution of m′. Several works, nevertheless, have
derived the analytical formulas of j (E ) in the other systems
[65,69,71,75–77,79–82]. For example, Ref. [76] derived the
analytical formulas of Ws and Wα in a ferromagnetic multi-
layer, in which both the free and pinned layers are in-plane
magnetized. Reference [79] derived Ws and Wα of a spin
torque oscillator consisting of a perpendicularly magnetized
free layer and an in-plane magnetized pinned layer. These
analytical results can be obtained because the system has high
symmetry. Unfortunately however, it is difficult to derive the
analytical formula of Eq. (13) in the present system for general
E . Both Hac and (2πf/γ ) terms in Eq. (8) act as external
magnetic fields along the x ′ and z′ directions, respectively.
Then, the total external field points to a tilted direction in
the x ′z′ plane, and breaks the symmetry along the z′ axis.
Therefore, the solution of dm′/dt = −γ m′ × B, as well as
the analytical formulas of Ws and Wα for an arbitrary E , can
be hardly obtained. Therefore, j (E ) in the present work was
evaluated numerically [38] in most cases; see Appendix A. It
might be however possible to calculate j (E ) analytically in a
particular case; see Appendix B.

E. Region 1

Here, we discuss the switching current in region 1.
Figures 6(a) and 6(b) show typical magnetization dynamics
near the switching current. The microwave frequency is f =
10 GHz, and the current is (a) 7.50 and (b) 7.51 × 106 A/cm2.
As shown, the magnetization precesses many times during the
switching. This fact guarantees the above assumption to define
the balance current. Now, let us consider the relation between
the balance current and the switching current.

Figure 6(c) schematically shows the energy landscape
for f = 10 GHz. The range of E shown in this figure is
Emin < E < Esaddle, where Emin and Esaddle are the values of
E at the metastable state and the saddle point, respectively. As
emphasized above, because of the presence of the microwave
field Hac along the x ′ direction, the metastable state shifts
from the z′ axis with the angle θ � 6.6◦. Remember that the
initial state, m(0) = +ez or equivalently θ = 0, is energetically
higher than the metastable state; i.e., the energy density at the
initial state, Einitial = E (m = +ez), is larger than Emin. Note
also that the initial state is located at a lower energy state
than the saddle point, and therefore, the magnetization must
overcome the saddle point to switch its direction.

Figure 6(d) shows the dependence of the balance current
j (E ) on the energy density E . The left and right ends
of j (E ) correspond to j (Emin) and j (Esaddle), respectively,
while j (Einitial) is located in between them. As shown, j (E )
monotonically decreases with increasing E . The physical
meaning of Fig. 6(d) is as follows. Starting from zero current,
when the current value is less than j (Einitial), the damping
overcomes the spin torque, and the magnetization relaxes to the
metastable state. When the current reaches j (Einitial), the spin
torque just cancels the damping torque, and the magnetization
precesses on the constant energy curve including the initial
state. For a current larger than j (Einitial), the spin torque
overcomes the damping torque, and thus, the magnetization
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FIG. 6. Typical magnetization dynamics in region 1 near the switching current. The microwave frequency is 10 GHz, while the current density
is (a) 7.50 and (b) 7.51 × 106 A/cm2. (c) The energy landscape near the initial state and the saddle point. (d) The relation between the energy
E and the balance current j (E ) from the metastable state to the saddle point. The horizontal axis is normalized as (E − Emin)/(Esaddle − Emin),
where Emin and Esaddle are the values of E at the metastable state and the saddle point, respectively.

moves from the initial state to a higher energy state, E > Einitial.
According to Fig. 6(d), the key point for the initiation of
the magnetization movement toward a higher energy state
is to have j (Einitial) larger than j (E ) at a higher energy
state. Then, the spin torque and the damping torque do not
balance on any constant energy curve of E (>Einitial), and the
magnetization overcomes the saddle point by climbing up the
energy landscape. Therefore, the switching current in this case
is given by

jsw = j (Einitial), (15)

according to Eq. (14). The switching current estimated from
Eq. (15) is 7.50 × 106 A/cm2, showing a good agreement
with the numerical result. Note that both the damping torque
[−αγ m′ × (m′ × B)] and the torque due to microwaves
[α2πf m′ × (ez′ × m′)] in Eq. (6) prevent the switching. The
spin torque should overcome these torques to switch the
magnetization. Therefore, the switching current is relatively
large in this region.

F. Region 2

The switching current in region 2 is estimated as follows.
Figures 7(a) and 7(b) show the magnetization dynamics at
f = 16 GHz, where the current densities are (a) 3.58 and
(b) 3.59 × 106 A/cm2, respectively. Contrary to the case of
region 1 shown in Fig. 6(a), the trajectory of the magnetization
shows a relatively large amplitude precession around the z′

axis. Figure 7(c) schematically shows such precession on
the energy landscape of E . Remember that the initial state
of the magnetization in region 2 is located at a higher energy
state than the saddle point. Thus, the precession trajectory in
the energy landscape goes around the mountain of the potential
around the unstable state. This phenomenon is contrary to the
case of region 1 in which the precession trajectory is inside the
valley of the potential around the metastable state.

The calculation of the balance current requires an attention
in this case. For example, let us consider the calculation
of j (Esaddle). As shown in Fig. 7(c), there are three angles,
θ � −70.7◦, 9.8◦, and 30.5◦, having the same energy with
Esaddle, where θ � 30.5◦ corresponds to the real saddle point.
To calculate Eq. (13), the precession period of the precession
between θ � −70.7◦ and 30.5◦ should be chosen as the
boundaries of the integrals because a curve connecting these
points corresponds to the precession trajectory shown in
Fig. 7(a).

Two balance currents characterize this system. The first
one is the balance current including the initial state, j (Einitial),
and the second one is the balance current including the saddle
point, j (Esaddle), where both precession trajectories are shown
in Fig. 7(c). The evaluated values of j (Einitial) and j (Esaddle)
are 3.23 and 3.55 × 106 A/cm2, respectively. This means
that, when a current larger than j (Einitial) and smaller than
j (Esaddle) is applied, the initial state is destabilized. Then,
the magnetization starts to move from the initial state to
the saddle point along the gradient of the energy landscape
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f = 16 GHz. (c) The energy landscape of E for f = 16 GHz. The
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in Fig. 7(c). However, the magnetization cannot switch its
direction because such current is still insufficient to cross the
saddle point. On the other hand, when the current is larger
than j (Esaddle), the magnetization can cross the saddle point,
and switch its direction. Therefore, the switching current in
the region 2 is related to the balance current via

jsw = j (Esaddle). (16)

When the magnetization is on the constant energy curve of
Esaddle in Fig. 7(c), both the spin and damping torques point
to the switched state, while the torque due to microwaves

[α2πf m′ × (ez′ × m′)] in Eq. (6) still prevents the switching.
Therefore, the switching current becomes relatively small
compared with the case in region 1.

G. Region 3

Here, let us discuss the switching in region 3. Figures 8(a)
and 8(b) show typical magnetization dynamics around the
switching current, where f = 17 GHz. Similarly to the case
of region 2, the trajectory saturates to a certain orbit when
the current is slightly smaller than the switching current, as
shown in Fig. 8(a). However, let us remind the reader that the
energy landscape of E in region 3 does not have a saddle point,
contrary to the case of region 2. Figure 8(c) shows the energy
landscape of E for f = 17 GHz. We notice that, starting from
the initial state, θ = 0, to the switched state, the gradient of
E once decreases until θ � 21.6◦, and then increases again
above θ � 21.6◦. In other words, the potential E has a point
θ∗ at which ∂2E /∂θ2|(θ,ϕ)=(θ∗,0) = 0. We denote the value of
E corresponding to (θ,ϕ) = (θ∗,0), as E ∗.

Figure 8(d) shows the dependence of the balance current
on the energy E . The minimum energy corresponds to the
stable (switched) state (θ � 180◦), while the maximum energy
corresponds to the unstable state located near θ � −42.2◦
in Fig. 8(c). Although the potential has only one minimum,
a finite current is necessary to switch the magnetization
because the second term on the right-hand side of Eq. (6),
α2πf m′ × (ez′ × m′), prevents the switching, as in the case
of microwave-assisted magnetization reversal [38]. The sign of
j (E ) changes with decreasing the energy because the direction
of the damping torque changes for mz′ � 0 and mz′ � 0.

We find that the balance current j (E ) in Emin < E < Emax

has a maximum at E = E ∗, as shown in Fig. 8(d). The
physical meaning of this result is as follows. Starting from
zero current, when the current becomes slightly larger than
j (Einitial), the magnetization is destabilized by the spin torque;
i.e., the spin torque overcomes the damping torque. Then, the
magnetization starts to move in the direction of the switched
state. When the current is larger than j (Einitial) and smaller
than j (E ∗), the magnetization shows a steady precession on
a constant energy curve corresponding to an energy between
Einitial and E ∗. On the other hand, when the current becomes
larger than j (E ∗), the spin torque does not balance with the
damping torque on any constant energy curve of E . Therefore,
the magnetization abandons the steady precession, and instead,
moves to the switched state. Therefore, the switching current
in region 3 is given by

jsw = j (E ∗). (17)

The numerically evaluated value of Eq. (17) is 3.95 ×
106 A/cm2, showing a good agreement with the results in
Figs. 8(a) and 8(b).

H. Region 4

The switching current in region 4 is estimated as follows.
Figures 9(a) and 9(b) show typical magnetization dynam-
ics, where the microwave frequency is f = 25 GHz. The
magnetization precesses many times during the switching,
guaranteeing the validity to use the balance current to estimate
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FIG. 8. Typical magnetization dynamics in region 3 near the switching current. The microwave frequency is 17 GHz, while the current
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are the values of E at the stable state and the unstable point, respectively.

the switching current. The energy landscape of E in this region
has only one stable state, and the gradient of E becomes
monotonic from the initial state to the stable state, as shown in
Fig. 9(c). A typical dependence of the balance current on E is
shown in Fig. 9(d). As shown, j (E ) decreases with decreasing
E . This means that, once the initial state is destabilized, the
spin torque does not balance with the damping torque, and
moves to the switched state. Therefore, according to Eq. (14),
the switching current in region 4 is given by

jsw = j (Einitial). (18)

The evaluated value of Eq. (18) for f = 25 GHz is 6.82 ×
106 A/cm2, which is in good agreement with the numerical
simulation shown in Figs. 9(a) and 9(b).

I. Summary of analyses

In Fig. 10, we summarize the comparison of the switching
currents obtained from the numerical simulation of Eq. (1)
(solid line) and those estimated from Eqs. (15)–(18). As
shown, the theoretical formulas, Eqs. (15)–(18), show good
agreement with the numerical results, indicating the validity
of our analysis.

The above analyses of the switching currents for the
four regions reveal the reason why the switching current
is minimized at a certain frequency. When the microwave
frequency is low (region 1), the magnetization initially stays
a lower energetic state than the saddle point. The switching
current is relatively large because the spin torque should

bring the magnetization to the saddle point by overcoming
the damping torque and the torque due to the microwaves,
α2πf m × (ez′ × m) in Eq. (6). On the other hand, when
the microwave frequency becomes close to the optimized
frequency (region 2), the magnetization initially locates at
a higher energetic state than the saddle point. In this case,
when the magnetization comes to a large-amplitude trajectory
as shown in Fig. 7(a), the spin and damping torques move
the magnetization to the switched state, although the torque
due to the microwaves still prevents the switching. Therefore,
the switching current becomes suddenly low in region 2.
The torque due to the microwaves preventing the reversal
becomes large with increasing the frequency because the
magnitude of this torque is proportional to the microwave
frequency. Therefore, the switching current increases with
increasing the frequency in regions 3 and 4, even though the
potential E has only one minimum. Regarding the derivations
of Eqs. (15)–(18), the present results depend on the choice of
the initial state. The theoretical approach based on the balance
current, however, will be applicable even when a different
initial state is chosen.

IV. OPTIMIZED FREQUENCY AND MINIMIZED
SWITCHING CURRENT

In this section, we discuss the relation between the
optimized frequency, the minimized switching current, and
the physical parameters. The switching current is minimized
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around the boundary between region 1 and region 2. Remem-
ber that the definition of region 1 was that the initial state
of the magnetization is located at a lower energy state than
the saddle point. Therefore, the frequency determining the
boundary between region 1 and region 2 can be found by the
relation that the energies of the initial state and the saddle point
are the same. Such frequency, fb, can be estimated from the
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FIG. 10. Relation between the microwave frequency and the
switching current. The solid line is obtained from the numerical
simulation of the LLG equation, Eq. (1), while the dots are obtained
by the balance currents, Eqs. (15)–(18).

following equations:

−Hac sin θi + 2πfb

γ
cos θi − HK

2
cos2 θi

= −Hac sin θd + 2πfb

γ
cos θd − HK

2
cos2 θd, (19)

−Hac cos θd − 2πfb

γ
sin θd + HK sin θd cos θd = 0, (20)

where θi and θd are the zenith angles θ corresponding to the
initial state and the saddle point, respectively. Equation (19)
expresses the relation that the energies at the initial state and
the saddle point are the same. Equation (20) implies that the
gradient of the energy is zero at the saddle point. Solving
Eqs. (19) and (20) with respect to fb and θd, we found that
the frequency determining the boundary between region 1 and
region 2 is given by

fb = γHK

2π

z(1 + z)

2

� γHK

2π

[
1 − 3

(
Hac

2HK

)2/3

+
(

Hac

2HK

)4/3

+ 1

3

(
Hac

2HK

)2

+ · · ·
]
. (21)
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FIG. 11. Magnetization dynamics at the optimized frequency, f = 15.3 GHz, where the current density is (a) 3.33 and (b) 3.34 × 106 A/cm2.

Here z = cos θd determined from Eqs. (19) and (20), or
equivalently θd, can be expressed in terms of Hac/HK as

z = 1 − 2

(
Hac

2HK

)2/3

− 2

3

(
Hac

2HK

)4/3

− 2

3

(
Hac

2HK

)2

+ · · · , (22)

or

θd = 2

(
Hac

2HK

)1/3

+ Hac

3HK
+ 28

45

(
Hac

2HK

)5/3

+ · · · . (23)

The higher order terms of Hac/HK are negligible for
Hac/HK � 1.

Strictly speaking, the optimized frequency belongs to
region 2. In fact, the magnetization dynamics at the optimized
frequency, f = 15.3 GHz, shown in Figs. 11(a) and 11(b),
are similar to Figs. 8(a) and 8(b). Therefore, the optimized
frequency is the frequency slightly larger than Eq. (21). We
note that the evaluated value of Eq. (21) is 15.2 GHz, which
shows good agreement with the optimized frequency, f =
15.3 GHz. We also note that this optimized frequency is smaller
than the FMR frequency, fFMR = γHK/(2π ) � 21 GHz. Note
that the position of the metastable state in Fig. 7(c) moves to
a large-θ region and the height of the saddle point becomes
relatively low for a large Hac/HK, which make it easy to set the
initial state higher than the saddle point by a slow microwave
frequency. Therefore, the optimized frequency decreases with
increasing Hac/HK.

The analytical solution of the minimized switching current
is also obtained in a similar way. The details of the calculation
are summarized in Appendix B. The result is

jmin
sw = 2αeMd

�η

(
2πfb

γ
+ HK

Nα

Ns

)
, (24)

where Ns and Nα are given by

Ns = −
√

1 − z2(1 − z)(1 − z2)

4

× [2(1 + 2z + 3z2) tan−1
√

1 + 2z + 3z
√

1 + 2z],

(25)

Nα =
√

1 − z2(1 − z)3

24

× [
√

1 + 2z(8 + 20z + 29z2 + 15z3)

+ 6z(5 + 13z + 13z2 + 5z3) tan−1
√

1 + 2z]. (26)

In the limit of the zero microwave (Hac → 0), we find that
fb → γHK/(2π ), Ns → 0, Nα → 0, and Nα/Ns → 0. Then,
Eq. (24) reproduces the switching current solely by spin torque,
Eq. (5). The evaluated value of Eq. (24) is 3.22 × 106 A/cm2,
showing a good agreement with the numerical result shown in
Fig. 11.

Notice here that both the optimized frequency, Eq. (21),
and the minimized switching current, Eq. (24), are functions
of Hac/HK. In other words, the ratio between the optimized
frequency and the FMR frequency, as well as that between the
minimized switching current and the switching current solely
by spin torque, depends on Hac/HK only. The above numerical
and analytical results were obtained from Hac = 450 Oe. In the
following, we compare these analytical results with numerical
results for various values of Hac to confirm the validities
of Eqs. (21) and (24). Figure 12(a) shows the numerically
evaluated switching currents as a function of the microwave
frequency for various Hac. The optimized frequency and the
minimized switching current obtained from these results are
summarized by triangles in Figs. 12(b) and 12(c), respectively.
In these figures, we also show analytical results obtained
from Eqs. (21) and (24) by solid lines. The numerical and
analytical results show good agreement in Fig. 12(b). A good
agreement between the numerical and analytical results is also
obtained for the minimized switching current, as shown in
Fig. 12(c). These results guarantee the validity of Eqs. (21) and
(24). Both the optimized frequency and minimized switching
current are decreasing functions of Hac/HK. Note that the
analytical current, Eq. (24), is zero near Hac � 1100 Oe
(Hac/HK � 0.15), and becomes negative for Hac > 1100 Oe.
In our definition, the negative current means that the spin
torque prevents the switching from m(0) = +ez. Since Eq. (24)
is obtained from the balance current, this result implies that
the spin torque is unnecessary to switch the magnetization for
Hac > 1100 Oe. In fact, the numerically evaluated minimized
switching current is zero above Hac = 1150 Oe, indicating
that the magnetization switching is achieved solely by the
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FIG. 12. (a) Numerically evaluated switching currents as a function of microwave frequency for various Hac = 100–1500 Oe, where the
step of Hac is 100 Oe. (b) The microwave frequency minimizing the switching current obtained from (a) (solid line), and the optimized frequency
obtained from Eq. (21) (triangle). The numerically evaluated switching current is sometimes minimized for a certain range of the frequency.
In such cases, the optimized frequency is defined as the minimum frequency in this range. (c) The minimum switching current obtained from
(a) (solid line), and the same obtained from Eq. (24) (triangle). The minimized switching current obtained from the numerical simulation is
zero above Hac = 1150 Oe, indicating that the magnetization switching is achieved solely by the microwave when the microwave frequency is
optimized.

microwave when the microwave frequency is optimized. The
magnetization switching solely by the microwave will be an
interesting topic in the field of the microwave-assisted mag-
netization reversal. The topic is however not the main scope
of this paper, and will be discussed briefly in Appendix C.
We should also remind the reader that the above theory is
applicable for a small damping (α � 1), as mentioned in
Sec. III D.

V. CONCLUSION

In conclusion, we investigated the switching current of
a perpendicular ferromagnet by spin transfer torque in the
presence of a circularly polarized microwave both numerically
and analytically. Numerical simulation of the LLG equation
revealed that the switching current is significantly reduced
when the microwave frequency is in a certain range. The
switching current can become even zero when the microwave
frequency is optimized and the amplitude of the microwaves
becomes relatively high. We developed a theory to evaluate
the switching current from the LLG equation averaged over
a constant energy curve. It was found that the switching
current should be classified into four regions, depending on the
values of the microwave frequencies. Based on the analysis,
we derived an analytical formula of the optimized frequency
at which the switching current is minimized. The analytical
formula of the minimized switching current is also obtained.
These analytical formulas show good agreement with the
numerical results for a wide range of the microwave field
amplitude. The minimized switching current decreases with
increasing the amplitude of the microwave field. The results
provide a pathway to achieve both high thermal stability and
low switching current simultaneously.
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APPENDIX A: CALCULATION PROCEDURES
OF EQUATIONS (11) AND (12)

The balance current can be evaluated by calculating the time
integral in Eqs. (11) and (12). In principle, the solution m′(t)
of the LLG equation on a constant energy curve, dm′/dt =
−γ m′ × B, is necessary to perform the time integral. Using
the following technique, however, Eqs. (11) and (12) can
be calculated without the time-dependent solution of m′(t)
obtained from Eq. (6). Note that the integration variable
can be transformed from the time t to mz′ by using the z

component of the LLG equation on a constant energy curve,
dmz′/dt = γHacmy ′ . In other words,

∮
dt in Eqs. (11) and (12)

is replaced with 2
∫

dmz′/(γHacmy ′). The numerical factor
2 appears by restricting the integral range to my ′ > 0 and
due to the symmetry of the system with respect to the x ′z′
plane. Because the LLG equation conserves the magnetization
magnitude, my ′ appearing in Eqs. (11) and (12) can be replaced
by

√
1 − m2

x ′ − m2
z′ . Also, from Eq. (8), mx ′ can be expressed

in terms of mz′ as

mx ′ = 1

Hac

(
− E

M
+ 2πf

γ
mz′ − HK

2
m2

z′

)
. (A1)

Therefore, the integrand in Eqs. (11) and (12) is expressed
using mz′ only. The integral range can be determined from
Eq. (8) by fixing the value E .

APPENDIX B: CALCULATION OF MINIMIZED
SWITCHING CURRENT

In this Appendix, we show the details of the derivation of
Eq. (24). As mentioned in Sec. III D, it is rather complex to
derive the general solution of the balance current. In general,
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FIG. 13. The energy landscape for the optimized frequency. The
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the balance current, in Eq. (13), as well as in Eqs. (11) and
(12), depends on Hac/HK and f/HK through E , Eq. (8).
However, the minimized switching current can be expressed
in terms of Hac/HK only because Hac and f in this case are not
independent of each other due to the conditions Eqs. (19) and
(20). In fact, the frequency f and the saddle point z = cos θd

are expressed in terms of Hac/HK, as shown in Eqs. (21),
(22), and (23). Since Hac/HK � 1 in typical experiments of
microwave-assisted magnetization reversal, it is sufficient to
express Eqs. (11) and (12) by lower orders of Hac/HK for the
evaluation of the minimized switching current.

As mentioned in Sec. IV, the optimized frequency belongs
to region 2. Therefore, the integral ranges of Eqs. (11) and (12)
are determined from the energy landscape shown in Fig. 13,
where the energies at the initial state and the saddle point are
identical. The angle θd corresponding to the saddle point is
θd � 36.9◦ for our parameters. With these parameters there is
another point θa having the same energy with the initial state
(θ = 0◦) and the saddle point θd, which is θa � −73.7◦. As
mentioned in Appendix A, the time integrals in Eqs. (11) and
(12) can be converted to the integral with respect to mz′ . The
integral range is then x � mz′ � z, where z is given by Eq. (22)
while x = cos θa. We notice that

θa = −2θd. (B1)

This relation can be proved as follows. For simplicity, let us
introduce the normalized field and frequency as a = Hac/HK

and b = 2πf/(γHK). Then, the normalized energy at the
saddle point is

ε = −au + bz − 1
2z2, (B2)

where ε=Esaddle/(MHK) and u = sin θd. Note that u2+z2 = 1,
and Eq. (20) can be rewritten as −az − bu + uz = 0, i.e.,

b = z
(

1 − a

u

)
. (B3)

Substituting these relations into Eq. (B2), we find that

a = u

2
(z2 − 2ε). (B4)

Note also that x = cos θa and v = sin θa satisfies ε = −av +
bx − x2/2, according to the definition of θa. Then, we find

v = 2bx − x2 − 2ε

2a
. (B5)

These relations are independent of the choice of the initial state.
Now let us assume that the energy at the saddle point equals
that at the initial state, θ = 0. This means that ε = b − 1/2.
Then, Eqs. (B3) and (B4) are rewritten as

b = z(1 + z)

2
, (B6)

a = u(1 − z)

2
. (B7)

Therefore, the normalized energy at the saddle point becomes

ε = − 1
2 (1 − z − z2). (B8)

Using these relations and Eq. (B5), we find that

1 − v2 − x2 = (x − z)2(1 − x)[x − (2z2 − 1)]

(1 − z)(1 − z2)
. (B9)

According to the definition of θa, 1 − v2 − x2 = 0. Therefore,
x should be one of z, 1, and 2z2 − 1. The solutions of x = z and
x = 1 are reasonable because the energy E at θa equals that at
the saddle point (mz′ = z) and the initial state (mz′ = 1). The
other solution, x = 2z2 − 1, corresponds to x = cos θa. This
solution indicates that θa = −2θd because the cosine function
satisfies cos 2θ = 2 cos2 θ − 1 and cos θ = cos(−θ ).

Using Eqs. (B3), (B4), (B8), and u2 + z2 = 1, we find
that mx ′ given by Eq. (A1) and my ′ =

√
1 − m2

x ′ − m2
z′ are

expressed in terms of mz′ and z = cos θd as

mx ′ = (1 − z − z2) + z(1 + z)mz′ − m2
z′√

1 − z2(1 − z)
, (B10)

my ′ =
√

(1 − mz′)(z − mz′ )2(1 + mz′ − 2z2)√
1 − z2(1 − z)

. (B11)

These results indicate that all quantities determining the
minimized switching current can be expressed in terms of
Hac/HK through z = cos θd.

To obtain the analytical formula of the minimized switching
current, let us define the following integrals from Eqs. (11)
and (12):

Ns =
∫

dmz′

my ′
[B̃ · ez′ − (m′ · ez′ )(m′ · B̃)], (B12)

Nα =
∫

dmz′

my ′
[B̃2 − (m′ · B̃)2], (B13)

where B̃ = B/HK = (a,0, − b + mz′) is the normalized mag-
netic field in the rotating frame. Equations (B12) and
(B13) relate to Eqs. (11) and (12) via Ws = 2MHK(γHs −
α2πf )Ns/(γHac) and Wα = −2αMH 2

KNα/Hac, respectively.
The minimized switching current is then given by Eq. (24),
where

fb = γHKb

2π
(B14)

is the optimized frequency given by Eq. (21). Using Eqs. (B6),
(B7), (B10), and (B11), the integrands of Eqs. (B12) and (B13)
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can be expressed in terms of mz′ and z. Explicitly, these are
given by

Ns = −
∫

dmz′

√
1 − z2(1 − z)

√
1 − mz′(1 + mz′ + z)

2
√

1 + mz′ − 2z2
,

(B15)

Nα =
∫

dmz′

√
1 − z2(1 − z)(z − mz′)[2(1 + z) − (mz′ + z)2]

4
√

(1 − mz′)(1 + mz′ − 2z2)
.

(B16)

The integral region is cos θa � mz′ � cos θd, as shown in
Fig. 13, which can be expressed in terms of z as [x,z] = [2z2 −
1,z]. To perform these integrals, it is convenient to introduce
a new variable s as s =

√
(1 − mz′)/(1 + mz′ − 2z2). The

integral region then becomes (∞,
√

1/(2z + 1)]. Then, we find

Ns = (1 − z2)3/2(1 − z)

2(1 + s2)2

×{−s[1 + 2z + 3z2 + s2(−1 + 2z + 5z2)]

+ (1 + s2)2(1 + 2z + 3z2) tan−1 s}
∣∣∣∣
√

1/(2z+1)

∞
, (B17)

Nα = (1 − z2)3/2(1 − z)2

12(1 + s2)3

{s[3(2 + 5z + 8z2 + 5z3)

+ 4s2(5 + 11z + 16z2 + 10z3)

+ 3s4(2 + 7z + 16z2 + 11z3)]

− 3(1 + s2)3z(5 + 8z + 5z2) tan−1 s}
∣∣∣∣
√

1/(2z+1)

∞
. (B18)

These become Eqs. (25) and (26), respectively, by us-
ing a formula tan−1(1/ξ ) = sgn(ξ )(π/2) − tan−1 ξ . Using
Eqs. (25) and (26), we can confirm that limHac→0 Ws = 0 and
limHac→0 Wα = 0. The physical meaning of these limits is as
follows. In the absence of the microwave (Hac → 0), the initial
state, m(0) = +ez, corresponds to the energetically stable
state, i.e., the minimum of the potential E . The constant energy
curve in this case becomes just a point, and thus, both the work
done by spin torque and the dissipation due to damping during
a precession on the constant energy curve are zero. We note
that the explicit forms of Eqs. (25) and (26), as well as Eq. (21),
depend on the choice of the initial state, according to Eqs. (19)
and (20). The initial condition, θi = 0, in our calculation is
reasonable when both the current and microwaves are applied
to the free layer from t = 0 because the equilibrium for t < 0
in this case corresponds to this state. On the other hand, if only
microwaves are applied during a certain time without current,
the magnetization will relax to the metastable state shown in
Fig. 3(b). In this case, modification will be necessary in the
above formulation.

In the field of microwave-assisted magnetization reversal,
it has been known that the switching field shows a minimum
at a certain microwave frequency, similar to the present
study. The theoretical conditions determining the optimized
frequency were already derived in our previous work [38].

We noticed, however, that we can derive another form of the
optimized frequency which is mathematically identical to the
previous result but easier to use by performing an analytical
calculation in a similar manner to that discussed above.
Although the optimized frequency solely by the microwave-
assisted magnetization reversal is not a main target in this
paper, we briefly summarize the calculations in Appendix D
for comparison.

APPENDIX C: MAGNETIZATION SWITCHING
SOLELY BY MICROWAVES

As mentioned in Sec. IV, the magnetization switching
occurs solely by microwaves when the microwave amplitude
becomes relatively large. The microwave amplitude to switch
the magnetization solely by the microwaves is obtained
from the condition that the minimized switching current,
Eq. (24), is negative. Therefore, the minimum amplitude of
such microwaves is estimated from the equation

2πfb

γ
+ HK

Nα

Ns
= 0. (C1)

The condition Eq. (C1) depends on Hac/HK only because
fb, Ns, and Nα are functions of Hac/HK; see Eqs. (21),
(25), (26). Therefore, the condition that Hac/HK > 0.15 to
switch the magnetization solely by microwaves found in
Sec. IV is independent of the choice of material parameters.
Note that the condition depends on the initial state, as
mentioned in Appendix B. Also another switching condition
on the microwave field, Hac/HK > α/2, derived from the LLG
equation [89], should also be satisfied, which is independent
of the initial state but depends on the damping constant α.
Let us remind the reader that our theory using the averaged
LLG equation is applicable for a small α. In this case, the
latter condition, Hac/HK > α/2, is usually satisfied when
Hac/HK > 0.15 is satisfied.

APPENDIX D: OPTIMIZED FREQUENCY OF
MICROWAVE-ASSISTED MAGNETIZATION REVERSAL

In this Appendix, let us show an analytical formula of the
optimized frequency for microwave-assisted magnetization
reversal. Note that the theoretical conditions determining the
optimized frequency were already derived in our previous
work [38]. Here, we derive the formula mathematically
identical to the previous result but easier to use for analyzing
the microwave-assisted magnetization reversal. In this section,
we add the prime marks to quantities related to the microwave-
assisted magnetization reversal, such as the effective energy
density E , its saddle point z, and the integrals Ws and Wα ,
to distinguish from those quantities used in the main text and
Appendix B. Note that the prime marks in m′ = (mx ′ ,my ′ ,mz′ )
are used to emphasize the fact that they are the magnetization
components in the rotating frame. In the microwave-assisted
magnetization reversal, a direct field H is applied to the
negative z direction, and the spin torque is absent. Thus, the
effective energy density is given by (see also Ref. [38])

E ′ = −MHacmx ′ + M

(
H + 2πf

γ

)
mz′ − MHK

2
m2

z′ . (D1)

014430-15



TANIGUCHI, SAIDA, NAKATANI, AND KUBOTA PHYSICAL REVIEW B 93, 014430 (2016)

As investigated in Ref. [38], the optimized frequency, which
was designated as the jump frequency in this paper, satisfies
the conditions

∂E ′

∂θ

∣∣∣∣
ϕ=0

= ∂2E ′

∂θ2

∣∣∣∣
ϕ=0

= 0, (D2)

W ′
s (E ′

saddle) + W ′
α (E ′

saddle) = 0, (D3)

where W ′
s and W ′

α are obtained by adding the external field
−Hez′ to B in Eq. (7) and setting Hs = 0. The saddle
point energy of Eq. (D1) is denoted as E ′

saddle. Equations
(D2) and (D3) are the theoretical conditions determining
the optimized frequency of microwave-assisted magnetization
reversal. Then, let us derive the explicit form of the frequency
satisfying these conditions. From Eq. (D2), we notice that the
angle θ ′

d corresponding to the saddle point satisfies the relation

sin θ ′
d =

(
Hac

HK

)1/3

. (D4)

Also, the angle θ ′
a satisfying E ′(θ ′

a) = E ′
saddle and θ ′

a �= θ ′
d is

given by

θ ′
a = −3θ ′

d. (D5)

From these angles, we define

z′ = cos θ ′
d, (D6)

and x ′ = cos 3θ ′
d = 4z′3 − 3z′. Similarly to Eq. (B8), the

dimensionless energy at the saddle point is given by

ε′ = −1 + 3
2z′2. (D7)

Also, mx ′ and my ′ can be expressed in terms of z′ = cos θ ′
d and

mz′ as

mx ′ = 2 − 3z′2 + 2z′2mz′ − m2
z′

2(1 − z′2)3/2
, (D8)

my ′ = (z′ − mz′)
√

(z′ − mz′ )(mz′ + 3z′ − 4z′3)

2(1 − z′2)3/2
. (D9)

Using these relations, we find that, similarly to Eqs. (B15) and
(B16), W ′

s and W ′
α determining the optimized frequency for the

microwave-assisted magnetization reversal are given by W ′
s =

−2αM(H 2
K/Hac)N ′

s and W ′
α = −2αM(H 2

K/Hac)N ′
α , where

N ′
s = − 2πf

γHK

∫ z′

x ′
dmz′

(1 − z′2)3/2(mz′ + 2z′)
√

z′ − mz′√
mz′ − 4z′3 + 3z′ ,

(D10)

N ′
α =

∫ z′

x ′
dmz′

(1 − z′2)3/2(mz′ + 3z′)(z′ − mz′)3/2√
mz′ − 4z′3 + 3z′ . (D11)

Performing the integral, we find that

N ′
s = −12π2f z′4(1 − z′2)5/2

γHK
, (D12)

N ′
α = 2πz′3(1 − z′2)7/2(1 + 5z′2). (D13)

Therefore, the optimized frequency for microwave-assisted
magnetization reversal, which satisfies Eq. (D3), is given by

fMAMR = γHK

6πz′ (1 − z′2)(1 + 5z′2)

= γHK

2π

(Hac/HK)2/3√
1 − (Hac/HK)2/3

[
2 − 5

3

(
Hac

HK

)2/3
]
.

(D14)

This is the optimized (jump) frequency minimizing the switch-
ing field in the microwave-assisted magnetization reversal,
which was formulated in our previous work [38] but was not
derived explicitly. The validity of the formula was already
confirmed in Ref. [38]. We notice that Eq. (21) is a decreasing
function of Hac/HK, while Eq. (D14) is its increasing function.
The reason is as follows. According to Ref. [38], the switching
below the optimized frequency occurs when the energy at
the initial state is larger than that at the saddle point. This
condition can be satisfied for a wide range of the microwave
frequency when Hac/HK because the saddle point energy
becomes relatively low for a large Hac/HK. Therefore, the
optimized frequency in microwave-assisted magnetization
reversal increases with increasing Hac/HK. Equation (D14)
can be either larger or smaller than the FMR frequency, fFMR =
γHK/(2π ), depending on the value of Hac/HK, contrary to
Eq. (21), which is always smaller than the FMR frequency.
The value of Eq. (D14) becomes fFMR when Hac/HK � 0.52.
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