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Ion-induced nanopattern propagation on metallic surfaces
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We investigate the formation of ion-induced patterns on single-crystalline Ni(001) bombarded with a
20-keV Ga+ ion beam. For near normal ion incidence isotropic roughness forms on the surface. By moving
to grazing incidence this pattern gradually transforms into a pronounced ripple pattern with wave vector
perpendicular to the ion beam. By using an in situ scanning electron microscope we were able to analyze
the real-time dynamics of the pattern formation process and evaluate the direction and velocity of the net in-plane
morphology propagation for different angles of ion incidence. We compare the experimental results to the
predictions of the classical theory for the pattern formation.
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I. INTRODUCTION

Irradiation of surfaces with low-energy ion beams can lead
to the formation of self-organized periodic surface morphology
at nanoscale in the form of ripples [1–5], mounds/pits [6–11],
or even more intricate patterns [12–15]. This phenomenon
has attracted a lot of attention due to its potential as
an efficient tool for modification of physical properties of
surfaces [16–22]. However, the general understanding of the
phenomenon remains incomplete and a number of questions
remain open [23–26].

An interesting aspect of the pattern formation dynamics is
the in-plane propagation of the pattern during oblique angle
ion bombardment. This behavior was initially predicted by
Bradley and Harper [27]. By extending the Sigmund approach
to the description of the sputtering process [28] they derived
the well-known Bradley-Harper instability [27]. The in-plane
pattern propagation emerged from the derivation as a side-
effect—by oblique ion incidence the pattern was predicted to
travel in the direction parallel to the ion-beam projection to the
sample surface. The velocity, and even direction, varies with
the angle of ion incidence and is determined by the sputter
yield angular dependence as [27,29,30]

v = −φ�

(
cos θ

dY (θ )

dθ
− Y (θ ) sin θ

)
, (1)

where φ is the ion flux, � is the volume occupied by one
atom in the target material, θ is the angle of ion incidence
(measured from the surface normal), and Y (θ ) is the sputter
yield. However, the experimental investigation of this aspect
of the pattern formation is technically challenging and was not
performed until late 1990s.

The usual experimental approach to the investigation of
the ion-induced pattern formation is to, first, perform the
ion irradiation and subsequently observe the resulting surface
morphology ex situ. The pattern evolution is visualized by
preparing multiple samples using different ion fluences and
observing the pattern in different stages of the evolution. This
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approach does not allow for direct visualization of the pattern
propagation.

Various techniques were used to study the pattern evo-
lution in situ and in real-time—x-ray scattering [8,9,31–
35], light scattering spectroscopy [36–40], high-resolution
low-energy electron diffraction [41,42], and even He atom
scattering [43,44]. However, neither of these techniques is
capable of resolving the in-plane pattern propagation.

The direct microscopic observation of the pattern formation
dynamics and, in particular, of the pattern propagation was
only performed by the use of instruments combining the
focused ion beam (FIB) with scanning electron microscopy
(SEM) [30,45–48] (a number of studies used FIB as well but
did not focus on the pattern propagation [49–51]). A slightly
different approach was used in [29] where, although a FIB
instrument was used as well, ex situ ion irradiation with Xe
ions was performed in order to exclude a possible influence of
Ga implantation in Si. These experimental observations of the
pattern propagation attracted a lot of attention since in some
cases the observed behavior was in direct contradiction to
the theoretical predictions [45] which greatly helped to
improve the physical understanding of the phenomenon [52].

It is well known that the ion-induced pattern formation
shows complicated behavior with respect to the target ma-
terial. Perhaps the clearest contrast can be seen between
the behavior of amorphizable and metallic surfaces. While
the majority of the studies focusing on semiconductors and
dielectric materials investigate the so-called parallel mode
ripples (PaMR—the orientation of the pattern wave vector
is parallel to the ion-beam projection) the metallic surfaces
usually exhibit only the perpendicular mode ripple formation
(PeMR) [3,18,53,54]. All the studies that investigated the
pattern propagation so far focused on the propagation of PaMR
ripples on amorphous (amorphized) surfaces. Several studies
investigated the pattern formation on metallic surfaces by
focused ion beam [55,56] but, so far, no investigation of the
ripple pattern propagation on metals exists.

In this paper we investigate the formation of ion-induced
patterns on a Ni (001) surface irradiated with a focused Ga+
ion beam. We study in detail the evolution and propagation of
the surface morphology during the pattern formation process.
We compare the measured pattern velocity with the predictions
of the sputtering theory and we discuss the results.

1098-0121/2015/92(23)/235406(9) 235406-1 ©2015 American Physical Society

http://dx.doi.org/10.1103/PhysRevB.92.235406
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FIG. 1. SEM micrographs of the Ni(001) surface after Ga ion irradiation at different angles of incidence. The ion fluence is about
320 ions nm−2; the arrow indicates the azimuthal direction of the ion beam.

II. EXPERIMENTAL

One-hundred-nanometer-thick epitaxial Ni(001) thin films
were grown by molecular-beam epitaxy on MgO substrates.
Prior to the growth, the substrates were annealed to 600◦C for
30 min and subsequently cooled to the growth temperature
of 180◦C. Ni was evaporated by an electron gun with a
deposition rate of 0.1 nm s−1. The base pressure of the
chamber was below 10−9 mbar. After the growth, the samples
were annealed to 700◦C for 1 h. A thin gold capping layer
(3 nm) was subsequently deposited on the annealed films at
room temperature to prevent oxidation. This initial roughness
induced by the gold cap may slightly speed up the onset of the
pattern formation but is not expected to affect the patterning
process in the later stages [53,57]. Finally, the samples were
taken out of the vacuum and kept in ambient conditions.

Focused ion-beam (FIB) experiments were performed at
the University of Chemistry and Technology using the Tescan
LYRA3 dual beam instrument. Ex situ samples were inserted in
the SEM vacuum chamber where the base pressure was about
2 × 10−6 mbar. All the experiments were performed at room
temperature. The typical FIB current during the ion irradiation
was ∼100 pA. The beam, which was slightly defocused in
order to avoid inhomogeneities in the ion fluence, was rastering
over an area of 10 × 10 μm with a frequency of about 20 Hz.
For off-normal ion irradiation the azimuthal direction of the
ion beam was parallel (within a few degrees) to the (100) plane
of the Ni film.

For each angle of incidence the irradiation sequence
consisted of more than ten equivalent sputtering steps between
which an SEM image of the surface was taken. The sequence
was finished when all the Ni film was sputtered away—this was
clearly observable by sudden change in the SEM contrast. This
approach gave us good knowledge of the absolute thickness

of the sputtered material during the irradiation sequence. We
estimated the possible error, caused mainly by the presence of
surface roughness and ion intermixing, to about 5%.

The Ga content in the Ni sample surface was investigated
in situ by the energy-dispersive x-ray spectroscopy (EDS)
using the same dual beam instrument.

III. RESULTS

A. Angular dependence

The majority of the previous studies of ion-induced pattern
formation on metallic surfaces were performed with noble
gas ions. In this study we used a 20-keV Ga+ ion beam
of the FIB instrument to sputter the Ni(001) surface. The
surface morphology after ion irradiation at different angles
of incidence and fluence of about 320 ions nm−2 is presented
in Fig. 1. It generally follows the same qualitative trend
as previously observed on other metallic surfaces—isotropic
roughness formation at low angles of incidence and gradual
transition towards a well-defined PeMR pattern at grazing inci-
dence [53]. The pattern wavelength and correlation length [53]
for the surfaces from Fig. 1 are presented in Fig. 2.

B. Ga content

In contrast to noble gas ions the presence of Ga in the sample
surface can substantially influence the process of pattern
formation, most notably by precipitation of additional phases.
The influence of Ga on the ion-induced pattern formation on
Si has been investigated by [29]. In general, the incorporation
of Ga in semiconductors represents a substantial issue since
it is expected to segregate from the matrix material and form
buried nanoclusters [29].
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FIG. 2. (Color online) Wavelength and self-correlation length of
the ion-induced pattern on the Ni(001) surface bombarded by about
320 ions nm−2 fluence of Ga ions as a function of the angle of
incidence. Parentheses indicate that no prominent ripple pattern is
formed.

In the case of metallic surfaces the Ga at sufficiently low
concentrations is expected to mix with the matrix. The possible
influence of the Ga incorporation on the pattern formation
on the Cu surface was previously discussed in [56], where
scanning transmission electron microscopy confirmed that up
to 20% of Ga was present in the Cu surface. However, the
Ga did not contribute to any additional phase formation and
was distributed homogeneously underneath the surface. The
authors concluded that the Ga is unlikely to influence the
qualitative behavior of the ion-induced pattern.

In order to evaluate the possible role of Ga in the present
system we performed EDS measurements to estimate the Ga
content in our samples. The solubility of Ga is expected to be
around 10% at room temperature [58]. First, we measured the
time required to sputter the whole 100-nm-thick Ni film away.
We then sputtered the film for half the total time, making sure
that we were left with a 50-nm-thick Ni film. We assumed
that at this point the Ga content in the surface had already
reached the saturation level. We measured the EDS spectrum
and by comparing the Ni and Ga signal we were able to
estimate the total amount of Ga present in the surface. Finally,
we performed Monte Carlo simulations using SRIM software
package [59,60] to calculate the Ga implantation profile and to
estimate the depth profile of the atomic concentration of the Ga.
We repeated the procedure for three different angles of ion inci-
dence and the results are presented in Fig. 3. In this estimation
we used a static Ga implantation profile, i.e., sputtering was not
taken into account. Because of the sputtering, the real profile is
slightly shallower and the absolute Ga concentration is slightly
higher.

The EDS measurements show that for 60◦ angle of
incidence the Ga concentration may reach the solubility
limit and the presence of additional phases cannot be fully
excluded. However, for 65◦ angle of incidence and above the
Ga concentration seems to be already well below the solubility
limit and the surface material should be homogeneous.
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FIG. 3. (Color online) Estimated depth profile of the Ga concen-
tration in the eroded Ni surface.

C. Pattern propagation measurement

In order to observe the propagation of the ion-induced
morphology we performed in situ SEM observation of the
FIB irradiated Ni surface. Prior to the nanopattern formation
we milled two linear trenches in the surface to serve as a mark
for precise alignment of the subsequent SEM micrographs.
The trenches were 10 μm long, 0.5 μm wide, several μm
deep, and 2 μm apart. Figure 4 shows an SEM micrograph
of these trenches along with the optical microscope images
and the relative position of the sputter craters with respect to
the trenches.

In the next stage, a sequence of irradiation steps was
performed and an SEM image was taken after each step. The
approximate location of the SEM imaging area is outlined by
the square in Fig. 4(c)—this area always covered both the tails
of the trenches and a portion of unaffected patterned surface.
Subsequently, the images were aligned according to the trench
position and cropped. The trenches were sufficiently deep so
that their bottom was not reached by the obliquely incident
ion beam and the rough morphology present there was ideal to
precisely align the frames of the sequence. An example of three
aligned and cropped consecutive frames from an irradiation
sequence at 75◦ angle of incidence is presented in Fig. 5. This
procedure was repeated for five different angles of incidence.

FIG. 4. (a) SEM and (b) optical microscope image of the
alignment marks for the pattern propagation measurement. (c–e)
Optical microscope images of the sputter craters after irradiation
at different angle of incidence with the alignment marks visible; the
arrow indicates the azimuthal direction of the ion beam.
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FIG. 5. Three aligned consecutive micrographs from the sputter-
ing sequence at 75◦ angle of incidence. Crater depth is indicated in
the panel header; alignment and imaging areas are highlighted.

IV. DISCUSSION

In the following we first discuss the general aspects of
the propagation of the PeMR pattern. Further we present a
procedure we used to extract the pattern propagation velocity
and we discuss its meaning and reliability. Finally we compare
the experimental data for the propagation velocity with the
prediction of the theoretical model.

A. Feature propagation in the PeMR pattern

The very definition of the morphology propagation phe-
nomenon is not trivial. In the most simple case, when the
surface has a corrugated morphology which does not evolve
with time but only travels in the surface plane, we can define
the propagation velocity easily. However, if the morphology
changes during the ion irradiation, in order to observe the
propagation, we need to be able to link specific morphological
features in the surface pattern and measure their motion. This
is only possible if the surface evolution is sufficiently slow and
specific features persist on the surfaces for a sufficient amount
of time to observe their collective propagation.

In the case of propagation of the PaMR pattern, the
propagation direction is perpendicular to the ripple orientation
and we can simply follow the travel of the ripple crests.
However, in the case of PeMRs, the propagation direction
is parallel to the ripple orientation and the morphology
propagation is only visible thanks to defects and imperfections
in the ripple pattern. In other words, a perfect PeMR pattern
cannot propagate.

Figure 6 shows sections of three subsequent frames of a
sputtering sequence at 75◦ angle of incidence and the lower
row shows the same images with ripple crests highlighted. We
can see that the ripple morphology in the three frames is not
identical: some ripples seem to elongate, while others change
their shape, or even vanish; however, we can visually identify
certain features in the morphology which seem to persist. In
the course of these three frames, these features seem to travel
downwards (white lines join these seemingly corresponding
features in the lower row of Fig. 6). By investigating a large
number of such features, we could estimate the propagation
velocity.

However, this approach is obviously very tedious and,
more importantly, subjective. In the following we discuss an
alternative way of measuring the pattern propagation.

B. Pattern cross correlation

A more robust and systematic approach to investigate the
pattern propagation is by looking for the cross correlation
between subsequent frames of the sputtering sequence. The
cross correlation � of two real functions f (x,y) and g(x,y) is
defined as

(f � g)(u,v) =
∫

f (x,y)g(x + u,y + v) (2)

FIG. 6. (a–c) 500 × 500-nm SEM micrographs of corresponding areas on three consecutive frames of the sputtering sequence at 75◦ angle
of incidence (crater depths indicated in the panel headers). (d–f) The same micrographs with ripple crests highlighted. The thicker white lines
connect seemingly corresponding features in the ripple pattern; the white arrow indicates the ion-beam azimuthal direction.
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FIG. 7. Cross-correlation functions of some of the frames from
the sputtering sequence at 75◦ angle of incidence; sputtered depth for
rows and columns indicated in the top and left, respectively. Each
tile represents a central part of the respective correlation function
with dimensions 500 × 1000 nm2. The inclined line approximately
indicates the travel of the correlation maximum for increasingly
distant frames of the sequence.

and can be also evaluated using Fourier transform

(f � g) = F−1[F(f )∗F(g)] (3)

where F stands for the Fourier transform and ∗ is a complex
conjugate. If functions f and g are defined on a finite and
discrete support (such as the SEM image data), we can replace
the Fourier transform in Eq. (3) by its discrete counterpart
and use a formally identical formula to evaluate the cross
correlation between the two images. By using the discrete
Fourier transform we inherently perform periodization of the
images. This does not affect the result if the image area is
substantially larger than the area where the correlation function
is nonzero (this condition was well fulfilled in the processing
of our SEM data).

The cross-correlation function essentially reflects the “sim-
ilarity” between the two functions f and g. If the cross-
correlation function of f and g has a maximum, we say
that f and g are correlated. If f = g the cross correlation
(called self-correlation in this case) has a maximum at (0,0). If
f (x,y)=g(x − u,y − v), i.e., g is identical to f but shifted by
(u,v), the cross-correlation function has a maximum at (u,v).
As such, the cross correlation is an ideal tool to investigate the
pattern propagation—the presence of a pronounced correlation
maximum indicates that there is a similarity between the
morphologies and its eventual offset from the center indicates
relative shift between the corresponding features.

For a sequence of frames fi we can calculate the cross
correlations hi,j = fi � fj . Figure 7 shows some of these
correlation functions for the sputtering sequence at 75◦ angle
of incidence arranged in a matrix—the i,j th tiles in the matrix
represent hi,j . The diagonal of this matrix, obviously, shows
the self-correlation functions of the frames. Distance 1 from the
diagonal means cross correlation of two consecutive frames;
if we go further from the diagonal, we are looking at cross
correlation of more distant frames in the sequence. The matrix
is symmetric by its diagonal, except for the fact that the

corresponding tiles are inverted by their center (a result of
the frames coming into the correlation calculation in reversed
order).

As we can see in Fig. 7, there are pronounced maxima
in the cross-correlation functions. Interestingly, these maxima
are present not only for the subsequent frames (distance 1
from the diagonal) but even for more distant frames of the
sequence. The very presence of these maxima indicates that the
surface morphology retains some of its features, i.e., remains
self-similar, even after prolonged ion irradiation. Obviously,
the pattern also undergoes evolution, for instance the pattern
wavelength changes during the process, but the existence of
the maximum indicates that there is some remaining similarity.

The offset of these maxima from the center indicates that
the “similar” features in the two frames are shifted with
respect to each other. We can see that this offset increases
linearly with the distance from the matrix diagonal, i.e., the
offset of the maximum between two frames is proportional
to their distance in the sputtering sequence. This observation
consistently indicates that the pattern is propagating during
the irradiation sequence and we can readily evaluate the
propagation velocity by measuring the offset of the correlation
maximum between consecutive frames.

The outlined procedure is, in fact, a very suitable candidate
for the very definition of the pattern propagation—if there
is a nonzero correlation between consecutive frames of the
sequence we can say that the morphology remains self-similar
and the offset of the correlation maximum then indicates the
amount of the in-plane travel between the two frames.

Additionally, careful inspection of the cross-correlation
functions in Fig. 7 also reveals the presence of central maxima
(blurred dark spots in the middle of the tiles). These maxima
indicate that there is a component in the measured SEM images
that persists between frames but, in contrast to the discussed
PeMR morphology, remains static. Such features are visible
even directly in the SEM micrographs as large darker and
brighter areas. These features are likely caused by the Ni film
structure which, even though it is epitaxial, has a granular
structure with a few-degree out-of-plane texture. This crys-
talline orientation variation probably creates a contrast during
the SEM imaging which clearly remains static during the ion ir-
radiation, since the grains have a fixed position in the film. The
presence of this central correlation maximum does not impose
a direct problem for the pattern propagation measurement.
However, in the case of nearby frames (distance 1 from the di-
agonal of the correlation matrix) the central spot may interfere
with the correlation maximum of the PeMR morphology and
precise localization of its position may be difficult.

In order to facilitate this procedure and, particularly, if
we want to evaluate the pattern propagation automatically,
it is useful to perform spectral filtering of the SEM images.
Figure 8(a) shows a section of a frame from the sputtering
sequence and Fig. 8(b) shows a Fourier spectrum of this
frame. The central peak in the spectrum corresponds to the
larger static features in the topographs, while the satellite
maxima represent the ripple morphology. By performing a
bandpass filter which only lets the satellite maxima pass we can
suppress the noise, enhance the ripple morphology, and get rid
of the artifacts mentioned in the previous paragraph [Fig. 8(c)
shows the image from Fig. 8(a) after bandpass filtering while
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FIG. 8. (a) Part of an SEM image from a sputtering sequence at
75◦ angle of incidence. (b) Fourier spectrum of the same frame with
the passband of the filter indicated. (c) Image from panel (a) after
bandpass filtering. (d) Morphology from panel (a) suppressed by the
bandpass filter.

Fig. 8(d) shows the residual morphology, that was suppressed
by the filtering]. This procedure was also used to identify and
highlight the ripple crests in Figs. 6(d)–6(f).

After the filtering, we can again calculate the cross
correlations between the frames and arrange them in a matrix
(Fig. 9). The central maxima are now suppressed and the
evaluation of the peak position is now easier and more precise.

FIG. 9. Cross-correlation functions of some of the frames from
the sputtering sequence at 75◦ angle of incidence after spectral
filtering; sputtered depth for rows and columns indicated in the top and
left, respectively. Each tile represents a central part of the respective
correlation function with dimensions 500 × 1000 nm2. The inclined
line approximately indicates the travel of the correlation maximum
for increasingly distant frames of the sequence.
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FIG. 10. (Color online) In-plane propagation of the surface mor-
phology as a function of sputtered depth for different angles of ion
incidence. Positive velocity indicates propagation away from the ion
source.

We evaluated the pattern propagation for all the measured
sputtering sequences, and the pattern travel as a function of
the sputtered depth is presented in Fig. 10 for different angles
of ion incidence. There are several experimental uncertainties
that contribute to the total error of this procedure. First, we
include a 10% error on the sputter depth due to the uncertainty
in the estimation of the moment when the whole Ni film
was sputtered away. The error of the propagation distance
measurement can be estimated by looking at the transverse (x
axis) position of the cross-correlation peaks in Fig. 7. Ideally,
there is no physical reason that these peaks would travel in
the direction perpendicular to the ion-beam projection but in
reality there is some scatter in their precise x position. This
scatter is caused by a combination of alignment imperfections,
nonlinear distortion of the SEM images, ion-beam direction,
and SEM scanning direction misalignment. Finally, it is
reasonable to expect that a similar error influences also the
measurement of the peak position in the propagation direction
and this is how we obtained the vertical error bars in Fig. 10.

C. Comparison to the theoretical model

In order to compare the experimentally measured values of
the pattern propagation velocity with theoretical predictions
of the sputtering theory we define the relative propagation
velocity vr as a ratio of the lateral propagation velocity v and
vertical erosion velocity ve = φ�Y (θ ) cos θ :

vr = − 1

Y (θ )

dY (θ )

dθ
+ tan θ, (4)

which can be intuitively described like this: if 1 nm of material
is sputtered away the pattern moves vr nanometers in plane
in the direction away from the ion source. The measured
relative propagation velocity for different angles of incidence
is presented in Fig. 11.

The sputter yield angular dependence was approximated by
the Yamamura formula [61]:

Y (θ ) = Y0 cos−f θ exp[f (1 − cos−1 θ ) cos θopt], (5)
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FIG. 11. Relative propagation velocity of the ion-induced pattern
as a function of the angle of ion incidence.

where Y0 is the sputter yield at normal incidence, θopt is the
angle of the maximum sputter yield, and f is a coefficient
related to the particular shape of the curve. We obtained the
coefficients by fitting the sputter yield angular dependence
simulated by SRIM. For 20-keV Ga ions incident on a Ni
surface we obtained Y0 = 7.2, f = 2.71, and θopt = 75◦.

Comparison of the experimental data and the theoretical
prediction is presented in Fig. 11 and there is a relatively
good agreement between the two sets. For 60◦ the propagation
velocity is negative, i.e., the pattern travels towards the ion
source. For the higher angles of incidence the propagation
velocity changes sign and gradually increases. There are
several effects that may contribute to the minor discrepancies
between the experimental and theoretical data.

(1) The derivation is based on the precise knowledge of the
angular dependence of the sputter yield. Our input is based on
the SRIM calculation which is known to be less accurate than
some more sophisticated methods [62] and may deviate from
the experimental value significantly. Moreover, the sputtering
in the present case is likely affected by the ion channeling [53]
which may also alter the sputter yield angular dependence.

(2) The theoretical model we use here does not take into
account some additional physical effects such as enhanced
sputtering at the terrace edges [63] and subsurface ion
channeling [64]. These effects were shown to play an important
role in the pattern formation on the Pt(111) surface and to
strongly affect the ripple pattern regularity and coarsening
behavior [54,65] and it is also expectable that these phenomena
would influence the pattern propagation. On the other hand,
the agreement between the simple theory and our experiments
is rather good which indicates that the role of these phenomena
is probably not essential in our system.

The theoretical derivation of the propagation velocity (1)
is based on the assumption that the surface slopes are small
and the surface morphology evolution is in the linear regime.
If this condition is not fulfilled the real pattern propagation
velocity can deviate substantially from the theoretical pre-

diction [30,45,52]. In our case, the surface angles can be
rather substantial; however, the surface is mostly inclined
in the direction “across” the ripple pattern while the pattern
propagation is linked to the inclination of the surface in the
direction parallel to the ion beam. In contrast to the case of
PaMRs on amorphizable surfaces, in the present case these
two directions are mutually perpendicular and the pattern
propagation seems to follow the predictions of the linear theory
quite well.

This study is the first one to investigate the propagation
of the ion-induced pattern on a metallic surface and, in
contrast to all the previous investigations, the ripple pattern
orientation is parallel to the ion beam (PeMR). In the
previously studied cases of PaMR formation the propagation
velocity is perpendicular to the ripple ridges and it is rather
straightforward to track the position of a particular crest or
valley in the ripple pattern. However, in the case of PeMRs, the
observed pattern propagation is parallel to the ripple direction
and it is only visible due to the defects in the ripple pattern
(i.e., it, obviously, would not be possible to observe or even
define the propagation of a perfect, defectless PeMR pattern).

Our preliminary microscopic analysis of the morphology
evolution shows that the detailed propagation of the pattern is
rather complex. Although the measured propagation velocity
expresses the net or mean motion of the surface morphology,
different microscopic features in the pattern can propagate at
different velocities and sometimes even different directions.
This behavior is also related to the apparent increase of the
ripple length and pattern “quality” as well as to the ripple
coarsening [65] and calls for further investigation.

V. CONCLUSIONS

The in-plane propagation of the ion-induced perpendicular
mode ripple pattern was investigated for the first time on a
metallic Ni(001) surface. We presented a procedure to evaluate
the morphology propagation from a set of SEM images
which can also serve as an objective definition of the pattern
propagation. The experimental values of the propagation
direction and velocity are in a reasonable agreement with the
predictions of the classical theory without the obvious need
for the inclusion of additional phenomena. In contrast to the
previously studied cases of PaMR propagation, the condition
of small slopes is naturally well fulfilled for PeMRs due to the
specific direction of the ripples with respect to the ion beam.
On the other hand, the description of the pattern propagation is
more complex since it only relies on defects and imperfections
in the ripple pattern. Additional detailed investigation of the
pattern defect dynamics is desired in order to fully understand
the process of the pattern formation, coarsening, and apparent
increase of the ripple pattern regularity with increasing ion
fluence.
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ŠKEREŇ, VESELÝ, ČAPEK, AND KRÁL PHYSICAL REVIEW B 92, 235406 (2015)

[1] M. Navez, C. Sella, and D. Chaperot, C. R. Acad. Sci. 254, 240
(1962).

[2] T. Aste and U. Valbusa, New J. Phys. 7, 122 (2005).
[3] W. L. Chan and E. Chason, J. Appl. Phys. 101, 121301

(2007).
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