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Systematic defect donor levels in III-V and II-VI semiconductors revealed
by hybrid functional density-functional theory
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The identification of defect levels from photoluminescence spectroscopy is a useful but challenging task.
Density-functional theory (DFT) is a highly valuable tool to this aim. However, the semilocal approximations
of DFT that are affected by a band gap underestimation are not reliable to evaluate defect properties, such as
charge transition levels. It is now established that hybrid functional approximations to DFT improve the defect
description in semiconductors. Here we demonstrate that the use of hybrid functionals systematically stabilizes
donor defect states in the lower part of the band gap for many defects, impurities or vacancies, in III-V and in
II-VI semiconductors, even though these defects are usually considered as acceptors. These donor defect states
are a very general feature and, to the best of our knowledge, have been overlooked in previous studies. The states
we identify here may challenge the older assignments to photoluminescent peaks. Though appealing to screen
quickly through the possible stable charge states of a defect, semilocal approximations should not be trusted for
that purpose.
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I. INTRODUCTION

Defects in a material have a role of paramount importance
in determining its physical properties. Their presence has thus
been extensively exploited to engineer devices with the desired
features. When it comes to semiconductors, the introduction of
electrically active defects causes an increase of the number of
charge carriers in the conduction and valence bands, allowing
one to tune the transport properties of the material. This is a
key property for the preparation of most common electronic
devices, like, e.g., transistors, LEDs, and solar cells [1].

In order to efficiently produce functional materials, it is
mandatory to accurately identify which levels the defects
introduce in the band gap and their position with respect to
the band edges. To address this task, density functional theory
(DFT) has been recognized as a highly valuable tool to interpret
the experimental results and guide towards the choice of the
most effective defect candidates to achieve doping. Despite its
successes, DFT calculations rely on several approximations
that can spoil the results and lead to qualitatively incorrect
conclusions. For the positioning of the defect levels, the main
source of error is the, sometimes severe, underestimation of the
band gap that affects almost all the semilocal approximations
to the exchange-correlation (xc) functional. In the latest years,
hybrid functionals, defined by an admixture of exact and
semilocal exchange, have improved the description of the band
gap and thus of the defect transition energies [2], demanding
an upgrade of the results previously calculated within the
semilocal approximation

An edifying example is provided by the numerous defect
candidates that have been considered as possible sources of
p-type doping in ZnO, based on semilocal DFT calculations
and that have been later recognized as deep acceptors, thanks
to the improved results obtained from hybrid functional
calculations [3–6].

Since the use of hybrid functionals leads to a considerable
increase of the calculated band gaps, it is reasonable to expect
an increase of the number of transition levels in the gap. Care
should then be taken when studying these properties, since

transitions to charge states that are missing in the semilocal
approximation can emerge when using more accurate tools.

In this paper, we consider II-VI and III-V binary com-
pounds, demonstrating the systematic emergence of positive
charge states for defects that are usually considered as ac-
ceptors, like cation vacancies and anion substitutional defects.
We relate this fact to the asymmetric downshift of the band
edges and to the localization of holes introduced in the system.
These additional charge states can change the perspective on
this broad family of defects and on their actual suitability to
achieve p-type doping.

II. COMPUTATIONAL DETAILS

All the simulations were performed using the VASP code
within the projector augmented wave methodology [7–9]. The
Perdew-Burke-Ernzerhof (PBE) [10] is used as a semilocal
xc functional, while the hybrid functional is the one proposed
by Heyd, Scuseria, and Ernzerhof (HSE) [11,12]. In the HSE
approximation, a fraction α of the PBE exchange is replaced by
exact exchange (EXX). In its original formulation α = 25%,
but several schemes have been proposed to fix this value to
obtain more accurate results [13,14]. In this work, we will
consider α as a variable parameter, in order to explore its
relationship with the position of the transition levels. A plane-
wave cutoff energy of 400 eV has been used for ZnO, CdO,
and GaN, 280 eV for ZnS, ZnSe, and ZnTe, and 212 eV for
MgSe, while the Brillouin zone has been sampled at the �

point in order to preserve electronic state degeneracies. We use
192-atom supercells for ZnO and GaN in the wurzite phase and
216-atom supercells for the other materials in the zinc-blende
phase. The convergence with respect to the supercell size is
demonstrated in the next paragraph.

For Zn and Ga, the 3d states are considered as valence
electrons. The structures have been relaxed for each choice
of the xc functional. The formation energies of the defects
have been calculated according to the Zhang and Northrup
formalism [15]. A monopole charge correction [6,16,17] has
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FIG. 1. (Color online) Dependence of the (−/0) and (0/+) tran-
sitions on the supercell size for the Mg vacancy in MgSe with (blue)
and without (red) monopole charge correction. Values have been
calculated with a � (triangle) and 2 × 2 × 2 (circle) sampling of the
Brillouin zone. Solid and dashed lines show a fit (see text) of the
calculated values for the (−/0) and (0/+), respectively.

been added to speed up the convergence, where the dielectric
tensors have been taken from experimental measurements.

In order to verify the accurateness of our approximations,
we have studied the convergence of the (−/0) and the
shallower (0/+) transitions for the Mg vacancy in MgSe as
a function of the supercell size and sampling of the Brillouin
zone. As the defect wave function might change according to
the exchange-correlation type, we performed a convergence
study for the very functional we are to employ in this
study, namely, HSE. We considered up to 512 atoms and a
2 × 2 × 2 k-point sampling. As shown in Fig. 1, once the
charge correction is taken into account, the calculated value
for the 216-atom supercell gives a value of the transition
energy that is in agreement with the value extrapolated from
the fit aV −1/3 + bV −1 + c in the limit V → ∞, where V is
the volume of the supercell. The error is less than 65 meV
for the (0/+) transition level and less than 8 meV for the
(−/0) one. Note that the finite-size correction works extremely
well for the deep transitions, whereas its efficiency is more
limited for the states closer to the band edges. Anyway, as
the charge corrections increase the energy of the charged
supercells, applying the charge corrections systematically
cannot spuriously stabilize the (0/+) donor transition levels
this study is focused on. We can conclude that these additional
states are not an artifact of a too small supercell size. In
addition, for the 216-atom supercell size that we have chosen,
the differences between the transition energies for the � and
2 × 2 × 2 sampling are smaller than 6 meV. The k-point
sampling is clearly not an issue here.

III. EMERGENCE OF DONOR LEVELS

The effect of introducing a portion of EXX in the xc func-
tional has a strong effect on the band gap. With α = 25% all
the gaps studied here are increased by at least 1 eV with respect
to the PBE value, with the largest increase in the case of ZnO
and GaN, where the band gaps go from 0.69 to 2.48 eV and

FIG. 2. (Color online) Transition energies for (q/q ′) transitions
with PBE (top) and HSE (bottom) approximations. The VBMs of
II-VI compounds are aligned according to Ref. [21] with corrections
to take into account functional and volume changes. The GaN is
not aligned with respect to the other materials. Positive charge states
entering the band gap in HSE are highlighted in red.

from 1.69 to 3.25 eV, respectively. Despite these considerable
increases, it has been shown that, for localized defects, once
it is referred to an external reference (e.g., the average of
the electrostatic potential), the transition level should have a
small dependence with respect to the approximation employed
[18,19]. This conclusion can be slightly altered by geometric
relaxation, that can give rise to rather different structures in
the surrounding of the defect depending on the xc functional
[5], but this effect is often negligible [20].

In this picture, it is possible for transition levels lying
beyond the band edges in the semilocal approximations to
end up in the band gap as a consequence of the band edges
shift. In Fig. 2, we report a series of materials with defects in
which such an effect actually takes place: the cation vacancies
and some remarkable substitutional defects, namely, NO and
PO in ZnO and CN in GaN. The valence band maxima
(VBM) are aligned according to the data reported by Li et al.
[21], with additional shifts to take into account the different
functionals employed and the differences in the supercell
volume, quantified through the deformation potentials, when
available in literature [22–24].1

1No deformation potential is available for MgSe. Since this is
generally small, we neglected that correction in this case. The
deformation potential shows little dependence on the phase [22] and
thus we used the zinc-blende values in the case of ZnO and GaN.
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Figure 2 strikingly shows that, although the defects would
be considered in a simple ionic model as single (substitutional
defect), double (cation vacancies in II-VI), and triple (VGa in
GaN) acceptors, all of them exhibit stable positive charge states
within HSE, with a (0/+) transition inside the band gap and,
in some cases, even a (+/2+) transition. With few exceptions,
these transitions are all at least 0.3 eV away from the VBM,
with a maximum of 1.12 eV in the case of the PO. It is worth
noting that in this last case, as well as for the VMg defect in
MgSe, a (0/+) transition is present even at the PBE level,
signaling that the stabilization of the positive charge states is
not uniquely related to the introduction of the EXX.

Comparing the cation vacancies in the II-VI compounds,
the transition energies of zinc chalcogenides (ZnO, ZnS, ZnSe,
ZnTe) become shallower with increasing VBM. However, this
statement does not hold when turning to CdO and MgSe. We
thus conclude that a low absolute value of the VBM can favor
the presence of additional charge states in the lower part of the
band gap with deeper transition energies, although the presence
of such states cannot be excluded by solely monitoring the
position of the VBM.

The defects shown in Fig. 2 share a common feature: they
all present holes that are strongly localized in the vicinity of
the defect. This localization can be expected to be favored by
the inclusion of EXX. In fact, it has been demonstrated [25]
that, when going beyond standard DFT approximations, the
zinc vacancy in zinc chalcogenides presents holes localized
on the chalcogen nearest neighbor, with an increase of the
distance of these atoms from the vacancy [25]. So, while in the
semilocal approximation the local symmetry of the defect is
always a tetrahedral one (Td ), within HSE, the local symmetry
is lowered from Td to C3v and to C2v when going from 2− up
to the neutral charge state. Given that the holes are localized
far apart from each other, this leaves room for the addition of
two further holes to reach a 2+ charge state. In Fig. 3, the

FIG. 3. (Color online) Spin-up (yellow) and spin-down (light
blue) densities for VZn in ZnO in the (a) 1−, (b) 0, (c) 1+, and (d)
2+ charge states. Zn and O atoms are shown as grey and red spheres,
respectively, while the blue sphere represents the original position of
the missing Zn atom. The holes are localized on the vacancy nearest
neighbors.

spin densities for VZn in ZnO for charge states from 1− to
2+ are shown as a prototypical example. The additional holes
are localized on the remaining O neighbors with a subsequent
lowering of the symmetry to C3v in the 1+ charge state and the
restoration of the Td symmetry when reaching the 2+ charge
state. This pattern is clearly identified for ZnO, CdO, and
MgSe, while for the other zinc chalcogenides the spin density is
more delocalized in the positive charge states. This discrepancy
is due to the shallower nature of the (0/+) transitions in ZnS,
ZnSe, and ZnTe. GaN represents a different case since VGa is
a triple acceptor and one could expect three localized holes in
the neutral state. However, at α = 0.25, the spin density tends
to be more delocalized on the four neighbors and a larger
value of α is required to localize it on the expected number
of neighbors. We stress that the energy difference between
low and high spin configurations is remarkably small, with
only a slight preference for high spin configurations in several
cases. Even in the case of low spin configuration resulting in
a vanishing net spin, it is crucial to carry out spin-unrestricted
calculations that allow for a much lower total energy compared
to spin-restricted calculations.

In the substitutional defects, at variance with the PBE
approximation, HSE calculations show holes localized on the
impurities along one of the bonds [5] and offer the possibility
of localizing additional holes along other bonds. Due to the
different localization of holes in HSE in ZnO and GaN,
the transition levels in HSE deviate from the simple shift of
the VBM obtained within PBE.

Positive charge states for some substitutional defects in
zinc calchogenides have already been predicted, but their
presence has been related to the formation of specific AX
centers [26]. We argue here that the positive charge states are
instead a systematic feature. As an additional confirmation
of this picture, none of the defects show additional negative
charge states in the upper part of the band gap, apart
from those consistent with the nature of single, double and
triple acceptor of the defects discussed. In fact, once the
acceptor is completely passivated, there is no further room
to accommodate additional electrons.

IV. DEPENDENCE ON THE EXACT
EXCHANGE FRACTION

Since the positive charge states are also present when the
holes are more delocalized, a relevant contribution for their
emergence is given by the shift of the band edges. As shown
by Chen and Pasquarello [27,28], the downshift of the VBM
plays a dominant role in the opening of the band gap for most
semiconductors and this enhances the possibility for defects
states which are spuriously below the VBM in PBE to enter
inside the band gap in higher-level approximations. So far, we
had set the α parameter to its original value of 25%. However,
this parameter is often increased to better fit experimental band
gaps and thus leading to even larger shifts of the band edges.
In order to evaluate the sensitivity upon this parameter of the
position of the new states that we identify, it is instructive to
analyze the transition energies as a function of α.

We first focus on the case of ZnO, where a large value
α = 0.375 is indeed required to match the experimental
band gap [29]. Figure 4 shows the comparison between
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FIG. 4. (Color online) Formation energy as a function of the
Fermi level εF for defects in ZnO in HSE approximation with
α = 0.25 (top axis, dashed lines) and α = 0.375 (bottom axis, solid
lines). The formation energies across the different values of α have
been aligned with respect to the average electrostatic potential.
Shaded areas represent the shifts of the band edges.

the formation energies of the various defects in ZnO, as a
function of the Fermi level εF , for α = 0.25 and 0.375. For all
these defects, the formation energies and the position of the
transition energies have little dependence on α, once they have
been referred to average electrostatic potential.2 In this range,
the holes are always well localized and the small changes
observed are mainly due to different structural relaxation. As a
consequence, the change in the depth of the transition energies
is almost completely related to the downshift of the VBM that
amounts to 0.6 eV. This may lead to even more defect levels
inside the gap, as is the case for VZn: the 2+ charge state is
stabilized, with a (+/2+) transition energy of 0.36 eV.

To figure out a general picture of the emergence of defect
levels across defects and materials, we have analyzed the α

dependence of the transition energies starting from α = 0, that
is equivalent to the simple PBE approximation, to a large value
of 0.5. The transition energies under study can be defined as

ε(q/q + 1) = Etot[D
q] − Etot[D

q+1] + εc − εVBM

= Ediff(q/q + 1) − εVBM, (1)

where Etot[Dq] is the DFT energy for the defect D in charge
state q, εVBM is the VBM energy and εc represents the
corrections due to the finite size of the supercell. ε(q/q + 1)
can be then decomposed into two contributions εVBM and
the remainder Ediff(q/q + 1). For the transition to be inside
the band gap, the condition Ediff(q/q + 1) > εVBM should
be satisfied. Figure 5 contains the value of the band edges
and total energy differences Ediff(q/q + 1) for some of the
defects considered, showing different trends in the emergence
of positive charge states as α increases. The partition of the

2When aligning two systems with different values of α, inaccuracies
can emerge from the ill-defined electrostatic potential, which is known
up to a constant. As demonstrated in Ref. [28], these errors are any
way small and this contribution was neglected here.
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FIG. 5. (Color online) Dependence of the VBM, CBM and
Ediff(q/q + 1) of Eq. (1) from the α of HSE for defects in ZnO,
ZnSe, and GaN. The energy differences Ediff are shown only for
values of α such that Ediff > εVBM.

transition energy into these two components allows us to
distinguish the contribution of the downshift of the VBM from
the one due to the change in the defect energy.

For all the semiconductors that we have considered here
the dependence of the absolute positioning of the VBM on
the EXX content is massive. When changing α from zero to
25%, the downshift ranges from 0.8 to 1.5 eV. This general
phenomenon is clearly the most significant cause for the
presence of additional charge states in the band gap. Note that
the large dependence of the VBM upon the xc is confirmed by
higher level calculations in the GW approximation [27,28].

The term Ediff(q/q + 1) is completely analogous to the
�SCF evaluation of the ionization energy used for finite
systems, in which a total energy difference between the neutral
and the charged systems brings a rather stable evaluation of
the ionization energy when changing the xc approximation.
On the contrary, the evaluation with the eigenvalues, the
so-called Koopmans’ theorem, is much more delicate. Then the
total energy difference Ediff(q/q + 1) presents three different
behaviors in Fig. 5 according to the nature of the states.

First case. The state under scrutiny follows one of the band
edges when α varies. This indicates that the corresponding
electronic wave function is of the same nature of the band
edge and that is quite delocalized around the defect. This is
the case we observe for the low values of α in ZnO for NO as
well as for VZn. For these two defects, even the (−/0) transition
that is deep inside the band gap shows this trend. In ZnSe, the
(−/0) transition also shows this behavior, but for the whole
range of α, as does the (0/+) transition after entering the gap.

Second case. The state is independent from the value of α.
This behavior indicates a localized electronic state for which
the �SCF procedure is producing a stable evaluation for the
ionization energy. This is the situation we observe for NO and
VZn in ZnO when α is larger than 0.25% and for the (−/0)
transition in GaN.

Third case. The state behaves in a way that cannot be
rationalized by the first two cases. This is what we observe
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for the (0/+) transition in VGa in GaN. This complex behavior
results from a combination of effects, such as a change in the
nature of the state along with α, a localization of the hole, and
a change of the atomic relaxation.

Figure 5 shows how localized states are inserted in the band
gap: either these states were not localized with low values of α

and become localized with larger α or the states were already
localized for α = 0 but were positioned below the VBM. In
every case, the additional states emerge at relatively low values
of α, so their presence should always be considered, no matter
the scheme used to fix the amount of EXX.

V. CONCLUSIONS

To summarize, we have shown the existence of positive
charge states for defects usually considered as pure acceptors
in II-VI and III-V compounds that become stable when
moving from a semilocal to a hybrid approximation of
the xc functional. We have related this to two factors: the
increase of the holes localization, induced by the portion of
EXX in hybrid functional, and the strong downshift of the
VBM.

The presence of these transition levels inside the band gap
can have important consequences in the analysis and design
of defective materials. Since to achieve p-type doping shallow
acceptors are needed, several among the defects considered
here have been investigated as possible sources of holes.
However, if close to the VBM the most stable states are
positively charged, these defects can act as compensating
defects instead. From a theoretical point of view, it is then
important to always check for further stable charge states,
when moving from semilocal to higher level approximations
of the xc functional.

Even though we limited our analysis to acceptor defects, it
is likely that similar effects could be observed for donor defects
as well. Based on our results, we speculate that the appearance
of negative charge states for donors could be favored by defects
with highly localized electrons and materials displaying a non-
negligible upshift of the conduction band minimum.
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