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Monovacancy formation energies and Fermi surface topological transitions in Pd-Ag alloys
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Using first-principles mean-field alloy theory, we calculate the vacancy formation energies of the face-centered-
cubic Pd-Ag alloys as a function of chemical composition. The effect of Fermi surface topological transition
on the composition dependence of the vacancy formation energies is detectable and is consistent with what has
previously been shown for the bulk properties of Pd,_,Ag,..
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I. INTRODUCTION

Palladium-silver alloys are important materials from a
technological point of view. Besides the jewelry industry,
they are used in dentistry as bridges and crowns due to their
nobility and resistance to tarnishing [1,2]. These alloys are also
ductile and have good electrical conductivity; therefore they
are used in conductive films and pastes, multilayer capacitors,
or as contacts. Palladium-silver nanoparticles and thin films are
key components of biosensors [3] and chemical sensors [4],
respectively. They also can be used as catalysts in chemical
reactions [5]. The most recent application of the Pd-Ag
alloys is as hydrogen separation membranes [6,7]. Hydrogen
has a high potential to become an environmentally friendly
energy carrier. Hydrogen is the most abundant element on the
Earth, but due to its high reactivity, it can be found only in
chemical compounds. Separation and purification of H from
a multicomponent gas mixture may be realized using Pd-Ag
membranes [6,7].

Palladium and silver form continuous solid solution within
the face-centered-cubic (fcc) crystallographic phase [8] for
the whole range of concentration according to the high-
temperature experimental phase diagram [9]. Due to their
simple crystal structure and complete miscibility, Pd-Ag alloys
have been seen as prototype systems, where the electronic
properties, and through this the physical properties, can be con-
trollably altered. Therefore they become popular model sys-
tems for investigations at fundamental atomistic level. Charge
transfer has been studied with x-ray-absorbtion near edge
structures and x-ray photoemission spectroscopy [10], and
recently, kinetic energy shifts with Auger spectroscopy [11].
Although Pd-Ag alloys are regarded as simple systems, their
physical properties, for example lattice parameters [12], have
complex behavior with gradually changing composition.

The above mentioned technological applications and the
deviation from Vegard’s law motivated several electronic
structure calculations [13-30]. The successful reproduction of
the experimental mixing enthalpy, Gibb’s energy curves, and
composition-dependent lattice parameters encouraged further
theoretical work. Formation of low-temperature ordered struc-
tures has been predicted for different compositions [14,18].
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Surface segregation [15,21,22] effects, surface core-level
shift [23], surface stress [24] composition dependent elastic
properties [25-27] and stacking fault energies [29], and short
and long range ordering effects on the elastic properties [26,27]
have been discussed in the past 20 years. The composition
dependence of the experimentally measured and theoretically
calculated physical parameters shows strong deviation from
the linear rule of mixing. This strongly nonlinear composition
dependence has been associated with Fermi surface topologi-
cal transitions (FSTT’s) [16,25,27,29]. Different pair-potential
models [20,28] and Monte Carlo methods [31] have used
Pd-Ag alloys as test systems to validate the applicability of
the newly developed method.

The most common point defects in metallic crystalline sys-
tems are monovacancies. Although their concentration is small
(1073 to 10~ in pure metals at the melting temperature [32]),
they may affect drastically the transport and mechanical
properties of metals. Their concentration and formation energy
are the key quantities in the description of vacancy-related
properties. Due to the large change of the electronic density
for atoms around the vacancy, the vacancy formation energy
calculations often have been used to test the performance of
different exchange-correlation functionals [33-39] as well as
different density functional theory methods [40—42]. A well
established theoretical tool may be helpful in determination
of the vacancy formation energies for materials where the
experimental measurements face difficulties [32].

In the present work we discuss the vacancy formation
energies as a function of composition. Results are calculated
using three different exchange-correlation functionals. A
nonlinear composition dependence is identified for vacancy
formation energies similarly to the above mentioned physical
parameters. Here we show that the formation energy of this
particular crystal defect is also affected by the FSTT. The paper
is divided as follows: Sec. II briefly describes the employed
theoretical approach, and the results are presented in Sec. III.
Discussion and conclusion of the disclosed results are included
in Secs. IV and V.

II. METHODOLOGY

We adopt the supercell technique to calculate vacancy
formation energies (Hyac). A 2 x 2 x 2 supercell (SC) was
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built up from the conventional fcc unit cell. The SC finally has
simple cubic symmetry with 32 sites per primitive cell from
which one site is substituted by a vacancy corresponding to
1/32 vacancy concentration in the homogeneous bulk alloy.
The volume-relaxed vacancy formation energy (H,;) was
obtained by means of Hv]}' 0) = EQ’C(O) — (N — 1)Ey where
Esc(0) is the total energy of the SC at its equilibrium volume,
E\ represents the total energy of the fcc unit cell at the bulk
equilibrium volume, and N is the number of sites in the SC.
In the present case N = 32. Experiments show a distortion of
the lattice around the vacancy. For a more realistic geometry
around the vacancy, we included in the present study the local
lattice relaxation by computing the total energy of the supercell
[Esc(n)] as a function of the distance d = (1 + n)d,y between
the vacancy and the 12 atomic sites from the first coordination
shell around the vacancy. Here, dy is the ideal unrelaxed
nearest-neighbor distance in the fcc lattice. The fully relaxed
vacancy formation energy (Hy;) is obtained from the minimum
of the formation energy Hflrv(n) = Eévc(n) — (N — 1)Ey, viz.,
HY = min, HY (n) = HY (no), where n the equilibrium local
relaxation around the vacancy. This type of local relaxation
within the present mean-field approximation is motivated
by former results which have shown that the size of the
local relaxation is quite similar in different metals [37] and
it has been successfully applied for paramagnetic austenitic
Fe-Cr-Ni alloys [43].

Total energy calculations were carried out using density
functional theory [44,45] formulated within the exact muffin-
tin orbital (EMTO) method [42,46—48] in combination with
the full charge density technique [49] and the mean-field
coherent-potential approximation (CPA) [50,51]. The latter
is used to treat the chemical disorder between Pd and Ag. For
a full description of the EMTO method the reader is referred to
Ref. [42]. The EMTO basis set included s, p, d, and f orbitals
for bulk and supercell calculations. The one-electron equations
were solved within the soft-core and scalar-relativistic approx-
imations. The Green’s function was calculated for 16 complex
energy points distributed exponentially on a semicircular
contour including states within 1 Ry below the Fermi level. For
the one-center expansion of the full charge density I =8
cutoff was used. The electrostatic correction to the single-site
coherent potential approximation was described using the
screened impurity model [52] with a screening parameter
of 0.9. Total energies were calculated using three different
exchange-correlation functionals (xcf’s): the local density
approximation (LDA) [53], the AMO5 approximation [35],
and the revised version of the Perdew-Burke-Ernzerhof ex-
change correlation approximation for solids and surfaces
(PBEsol) [54]. For the local lattice relaxation around the
vacancy, we used both compressed (n = —6, — 4, — 2 %) and
expanded (n = 2%) nearest-neighbor distances. The minimum
of Esc(n) was obtained from a second-order polynomial
fit. The k-space sampling was performed with a uniform k
mesh within the Brillouin zone. The number of k points was
established (see Ref. [37]) such that the numerical error of Hy,.
is below 0.01 eV. For the Fermi surface calculations, 27 000 &
points was used within the fcc unit cell. Previous theoretical
works have shown that a 32-atom SC is large enough for
accurate calculation of the vacancy formation energy in some
selected metals [41,46,55,56]. A similar test on the finite-size
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effect on the volume-relaxed vacancy formation energy was
performed here using a 3 x 3x3 SC containing 108 atoms.
H,, calculated within a 3 x 3x3 SC is found to be lower
with 0.03 (0.12) eV for Pd (Ag) than data obtained in a
2 x 2x2 SC. The error bar of the theoretical data is set to
0.075 eV. The effect of the electronic temperature on the
volume-relaxed formation energy of Pd is 0.02 eV at 500 K.
This is below the error bar established above; therefore further
calculations were performed at 0 K without taking into account
the finite-temperature Fermi-Dirac distribution.

III. RESULTS

A. Bulk parameters of Pd and Ag

The accuracy of the EMTO method is assessed by com-
paring the present results for Pd and Ag with the previous
theoretical and available experimental data. Bulk parameters
(bulk modulus B and lattice parameter a) volume-relaxed (H,;)
and fully relaxed (Hj) vacancy formation energies calculated
with the EMTO method for pure Pd and Ag are listed in Table I
together with the available experimental and former theoretical
results.

Lattice parameters obtained using EMTO are in very
good agreement compared with the data calculated using the

TABLEI Lattice parameters (a in units of A), bulk modulus (B in
units of GPa), volume (H,,), and fully relaxed ( Hy;) vacancy formation
energies (in units of eV) for bulk fcc Pd and Ag in comparison with
the available experimental and former theoretical data. The literature
data are taken from Refs. [34] ¢, [38] 2, [41] ¢, [40]1 ¢, [57] ¢, [58] 7,
[59] 4, [32] *, and [60] {. Recommended experimental value for Ag
is highlighted by boldface.

Method a® Bfee H, H;

Pd EMTO-LDA 3.854 223 1.72 1.48

EMTO-AMO5 3.884 199 1.72 1.50

EMTO-PBE 3.956 165 1.38 1.21

EMTO-PBEsol 3.889 205 1.68 1.28

PAW-LDA® 3.85 1.67 1.50

PAW-LDA® 3.862 208 1.44

PAW-PBE? 3.958 157 1.19

PAW-AMOS? 3.871 189 1.43
LSGF-LDA 1.43¢
FP-LMTO-LDA 1.65¢

Exp. 3.891¢ 195/ 1.85¢

1.7

1.5"

Ag EMTO-LDA 4.015 137 1.20 1.05

EMTO-AMO5 4.067 114 1.16 1.03

EMTO-PBE 4.160 90 0.86 0.76

EMTO-PBEsol 4.066 115 1.15 0.88

PAW-LDA® 4.027 106 1.03

PAW-PBE? 4.169 86 0.78

PAW-AMO5” 4.058 126 1.00
LSGF-LDA 0.99°
FP-LMTO-LDA 1.24¢

Exp. 4.086° 1047 1.31"

111

1.00°
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projector augmented wave (PAW) method and experimental
ones regardless the used xcf. Lattice parameter a shows a
maximum 2% deviation compared to the available data.

Numerical difficulties in addressing the quantitative de-
scription of bulk modulus B within the Morse type of
equation of state (EOS) yield larger disagreements. The largest
deviation between the theoretical results for a given xcf is 7%
for Pd (LDA) and 10% for Ag (LDA, PBE). This deviation may
be accounted for by the difference between applied methods
and EOS’s. Comparing EMTO results with the experimental
data the largest 14 (30) % deviation for B of Pd (Ag) obtained
using LDA functional can be reduced to 2 (10) % using the
recently developed AMOS approximation. Here we should
recall that the present theoretical results were obtained at
static conditions, whereas the experimental data refer to room
temperature.

B. Vacancy formation energy of Pd and Ag

Volume-relaxed (H,;) and fully relaxed (Hy) vacancy
formation energies of Pd and Ag calculated using the EMTO
method are in good agreement with the former PAW results
within LDA, AMOS, and PBE formulations of the xcf and with
full-potential linear muffin-tin orbital (FP-LMTO) LDA data,
the largest difference being 5%. There are no former theoretical
data calculated using the PBEsol functional. The locally
self-consistent Green’s-function (LSGF) LDA calculations
give somewhat lower H,, compared to the present and previous
PAW and FP-LMTO simulations.

There is a large variation for the experimental Hy,. of
Pd. Positron annihilation spectroscopy (PAS) measurement
gives 1.85 eV [59], while thermal conductivity and thermal
diffusivity experiments report 1.7 and 1.5 eV, respectively [32].
In general, the theoretical H,,; obtained with the present EMTO
and former DFT methods within the LDA and AMO0S5 schemes
are in very good agreement with the thermal conductivity
data (+1%). These values are smaller with 7% than PAS
results which is commonly regarded as the most accurate
experimental tool. However, when local lattice relaxation is
allowed in the DFT simulations, values for Hy, are lower with
~20%. The discrepancy between the experimental and EMTO
data is more accentuated for PBEsol/PBE (30/25%).

In the case of Ag, PAS reports 1.31 and 1.11 eV for
H,,. depending on lifetime and mean lifetime measurements.
Thermopower experiments give 1.00 eV. Theoretical H; (Hz)
data obtained using LDA and AMOS5 are within 8 (—5) %
compared to the recommended experimental value 1.11 eV
[60].

The fact that the volume-relaxed vacancy formation en-
ergies (H,;) are closer to the experimental values maybe
accidental. For a better description of the underlying physical
phenomena the effect of the local lattice relaxation cannot be
neglected. On one hand, the large discrepancy between Hp
and the experimental data may be accounted for by the perfor-
mance of the different xcf’s when they describe the internal
free surface created by the introduced vacancy [33,34,36,38].
Due to the well known error-cancellation effects present in
LDA, i.e., overestimation of the exchange energy of a free
metal surface and underestimation of the correlation energy
by approximately the same magnitude [61], LDA gives the
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most reasonable Hp compared to the experimental data. In
the case of the generalized gradient approximations (GGA)
(PBEsol belongs to this group of xcf functionals) results
are very dependent on the parametrization. PBEsol performs
better than the Perdew-Burke-Ernzerhof GGA (PBE) [62]
for Hy with 5 (12) % for Pd (Ag) compared to the LDA
values. Functional-dependent correction to the vacancy for-
mation energies of pure metals has been proposed by several
former theoretical studies [33,34,36,38]. Application of such
additional correction schemes goes beyond the aim of the
present study; moreover such a surface description correction
is included by construction in the AMOS5 functional.

On the other hand, recent theoretical simulations show
in the case of Cu and Al that nonlinear thermal corrections
may be crucial when the high-temperature experimental data
are extrapolated to 0 K [55,63,64], and therefore the 0 K
theoretical values may not be directly comparable to the
extrapolated experimental values. The temperature-dependent
Gibbs energy of vacancy formation for Al and Cu was
calculated considering all the relevant excitation mechanisms:
electronic temperature effects, lattice vibrations within the
quasiharmonic approximation, and phonon-phonon interac-
tions (anharmonic lattice vibration effects). It was shown
that the formation entropy of the vacancy is highly affected
by the anharmonicity that results in a nonlinear temperature
dependence of the vacancy formation energy. Including these
corrections when the experimental data are extrapolated to
0 K, lower values for the vacancy formation energy of
Al and Cu are derived [55]. The discrepancies between
the PAS and differential dilatometry data are explained as
well. Unfortunately, the correction of the extrapolated 0 K
experimental data is impossible for Pd, Ag, and their alloys
due to the lack of detailed measurements. Calculation of
temperature-dependent vacancy formation energy is beyond
the scope of this work. Nonetheless, the presented 0 K
theoretical results may be considered an upper (LDA results)
or lower (PBE results) bound for the experimental data [55,65].

C. Effective chemical potentials

The measure of the interaction between the alloy compo-
nents and vacancy was investigated via the effective chemical
potential (ECP) [21,43]. The ECPs calculated for the first co-
ordination shell around the vacancy and the sixth coordination
shell, the latter corresponding approximately to the bulk ECP,
shed light on the ordering (short and long range ordering)
or segregation tendencies in PdAg alloys with monovacancy.
Three alloys with different composition were considered here,
PdogAg,, PdosAg,s, and Pdy,Ag,s. The Pd-Ag effective
chemical potential was calculated according to

s s s dE-(n,c)
Apg_pg = Upg — Mg = sg—c
_ Egc(n,c+68) — Esc(n,c) )

5 )
where Egc(n,c) is the total energy of the 32-site supercell with
abase composition on all atomic sites; E§(n,c + §) is the total
energy of the supercell with § concentration variation in the
first (s = 1) or sixth (s = 6) coordination shell. In the present
application we adopted § = 0.01. The effective chemical
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potentials of Ag are Au}\g —202.5342 (—202.5270/

—202.5117) and A/ng —202.5311 (—202.5239/
—2025090) for Pdo.gAgo.z (Pd0_5Ag0‘5/Pd0.2Ag0.8) in
the case of the Pd-Ag exchange process. Accordingly, Ag
atoms prefer positions around the vacancy while Pd prefers
bulk positions (far away from the vacancy).

The “segregation energy” around the vacancy becomes
A,uA - AuAg =-3.1, =3.1, and —2.7 mRy/atom for
Pdy 8Ag0 2, PdosAgg 5, and Pdy2Ag ¢, respectively. The con-
figurational entropy opposes the Pd-Ag exchange process
with increasing temperature and favors a more homogenous
distribution around the vacancy. From the condition of vanish-
ing App,(T) — ApS (T) ~ Ay, — Apl, + ks Tln[c! (1 —
c)/(1 — ¢! — ¢)], at temperature T, the equilibrium Ag con-
centration in the first coordination shell around the vacancy
becomes

1 c
¢ = i 6 )
c+(1— (Appg=Auag)/ ks T

@

c)e

where kg is the Boltzmann constant. The Ag concentration
around the vacancy at room temperature (7 = 300 K) is
estimated to be 0.56, 0.84, and 0.94 in the case of PdysAg ,,
PdyosAg,s, and Pdy,Ag,g, respectively, indicating a high
tendency for segregation. On the other hand, at temperatures
close to the melting point of these alloys, where the vacancy
formation energy is measured, ¢! of Ag becomes only 6 + 2 %
higher than its bulk value. This low deviation for the high-
temperature Ag concentration around the vacancy from its bulk
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value indicates that segregation is not likely in these systems at
high temperature. A possible short-range ordering may appear.
Investigations of the short-range order (SRO) effects published
by Hoffmann er al. [27] show that at 0 K SRO results are
in substantial agreement with the data calculated within the
fully random distribution framework of CPA. These theoretical
findings supports the validity of the present study performed
on homogenous alloys.

D. Bulk properties of Pd;_,Ag, alloys in the presence of
monovacancy

Bulk parameters and H,,. of pure Pd and Ag calculated with
EMTO agreed well with the previous theoretical data giving
us confidence to proceed to evaluation of those parameters for
Pd;_,Ag, as afunction of Ag content. Composition-dependent
bulk parameters (a, B) of Pd;_.Ag, alloys calculated for
perfect (fcc) and defected (SC) crystal structure are listed in
Table II. Data for fcc alloys are identical to ones presented
in Ref. [25]. For a detailed discussion of the composition-
dependenta and B of fcc Pd;_, Ag, alloys the reader is directed
to Ref. [25].

Volume relaxation due to the 1/32 vacancy concentration is
only 0.310.1 % over the whole concentration range regardless
of the used xcf. Similar negligible volume change has been
found by former theoretical studies conducted on simple
metals [35,38]. Softening of the defected crystal structure
against hydrostatic pressure, e.g., decrease of B, is about 4%.
High deviation from the linear composition dependence of

TABLE II. Theoretical lattice parameters (A), bulk modulus (GPa) for fcc and supercell (SC) Pd-Ag alloys, volume-relaxed (H,,) and fully
relaxed (Hy) vacancy formation energies (eV), the equilibrium local relaxation ny (%) calculated within LDA, and AMOS, PBEsol, and PBE
form of the exchange-correlation functional for Pd,_,Ag, (x in at. %).

LDA AMOS5

x afcc chc aSC BSC Hvr Hﬁ- o afcc chc aSC BSC Hvr Hﬁ o

0 3.854 223 3.843 213 1.72 1.48 —1.33 3.884 199 3.874 190 1.72 1.50 —1.30
10 3.869 212 3.858 204 1.72 1.49 —1.30 3.900 189 3.891 181 1.71 1.51 —1.28
20 3.883 202 3.873 194 1.66 1.45 —1.28 3918 178 3.908 171 1.64 1.45 —1.26
30 3.898 192 3.888 185 1.61 1.41 —1.26 3.934 169 3.925 162 1.58 1.41 —1.24
40 3914 184 3.903 177 1.59 1.40 —1.25 3.951 160 3.942 154 1.55 1.39 —-1.22
50 3.929 175 3919 169 1.56 1.39 —-1.22 3.969 152 3.960 145 1.52 1.37 —1.20
60 3.945 167 3.934 161 1.43 1.26 —1.23 3.987 143 3.977 138 1.39 1.25 —1.21
70 3.959 159 3.950 153 1.36 1.20 —1.25 4.004 135 3.996 130 1.31 1.17 —1.21
80 3.977 152 3.967 146 1.31 1.15 —1.26 4.024 129 4.016 123 1.26 1.12 —1.22
90 3.997 142 3.985 139 1.11 0.95 —-1.29 4.047 118 4.036 116 1.08 0.95 —1.25
100 4.015 137 4.004 131 1.20 1.05 —1.31 4.067 114 4.058 108 1.16 1.03 —-1.27

PBEsol PBE

x afcc chc aSC BSC Hvr Hﬁ- o afcc chc aSC BSC Hvr Hfr o

0 3.889 205 3.879 192 1.68 1.28 —1.52 3.956 165 3.946 159 1.38 1.21 —1.25
10 3.906 192 3.895 183 1.67 1.30 —1.51 3.975 156 3.965 150 1.38 1.22 —1.24
20 3.922 180 3912 174 1.60 1.26 —-1.50 3.994 147 3.984 142 1.31 1.17 —1.21
30 3.938 170 3.928 165 1.55 1.23 —1.46 4.013 139 4.003 134 1.25 1.12 —1.18
40 3.955 161 3.945 157 1.53 1.22 —1.44 4.032 131 4.022 126 1.22 1.10 —1.16
50 3.972 152 3.962 149 1.50 1.22 —1.44 4.051 124 4.042 119 1.21 1.10 —1.13
60 3.989 143 3.979 142 1.37 1.10 —1.44 4.072 116 4.061 112 1.10 1.00 —-1.14
70 4.006 136 3.997 134 1.29 1.03 —1.46 4.091 109 4.082 106 1.00 0.89 —1.14
80 4.025 128 4.016 127 1.24 0.99 —1.47 4.112 104 4.104 99 0.95 0.84 —1.17
90 4.047 121 4.036 120 1.07 0.81 —1.50 4.140 93 4.127 93 0.85 0.74 —1.20
100 4.066 115 4.057 112 1.15 0.88 —1.52 4.160 90 4.152 85 0.86 0.76 —1.21
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FIG. 1. Vacancy formation energy Hy,. for fcc Pd;_,Ag, as a
function of composition (bottom axis) and valance electron per
atom (top axis) calculated for four different exchange-correlation
functionals: LDA (squares), AMOS5 (circles), PBEsol (triangles), and
PBE (stars). Volume-relaxed values are labeled by filled symbols, and
open symbols stand for the fully relaxed vacancy formation energy.
Vertical dashed-dotted lines mark the positions of FSTT’s.

the lattice parameter and bulk modulus of the defected crystal
(not shown) is found similarly to the case of perfect crystals.
Previous theoretical studies [16,25,27] discuss in detail the
relation between such anomalies and Fermi surface topological
transitions.

E. Local relaxation effects on the vacancy formation energy

Monovacancy formation energies calculated for Pd;_,Ag,
alloys are listed in Table II and plotted in Fig. 1 as a function
of Ag concentration and different xcf’s. For H,,, three out
of four xcf’s give very similar values to each other: AMOS
(PBESsol) values are on average 0.03 &+ 0.03 (0.06 £ 0.01) eV
lower than the LDA values throughout the Ag concentration
range. In general, PBE gives 23% lower values than LDA.

Local relaxation effects on the vacancy formation energy
have similar magnitude for LDA, AMOS, and PBE. Values
decrease by 12+ 1 % for LDA and 11 +2 % for AMOS
(PBE). The relaxation effects in the case of PBEsol are more
pronounced, by about 20 &£ 2 %. This observation may be
explained by investigating the equilibrium local relaxation
values (o) listed in Table II. The 7o values are similar
for LDA, AMO0S5, and PBE functionals. An average value is
—1.275 £ 0.055 % and —1.25 £ 0.05 % for LDA and AMOS,
respectively, throughout the Ag concentration range. PBE
shows the lowest average value for 79, e.g., —1.19 £ 0.06 %.
The average ny is much higher for the PBEsol functional,
namely —1.48 0.04 %. The larger local relaxation in the
case of PBEsol leads to a lower Hj value than for Hf’rww5 . The
linear correlation between (H,, — Hy)/V and n(z)B presented
in Fig. 2 still holds for PBEsol as well as for other functionals,
but we can find a shift in the case of PBEsol compared to
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FIG. 2. Linear correlation between (H,, — Hg)/V and n2B.

the other functionals due to larger 7y and the induced energy
difference.

Here we would like to point out that for all functionals
considered here, the size of the local lattice relaxation shows
weak composition dependence. We may conclude that the local
relaxation is not sensitive to the chemical environment. This
finding supports our assumption that the local lattice relaxation
can be reasonably well captured within the present mean-field
approximation.

F. Composition-dependent monovacancy formation energy of
Pd,_.Ag, alloys

We find a nonlinear composition dependence of H,; and Hy;
presented in Fig. 1. The calculated data points are grouped in
order to highlight this strong nonlinear behavior and the abrupt
changes in the composition dependence of the theoretically
estimated H,, and Hy. The grouping is shown only for Hj
calculated with PBE together with the position of FSTT.
Previous theoretical works [16,25,29] show that the nonlinear
composition dependence of some physical parameters (lattice
parameters, elastic constants, surface energies) may be asso-
ciated with the abrupt change in the FS topology. For example
the largest deviation from the linear behavior in the case
of the Pd;_,Ag, lattice parameter occurs at the equiatomic
concentration [25], where the ellipsoid hole pocket centered at
X disappears. A relation between the positions of the anomalies
and the critical concentrations of FSTT can be detected in the
case of Hy,.(x) as well.

IV. DISCUSSION

A. Local relaxation and the exchange-correlation functionals

According to the 1y values listed in Table II, LDA, AMOS,
PBEsol, and PBE functionals lead to different magnitude of
local relaxation for the first neighboring shell around the
vacancy. We notice that the AM0OS5 and PBE relaxations are
rather close to the LDA relaxations. On average throughout the
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PBE

0
0.0

Ag concentration range, when LDA (AMOS/PBE) is used to
calculate 1o and Hy, atoms in the first neighboring shell move
closer to the vacancy by —1.275 £ 0.055 % (—1.25 £ 0.05/ —
1.19 £ 0.06 %) while PBEsol allows for —1.48 +0.04 %
local relaxation. The difference between AMOS5, PBEsol, and
PBE functionals with respect to LDA may be investigated by
analyzing the so called enhancement function Fy(s,r,) defined
as follows:

Fye(8,75) & Fyeln] = exclnl/e-P (n), 3)

where n is the electronic density, €[n] is the exchange-
correlation density per electron for a certain approximation,
and €:PA(n) is the LDA exchange energy density per elec-
tron. Within the gradient-level approximation, the density
dependence of the exchange-correlation energy functional is
represented by a function that depends on the scaled gradient
s and the electronic Wigner-Seitz radius r,. For further details
the reader is referred to Ref. [66]. Here, we present the
enhancement function for AMO0S5, PBEsol, and PBE in Fig. 3
as a function of s and ry, and with the characteristic s and
ry values of Pd. We notice that for LDA, Fy. is obtained
from Fig. 3 at s = 0. The black ry(s) curve corresponds to
the volume-relaxed values and the r,(s) values for the fully
relaxed supercell are represented by the red line. During the
relaxation, the atoms move closer to the vacant site decreasing
the inner surface around the vacant atom that leads to an
increase in the electron density. This is represented by a small
shift of r; towards smaller values in low and middle s range
(0-0.7), while s values decrease in 1.5 < ry; < 3. The change
of the ry(s) curve due to the relaxation happens in that region
where the difference between F.(s,r,) of AMOS, PBEsol, and
PBE is considerable. In case of AMOS5, ry(s) moves towards
alocal Fx.(s,ry) minimum, as a consequence the contribution
of the exchange energy (which is negative) to the total energy
decreases for lager relaxation. The opposite happens in the
case of PBEsol. Due to the relaxation, r(s) moves out from the
local Fy.(s,rs) minimum contributing with a larger amount of
exchange energy to the total energy. As a consequence, PBEsol
allows for larger relaxation as compared to AMOS. Moreover,
in the interesting s-r; region Fy.(s,rs) is a more rapidly varying
function for PBEsol than for AMOS5 and PBE (see Fig. 3). The
behavior of r¢(s) in the case of PBE is similar to AMOS,
but the change in Fx.(s,r;) is shallower, which leads to the
lower 1 for PBE than for AMOS. Similar behavior is found

1.50

1.20
1.15

0.0 05

.

FIG. 3. (Color online) Contour plot of the Fi.(s,r;) enhancement function generated for AMOS, PBEsol, and PBE exchange correlation
functionals. Black (red) line stands for r,(s) values calculated around the vacancy in the volume-relaxed (fully relaxed) Pd supercell.

for Ag as well (not shown). Therefore, the additional effects
introduced via Fy.(s,r;) for AMOS5, PBE, and PBEsol with
respect to LDA and the delicate differences between AMOS,
PBEsol, and PBE functionals turned out to be significant when
describing vacancies. The rapid change in Fy.(s,r;) in the case
of PBEsol compared to the shallower Fi.(s,rs) for the other
two functionals leads to additional effects compared to AMOS,
PBE, and LDA. These features are nicely reflected by the
predicted local lattice relaxations around the point defect and
the corresponding change in the vacancy formation energy.

B. Electronic structure and Fermi surface of Pd;_,Ag, alloys

Densities of states of pure fcc Pd and Ag are presented in
Fig. 4. The Fermi energy of pure Pd lies within the d band,
while for Ag it is located in the sp band. As a consequence Pd
has a complex Fermi surface, while the Fermi surface of Ag is
noble-metal-like. The intersections of Fermi surfaces (FS) of
the pure elements with the 'KLUX plane calculated using the
scalar-relativistic EMTO-CPA method are depicted in Fig. 5.
The following parts of the Pd FS have been identified:

(1) anoctahedron electron pocket (closed surface) centered
at the I" point with sp character,

(2) an ellipsoid hole pocket centered at the X point having
d character, and

(3) a hole jungle-gym structure (open surface) which is
connected at the point L, also having d character.

60 . I I I — 60
- tot Pd T Ag F
50— s+p I i I 450
= -l —— d+f 1 :-” ]“ 1
& 40 e R AR I'q40
= 1 oL A |
g i 7 JT N ; U 1]
s 30| 1% =l ! 1 =30
Z Ty o A lgv | |
vt oty A T 1]
8 20 Nt W Ys 4T ! 1 420
a N iwld | |
-'I ‘ T :, ‘ | T
o - ’ ‘ I
y |

E-E,(Ry)

FIG. 4. Density of states of pure fcc Pd and Ag. Fermi energy is
set to 0.
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X U

r K T K
Pd Ag

FIG. 5. Fermi surface of pure fcc Pd and Ag. Full line stand for
the electron surfaces and dashed line for the hole surfaces.

The presented FS for Pd is in agreement with the former
theoretical results [16,67]. The connection of the jungle-gym
structures at L was not detected in the earlier work of
Andersen [67], but it has been shown by Bruno et al. [16].
The structure of the Pd FS was confirmed experimentally
by de Haas—van Alphen spectroscopy [68—73]. The Ag FS is
noble-metal-like with an octahedron electron pocket centered
at the I' with broken necks at L and a belly centered at I'
lying on the I'-X line. Galvanomagnetic measurements [74]
and de Haas—van Alphen spectroscopy [75,76] corroborate the
theoretical finding.

Doping Pd with Ag, i.e., electron addition, brings the FS
from a complex structure typical for Pd to a more simple
noble-metal-like FS. A few percent of Ag addition first fills
the hole pockets, then at higher Ag content a neck will appear
at the L point. These changes in the FS topology may arise
continuously or suddenly. The evolution of the Pd;_,Ag, FSis
presented in Fig. 6 for some concentrations. The concentration
change when doping Ag into Pd is similar with the increase of
the number of valence electrons per atoms (ve/a). Already
10 at. % Ag (10.1 ve/a) addition induces changes in the
jungle-gym hole pockets at L (1st transition). At 20 at. %
of Ag (10.2 ve/a) the jungle-gym hole structure completely
disappears (2nd transition). One can observe that there is
already one single hole pocket at X, which still exists atx = 0.5
(10.5 ve/a) but suddenly disappears at x = 0.55 (10.55 ve/a)
(3rd transition). At 65 at. % of Ag (10.65 ve/a) the neck
centered at L is touching the Brillouin zone (4th transition)
and becomes completely open at x = 0.8 (10.8 ve/a) (5th
transition). The changes in the FS topology detected with the
present theoretical methodology are in good agreement with
the previous theoretical findings by Bruno et al. [16]. The
critical concentrations given by Ref. [16] are 0.06, 0.20, 0.35,
0.53, and 0.70. There are no experimental data for alloys to
compare the theoretical results with.

The energetics of such a transition in the FS topology
may be understood in connection with the partial pressure
of the different bends and their effect on the EOS, discussed
in general by Pettifor [77] and in relation to PdAg alloys by
Ref. [25].

Figure 1 shows three abrupt changes in the composition
dependence of H,,.. They occur between 20-30, 50-60, and
80-90 at. % Ag. Although the direct energetical relation

PHYSICAL REVIEW B 92, 224107 (2015)
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X U X U
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x=0.8 (10.8 ve/a)

r K
x = 0.65 (10.65 ve/a)

FIG. 6. Fermi surface of fcc Pd,_,Ag,.

between vacancy formation and a transition in FS topology is
not known, we find a good correspondence between the abrupt
changes in the composition-dependent H,,. and the critical
concentrations for FSTT marked by vertical dashed-dotted
lines in Fig. 1. The nonlinear composition dependence of
H,,. may be a consequence of a direct relation between
vacancy and FS as well as the indirect effect of FSST on
the composition-dependent EOS since anomalous behavior
for lattice parameters of defected cells is present as well as for
the bulk fcc alloys.

Moreover, the effect of vacancy in the Fermi surface has
to be taken into account when H,,.(x) is related to FSTT’s.
Introducing a vacant site to the fcc system means electron
removal. The appearance of a FSTT is related to the number
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of valance electrons per atom, not to the actual concentration
of Ag in Pd;_,Ag, alloys. Therefore, we expect an overlap
and superposition of between different FSTT’s in the case of
supercells. This could lead as well to a shift in the concentration
where the transition takes place. For instance, there is an abrupt
changein Hy,.(x)for0.8 < x < 0.9. According toFig. 6 FSTT
is already finished at x = 0.8 in the case of fcc alloy and no
more topological transition occurs with increasing Ag content.
But in the case of supercells, the ve/a is shifted to 10.5-10.6
for 0.8 < x < 0.9, where actually a hole pocket centered at
X disappears. The effect of the 4th transition may also play
a role here. We believe that the superposition of the 3rd, 4th,
and Sth FSTT is responsible for the sudden change in Hy,c(x)
for x ~ 0.9.

V. CONCLUSIONS

Vacancy formation energies for Pd;_,Ag, alloys have
been calculated with the EMTO method using four different
exchange-correlation functionals, LDA, AMOS, PBEsol, and
PBE. We show that with the applied theoretical methodology
we are able to reproduce the previously obtained theoretical
values for the volume and structural relaxed vacancy formation
energies of Pd and Ag with LDA and AMOS xcf’s. Completely
new data are presented for the end points using the PBEsol
functional, and for the alloys. Hereby we call the experimental-
ist for a more detailed study of this technologically important
alloy.

We also found that the local relaxation effects have a big
impact on the Hy,.(x) values and are very much dependent on

PHYSICAL REVIEW B 92, 224107 (2015)

the used exchange-correlation functionals. Nevertheless, the
composition dependence of the local lattice relaxation is rather
weak for all approximations employed here supporting that the
present mean-field approximation is appropriate to describe
this effect. AMO5 (PBE) allows for lower local relaxation
than PBEsol due to different behavior of the enhancement
function in the region scanned by r,(s). This will lead to about
8% smaller Hy: values obtained by PBEsol than AMO05. The
difference between Hj values calculated with PBE and other
functionals becomes smaller compared to H,, values, due to
the smaller magnitude for lattice relaxation in the case of PBE.

Both H,, and Hjy, are presented for Pd,_,Ag, for the whole
Ag concentration range. We find nonlinear dependence of
H,,.(x) on the Ag content with abrupt changes between 20-30,
50-60, and 80-90 at. % Ag, respectively. The Fermi surface
of Pd and Ag are presented in detail. Changes in the Fermi
surface topology due to the electron addition, i.e., increasing
Ag content, are discussed and they are related to the nonlinear
composition dependence of Hy,.
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