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Majorana edge states in superconductor-noncollinear magnet interfaces
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Through s − d coupling, a superconducting thin film interfaced to a noncollinear magnetic insulator inherits its
magnetic order, which may induce unconventional superconductivity that hosts Majorana edge states. We present
a unified formalism that covers the cycloidal, helical, and tilted conical order discovered in multiferroics, as well
as Bloch and Neel domain walls of ferromagnetic insulators, and show that they induce (px + py)-wave pairing
that supports Majorana edge modes. The advantages over one-dimensional proposals are that the Majorana states
can exist without fine tuning of the chemical potential, can be stabilized in a much larger parameter space, and
can be separated over the distance of long-range noncollinear order that is known to reach a macroscopic scale. A
skyrmion spin texture, on the other hand, induces a nonuniform (pr + ipϕ)-wave-like pairing under the influence
of an emergent electromagnetic field, yielding a vortex state that displays both a bulk persistent current and a
topological edge current.
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I. INTRODUCTION

Motivated by possible applications in non-Abelian quan-
tum computation [1], the search for Majorana fermions in
condensed-matter systems has witnessed a boost recently
[2–6]. Indeed there has been much effort to design and
fabricate one-dimensional heterostructures in which topolog-
ical p-wave superconductivity is proximity induced [7–13].
One particularly promising proposal is chains of magnetic
atoms with noncollinear spin texture on the surface of a
conventional superconductor (SC) [14–24]. The presence of
these magnetic adatoms induces Shiba bound states [25–27],
whose low-energy physics is equivalent to a one-dimensional
(1D) p-wave SC with Majorana modes at its ends. Scanning
tunneling measurements of zero-bias peaks at the ends of Fe
chains deposited on superconducting Pb have been interpreted
as evidence of Majorana modes [28], although no general
consensus has been reached regarding the definitive existence
of Majorana states in these systems [29].

Since thin films are generally easier to manufacture than
adatoms, it is intriguing to ask if such 1D proposals can
be generalized to two-dimensional (2D) systems, where a
superconducting thin film is coupled to a noncollinear magnet.
The work by Nakosai et al. [30] first shed light on this
issue. It was found that a spiral spin texture in proximity to
an s-wave SC induces a (px + py)-wave state that exhibits
bulk nodes and Majorana flat-band edge states, while a
skyrmion crystal spin configuration induces a full gap with
chirally dispersing Majorana edge states that is interpreted
as a result of (px + ipy)-wave-like pairing. In this paper,
we show that these phenomena occur in a much broader
class of superconductor-noncollinear magnet interfaces. In
particular, we find that a great variety of noncollinear magnets,
including multiferroic insulators with helical, cycloidal, and
(tilted) conical order, as well as magnetic domain walls of
ferromagnetic (FM) insulators, interfaced with an s-wave SC
induce a (px + py)-wave pairing state with Majorana flat
bands at the boundary. We derive a general criterion for
the appearance of Majorana edge states that applies to all
of the aforementioned superconductor-noncollinear magnet

interfaces. It is shown that the Majorana modes occur without
fine tuning of the chemical potential, and that Majorana pairs
can be separated over macroscopic distances. Furthermore, we
investigate a single skyrmion spin texture coupled to an s-wave
SC and rigorously derive an induced inhomogeneous (pr +
ipϕ)-wave-like pairing, which coexists with the emerging
electromagnetic field induced by the noncoplanar spin texture.

II. SC/MULTIFERROIC INTERFACE

Evidence from the Tc reduction in magnetic oxide/SC
heterostructures [31,32] suggests that an s − d coupling,
�Si · σ , generally exists at the interface atomic layer between
an SC and an insulating magnetic oxide [33], where σ is the
conduction electron spin and Si is the local moment. This leads
us to consider the following model for the SC/multiferroic
interface, which is the 2D generalization of the 1D proposals
of Refs. [14,15]:

H =
∑
i,δ,α

(
tiδf

†
iαfi+δα + t∗iδf

†
i+δαfiα

) − μ
∑
i,α

f
†
iαfiα

+
∑
i,α,β

(Bi · σ )αβf
†
iαfiβ +

∑
i

�0
(
f

†
i↑f

†
i↓ + fi↓fi↑

)
,

(1)

where i = {ix,iy} is the site index, δ̂ = {â,b̂} is the planar
unit vector, and α is the spin index. In the absence of
spin-orbit interaction, the majority of the noncollinear order
discovered in multiferroics, for instance in perovskite rare-
earth manganites [34–37], can be generically described by the
conical order,

Bi = (
Bx

i ,B
y

i ,Bz
i

) = (B‖ sin θi,B⊥,B‖ cos θi), (2)

as far as their effect on the SC is concerned, since the choice of
coordinate for σ is arbitrary. For instance, cycloidal and helical
order are equivalent by trivially exchanging two components
of σ . Tilted conical orders with any tilting angle are equiv-
alent to untitled conical orders. In Eq. (2), B‖ = �|Si‖| and
B⊥ = �|Si⊥| are the planar and out-of-plane components of
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the local moment, respectively. The planar angle θi = Q · ri is
determined by the spiral wave vector Q and the planar position
ri . Cycloidal order corresponds to the case where B⊥ŷ = 0.
Note that a three-dimensional conical order projected to a
surface cleaved at any direction is also described by Eq. (2).
So, our formalism is applicable to a thin film or the surface
of a single-crystal multiferroic in any crystalline orientation,
assuming no lattice mismatch with the SC and a constant
|Si | = |S|, which, in principle, can also take into account
quantum or thermal fluctuations.

The third term in Eq. (1) can be brought into diagonal form
in spin space by performing two consecutive rotations to align
the Bi field along σ z,(

fi↑
fi↓

)
=

(
cos θi

2 − sin θi

2

sin θi

2 cos θi

2

)(
cos γ

2 i sin γ

2

i sin γ

2 cos γ

2

)(
gi↑
gi↓

)

= Ui

(
gi↑
gi↓

)
, (3)

where sin γ = B⊥/B0 and B0 =
√

B2
‖ + B2

⊥ = |�S|. This

yields

H =
∑

i,δ,α,β

(
tiδ�iδαβg

†
iαgi+δβ + t∗iδ(�∗

iδ)βαg
†
i+δαgiβ

)

+
∑
i,α,β

(
Bσz

αβ − μIαβ

)
g
†
iαgiβ

+
∑

i

�0
(
g
†
i↑g

†
i↓ + gi↓gi↑

)
,

(4)

�iδ = U
†
i Ui+δ =

(
αiδ −β∗

iδ

βiδ α∗
iδ

)
,

αiδ ≡ αδ = cos
Q · δ

2
− i sin γ sin

Q · δ

2
,

βiδ ≡ βδ = cos γ sin
Q · δ

2
.

In what follows, we consider hopping to be real and isotropic,
tiδ = t∗iδ = t .

In the limit B0 ≈ |μ| 	 {t,�0} with μ < 0, one can
construct an effective low-energy theory for the spin species
near the Fermi level, which is the spin-down band. This is
done by introducing a unitary transformation H ′ = e−iSHeiS

to eliminate the spin mixing terms order by order [14]. At first
order, the pairing part,

Heff,� =
∑
i,δ

[(
1

B
− 1

μ

)
�0tβ

∗
iδgi↓gi+δ↓ + H.c.

]
, (5)

resembles a spinless p-wave SC with anisotropic nearest-
neighbor and next-nearest-neighbor hopping. From Eq. (4),
one has β∗

iδ = cos γ sin Q · δ/2, so the induced pairing is of
(px + py)-wave symmetry, with the magnitude of the gap
determined by the wavelength of the planar component of
the conical order.

To derive the criterion for the appearance of
Majorana edge states, we introduce Majorana
operators giσ = 1

2 (bi1σ + ibi2σ ), g
†
iσ = 1

2 (bi1σ − ibi2σ )

with {bimα,bi ′m′β} = 2δii ′δmm′δαβ , and express the
Hamiltonian H = (i/4)

∑
q b

†
qA(q)b−q in terms of the

basis b
†
q = (bq1↑,bq1↓,bq2↑,bq2↓) [15]. We choose open

boundary conditions (OBCs) along x̂ and periodic ones
(PBCs) along ŷ, such that −π < qy < π is a good quantum
number. For a given qy , the Majorana Hamiltonian A(qx,qy)
is skew symmetric only when qx satisfies

βa sin qx + βb sin qy = 0. (6)

The two solutions qx1 and qx2 of Eq. (6) are high symmetry
points at which the Pfaffian of the Majorana Hamiltonian
is well defined. Hence, we can introduce the following
topological index [15]:

M(qy) = Sign{Pf[A(qx1,qy)]}Sign{Pf[A(qx2,qy)]}, (7)

which depends on the edge momentum qy . M(qy) = −1
signals a topologically nontrivial character with Majorana edge
states at qy . That is, the condition for the existence of Majorana
states reads√

�2
0 + (|μ − 2tαb cos qy | + |2tαa cos qx1|)2 > B

>

√
�2

0 + (|μ − 2tαb cos qy | − |2tαa cos qx1|)2, (8)

where αδ = (αδ + α∗
δ )/2 = cos(Q · δ/2). We observe that

setting αb = 0 and qx1 = 0 recovers the well-known 1D result
of Ref. [15].

Equation (8) is the general criterion for the appearance of
Majorana states at momentum qy and represents one of the
central results of this paper. It applies to any noncollinear
magnet with spiral, helical, or tilted conical order, of arbitrary
wavelength and direction, in proximity to an s-wave super-
conductor. Criterion (8) can be extended in a straightforward
manner to include longer-range hopping in the first term of
Eq. (1). From the unitary transformation that leads to Eq. (5),
one sees that longer-range hopping induces higher harmonic
p-wave pairing. For simplicity, in the following we focus on
nearest-neighbor hopping, which is likely the dominant term
in any experimentally relevant system.

Condition (8) for the existence of Majorana states
is corroborated by our numerical simulations. Using
the spin-generalized Bogoliubov transformation giσ = ∑

n,α

(uinσαγnα + v∗
inσαγ

†
nα), we numerically diagonalize Hamil-

tonian (4) with the aforementioned boundary conditions.
Figure 1(b) shows a typical dispersion E(n,qy), which displays
Majorana zero-energy states in the qy’s that satisfy Eq. (8).
Note that since Eq. (8) can be satisfied even when μ = 0, the
chemical potential in general does not need to be adjusted.
Consequently, the edge states can occur in an isolated sample
without attaching any leads. The 2tαb cos qy factor in Eq. (8)
greatly enlarges the number of qy’s that can satisfy the
Majorana condition. Hence, it increases the chance to observe
Majorana fermions, as one can see from the phase diagram for
a planar spiral propagating along Q ∝ (1,0); see Fig. 1(a). We
note that the phase diagram of the 2D model (1) has a much
larger topologically nontrivial phase in the B0 − α space [38]
than the 1D model [15].

The localized Majorana edge states reveal themselves as
zero-bias peaks (ZBPs) in the local density of states (LDOS)
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FIG. 1. (Color online) (a) Topological phase diagram of the 2D
model, given by Eq. (1), as a function of s − d coupling B0 and
pitch angle α ≡ αa = cos(Q · a/2) for an in-plane spiral (i.e., B⊥ =
0) propagating along Q ∝ (1,0) and at μ = 0. The topologically
nontrivial phase corresponds to the blue region. For comparison,
the nontrivial phase of the 1D model with μ = −0.2 and −0.4 is
shown as the region inside the light blue and white dots, respectively.
Other noncollinear orders, such as helical and tilted conical orders
propagating along various directions, exhibit similar phase diagrams.
(b) Energy levels of a system with size L = 80a subject to an
in-plane spiral of wave length λ = 2π/|Q| = 16a with B0 = 0.3 and
Q ∝ (1,0). The orange regions are the qy’s at which the topological
criterion given by Eq. (8) is satisfied, where one also sees the Majorana
zero-energy edge states. (c) LDOS along x̂ for different values of λ/L.
Red, green, and blue lines are the first, second, and third sites away
from the edge, respectively. The λ/L = 2 case corresponds to a Neel
or Bloch domain wall in a ferromagnetic insulator. Other parameters
are t = −1 and � = 0.05.

at the edge of the sample [Fig. 1(c)]. Three gaplike features
show up in the LDOS. The feature near zero energy represents
the induced (px + py)-wave gap in Eq. (5). The two gaplike
structures at larger energy ω �= 0 come from the bulk gap
� shifted by ±B0, which typically has a magnitude of
∼0.01–1 eV [39], so B0 > � is anticipated. The weight of the
ZBP decreases as the spiral wavelength λ = 2π/|Q| increases.
The λ/L = 2 case corresponds to a Neel or Bloch magnetic
domain wall joining two regions of opposite spin orientations
in a ferromagnetic insulator, since it can be viewed as a
spiral with half a wavelength, and the interface to an SC
can be described by Eqs. (1)–(8). In such case, the ZBP is
small but still discernible. We remark that a single domain of
multiferroics can reach millimeter size [40], which may help
to separate the Majorana pairs over macroscopic distances.

We have checked that even if the multiferroic contains
domains of different spiral chirality, or the spins have small
deviations from the perfectly periodic texture, the Majorana
states still exist at the edge of the sample or at boundaries
between domains. Moreover, edge roughness and edge disor-
der are expected to have only small effects on the Majorana

states [41–43], as they arise as a consequence of the quantized
bulk invariant (7). That is, translation symmetry along the edge
is not crucial for the protection of the Majorana states.

III. SC/SKYRMION INTERFACE

Skyrmion spin textures have been observed in thin-film
insulating multiferroics [44,45] at temperatures approaching
the typical SC transition temperature, in the presence of a small
magnetic field that presumably has negligible effect on the SC.
To gain more understanding about the SC/skyrmion insulator
interface, disregarding external magnetic fields, we first con-
sider a closely related pedagogical model defined on a square
lattice ribbon, whose low-energy sector can be studied analyt-
ically. The spin texture of this model is shown in Fig. 2(a). It
induces a magnetic field Bi at the interface with the SC, where
Bi at the position (ri,ϕi) of the square lattice is given by

Bi = B(sin θi cos ϕi, sin θi sin ϕi, cos θi), (9)

with θi = πri/R, and R is the width of the ribbon in the r̂
direction. We assume OBC along the r̂ direction and PBC
along the ϕ̂ direction. The Hamiltonian is described by
Eq. (1) with δ̂ = {r̂,ϕ̂}. To align the spin texture along σ z,
one performs the rotation in Eq. (3) with Ui defined by

Ui =
(

cos θi

2 − sin θi

2 e−iϕi

sin θi

2 eiϕi cos θi

2

)
, (10)

which yields Eq. (4) with

αiϕ = 1 + 2ieiπ/Nϕ sin2

(
θi

2

)
sin

π

Nϕ

, αir = cos
π

Nr

,

βiϕ = i sin θie
i(ϕi+ϕi+ϕ )/2 sin

π

Nϕ

≡ ei(ϕi+ϕi+ϕ )/2β̃iϕ, (11)

βir = eiϕi sin
π

Nr

≡ eiϕi β̃ir ,

where Nr and Nϕ are the number of sites in each direction.
After gauging away the extra phase βiδ → β̃iδ by
e−iϕi/2gi↓ → gi↓ and eiϕi/2gi↑ → gi↑, the Hamiltonian
is translationally invariant along ϕ̂ but not along r̂ because
β̃iϕ ∝ sin θi = sin (πri/R). In the B ≈ |μ| 	 {tδ,�0} limit,
using Eq. (5) of the low-energy effective theory, the induced
gap along r̂ and ϕ̂ is proportional to β̃∗

ir and β̃∗
iϕ , and therefore

of (pr + ipϕ)-wave-like symmetry.
The spin-conserving αiδtiδ and spin-flipping βiδtiδ hopping

in the giσ basis contain an emergent electromagnetic (EM)
field [46,47] coming from the spatial dependence of the
unitary transformation (10) [48]. This becomes evident in
the continuous limit θi → θ , ϕi → ϕ, Ui → U , and using∫ ar

0 dr∂rθ = 2π/Nr � 1 and
∫ aϕ

0 dϕ∂ϕϕ = 2π/Nϕ � 1. The
αδ and βδ contain the phase gained over one lattice constant,

�δ =
(

αδ −β∗
δ

βδ α∗
δ

)
= e−iq

∫ aδ
0 dδAδ , (12)

where Aδ = i(�/q)U †∂δU . The factor of i difference between
Ar and Aϕ eventually leads to the induced (pr + ipϕ)-wave-
like gap. Figure 2(d) shows the dispersion of this pedagogical
model. For comparison, we show in Fig. 2(e) the dispersion
when the emergent EM field is manually turned off by setting
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FIG. 2. (Color online) (a) Spin texture of the pedagogical model, which is closely related to the spin texture of a single nonchiral skyrmion
on (b) a polar lattice and (c) a square lattice. (d),(e) Energy bands of the pedagogical model with OBC in r̂ and PBC in ϕ̂, with Nr = Nϕ = 40
and B0 = 0.24, in (d) the presence and (e) the absence of the emergent EM field. (f)–(i) Spontaneous current patterns at the interface between an
s-wave SC and a single nonchiral skyrmion on a square lattice with size 9 × 9 for (f),(g) the normal state (� = 0) and (h),(i) the superconducting
state (� = 0.2). Parameters are t = −1 and μ = −0.1.

αiϕ = 1 in Eq. (11). Without the emergent EM field, the
dispersive edge bands expected for the induced (pr + ipϕ)-
wave-like gap are evident, whereas in the presence of it the
bulk gap is diminished, although the trace of edge bands can
still be seen in some cases [compare qϕ ≈ 0 and E(n,qϕ) ≈ 0
regions in Figs. 2(d) and 2(e)].

The relevance of this pedagogical model is made clear
by shrinking the spins at the ri = 0 edge [green arrows in
Fig. 2(a)] into one single spin, which results in a nonchiral
skyrmion on a polar lattice shown in Fig. 2(b), with the same
interface magnetic field described by Eq. (9). Certainly these
two lattices cannot be mapped to each other exactly, but their
low-energy sectors display similar features.

The pedagogical model indicates that the SC/skyrmion
interface hosts a complex interplay between (i) the s-wave gap,
(ii) the induced (pr + ipϕ)-wave-like gap, (iii) the emergent
EM field, and (iv) the s − d coupling B0. Motivated by
the recent observation of a single skyrmion generated by a
scanning tunneling microscope tip [49] (although with an
external magnetic field), we proceed to study the SC/skyrmion
interface on an open square. The skyrmion spin texture Bi on
a square is shown in Fig. 2(c) and is described by Eq. (9) with
θi = π |ri |/R(ri), where R(ri) is the length of the straight line
that connects the center of the square with the edge while

passing through the point ri = (xi,yi) = |ri |(cos ϕi, sin ϕi).
The spontaneous current at site i can be calculated from Eq. (1)
by

Ji = −i
∑
σ,δ

tδδ〈f †
i+δσ fiσ 〉. (13)

As shown in Figs. 2(f) and 2(g), even in the normal state, i.e.,
at the normal-metal/skyrmion interface, there is a persistent
current whose vorticity strongly depends on the emergent
EM field, the s − d coupling B0, and the value of μ. In the
superconducting state, the (pr + ipϕ)-wave-like pairing gives
rise to an additional topological edge current which is added
to the persistent current; see Figs. 2(h) and 2(i). For B0 	 �,
the current pattern in the SC state recovers that of the normal
state, as can be seen by comparing Figs. 2(g) and 2(i). Our
results suggest that in an SC/skyrmion lattice interface, the
current pattern will exhibit a vortexlike structure.

IV. CONCLUSION

In summary, we have shown that topological supercon-
ductivity can be proximity induced at an interface between
an s-wave SC and an insulating multiferroic or a magnetic
domain wall. We have presented a general criterion for the
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appearance of Majorana edge states at these interfaces, which
is applicable to multiferroic insulators with helical, cycloidal,
and tilted conical order, as well as Bloch and Neel magnetic
domain walls of collinear magnetic insulators. Our results
show that Majorana flat bands appear in these heterostructures
for a large region of parameter space and that, in general, fine
tuning of the chemical potential is not necessary. Furthermore,
a skyrmion spin texture in proximity to an s-wave SC is shown
to induce a (pr + ipϕ)-wave-like pairing. This topologically
nontrivial interface SC supports both bulk persistent currents,

which arise due to an emergent EM field, and topological edge
currents. We anticipate that our findings facilitate the experi-
mental realization of topological superconductivity in artificial
heterostructures and the detection of its Majorana states.
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