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Experimental consequences of quantum critical points at high temperatures
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We study the Cr1−xRex phase diagram finding that its phase transition temperature towards an antiferromagnetic
order TN follows a quantum [(xc − x)/xc]ψ law, with ψ = 1/2, from the quantum critical point (QCP) at xc = 0.25
up to TN ≈ 600 K. We compare this system to others in order to understand why this elemental material is affected
by the QCP up to such unusually high temperatures. We determine a general criterion for the crossover, as a
function of an external parameter such as concentration, from the region controlled solely by thermal fluctuations
to that where quantum effects become observable. The properties of materials with low coherence lengths will
thus be altered far away from the QCP.
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I. INTRODUCTION

Theoretical studies by Hertz [1] and Millis [2] (HM) have
directed research towards quantum phase transitions [quantum
critical points (QCPs)] [3,4] induced by an external parameter
δ, such as doping, pressure, or magnetic field [5,6]. In thermal
phase transitions, the critical temperature results from the
competition between an interaction that drives the system to an
ordered state and the entropy, which increases in the presence
of thermal disorder. As QCPs occur at zero temperature, there
is no entropy, and it is now the competition among the different
terms of the Hamiltonian describing the material that gives rise
to the QCP. In an itinerant magnetic system, this competition
involves the Coulomb repulsion U between electrons and the
electronic kinetic energy, as expressed by the bandwidth W.
An increase of the ratio U/W due to pressure or doping can thus
set up a magnetic ground state at a QCP. In three dimensions,
this ground state is robust to thermal fluctuations and exists up
to a critical temperature, which has a power law dependence
with the distance to the QCP. Quantum critical points have
been studied in heavy fermions [7], whose characteristic
energies rarely exceed 30 K, and the present theory has
successfully interpreted the main experimental results. On
the other hand, although calculations on ideal systems have
predicted observation of quantum critical behavior over an
extended temperature range [8], experimental evidence is
needed to support these theoretical predictions. Furthermore,
few papers have addressed the passage from classical to
quantum dominated regions of the phase diagram of elemental
materials.

Chromium presents a spin density wave (SDW) due to
the nesting of the hole and electron pockets of its Fermi
surface that develops at a Néel temperature TN = 312 K. The
Cr metal displays two clearly defined regimes on its way
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to the QCP, both as a function of pressure P or vanadium
doping x (Cr1−xVx). A classical region at low P or x,
where TN decreases following an exponential with pressure
at a Bardeen-Cooper-Schrieffer (BCS tuned variation [9], is
a consequence of the dependence of TN with the coupling
parameter λ, i.e., TN ∼ e−1/λ. A quantum region appears
below a crossover value [10,11] of TN where quantum effects
take control through a power law behavior with an exponent
ψ = 1/2, which is the same for P and x .

Partial substitution of Cr by Re increases the electron count
of the alloy. It first enhances the nesting and thus augments TN ;
it then decreases it, and at x ∼ 0.15, superconductivity appears
[12], coexisting with antiferromagnetism. As metallurgical
drawbacks cast doubts on these reported results, we have
determined a detailed phase diagram with more homogenously
sputtered samples of the Cr1−xRex system.

II. EXPERIMENTAL

The sputtered series of samples was grown using a
magnetron sputtering apparatus with characteristics similar to
those of Ref. [13], with a base pressure below 5 × 10−8 Torr.
The Cr sputtering target was covered with appropriate angular
portions of Re 0.2 mm foil to the desired concentration. The
gun was powered with 150 W dc, and Cr1−xRex films were
deposited at rates of 0.5–1.0 Å/s onto substrates of amorphous
SiNx/Si held at room temperature. The Ar sputtering gas
pressure was approximately 0.75 mTorr. The Re concentration
was verified by scanning electron microscope.

In bulk samples, it is difficult to avoid concentration
gradients because of the high liquidus temperature of the alloys
(above 2000 °C) together with the high vapor pressure of Cr
at elevated temperatures [14]. This metallurgical drawback is
amplified at higher Re concentrations (approximately 0.2 <

xRe < 0.3), allowing phase separations, which can explain the
coexistence of low Re content regions (having a TN ≈ 157 K)
with high Re regions (superconducting with Tsc ≈ 2.7 K) in
the bulk samples. The sputtering technique circumvents these
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FIG. 1. (Color online) (a) Synchrotron x-ray diffraction pattern
for the x = 0.246 sample. The Rietveld fit yields a 97 wt% of bcc Cr
phase and only a 3 wt% of hexagonal Re, showing that the sample
is mainly monophasic. (b) In-lens detector photograph of the surface
showing the small crystallite size (∼30–100 nm). (c) Measurement
of composition by electron backscattering detector. The white spots
correspond to silver paint speckles. We observe a homogeneous
distribution of Cr and Re. For this sample, the energy dispersive
x-ray spectroscopy (EDX) analysis on five different spots gave a Re
concentration of 0.187 ± 0.007. The black spots correspond to the
SiNx substrate.

metallurgical problems by creating a homogeneous plasma
with the Cr/Re ratio of the target, which is then deposited
at room temperature into a film with the corresponding
homogeneity. The very quick annealing does not affect this
initial homogeneity, as confirmed by our scanning electron
microscope analysis and x-ray synchrotron measurements
(Fig. 1).

The electrical resistivity was measured using a four lead
direct current method. Depending on the temperature range,
the contacts were tungsten fingers or platinum leads with silver
epoxy. Annealing and high temperature electrical resistivity
measurements were done simultaneously in a homemade
optical furnace with the four tungsten fingers. The samples
were heated up to 800 °C in a 10 minute lapse and measured
down to room temperature at the same speed. Low temperature
measurements were done on 3He and 4He cryostats. Mag-
netization measurements were performed down to 2 K in a
Métronique Ingénierie superconducting quantum interference
device (SQUID) (sensitivity 10−7 emu at low field and 10−5

emu at high field).
The angle dispersive x-ray diffraction studies on CrRe film

samples were performed at the ID27 high-pressure beam-
line of the European Synchrotron Radiation Facility using
monochromatic radiation (λ = 0.3738 Å). The diffraction

patterns were collected with a charge-coupled device (CCD)
camera, and the intensity vs 2θ patterns were obtained using
the Fit2D software [15]. A complete Rietveld refinement was
done with the GSAS-EXPGUI package [16].

For the ab initio calculation of the Fermi surfaces, we
used density functional theory as implemented in the quantum
ESPRESSO code [17], which uses a plane wave basis to
describe the electronic wave functions and ultrasoft pseudopo-
tentials to represent the interaction between electrons and ions
[18]. The exchange and correlation potential was considered
at the level of the generalized gradient approximation (GGA)
based on the Perdew-Burke-Ernzerhof (PBE) expression [19].
A body-centered-cubic (bcc) I cell was used with one Cr atom.
Reciprocal space integrations were performed on a (12 × 12
× 12) Monkhorst-Pack mesh [20]. The doping of Cr with
Re was simulated by using a rigid band method by adding
extra electrons inside the supercell. Therefore, the case of
Cr1−xRex is calculated by adding a fraction X of an electron
into the cell plus the adjustment of the lattice parameter to
the correspondent experimental value. For all the different
fractions X of electronic charge added in the supercell, we
find that the experimental value X = 0.02 is reproduced in
the calculations with X = 0.2. This difference can be adjusted
with a scissors kind of method, as explained next.

The ab initio calculated electronic structure corresponds to
the paramagnetic phase and anticipates the situation previous
to the formation of a SDW. Three bands are involved at the
Fermi level [21], one of them (the reservoir) with a high
density of state (D) that is around 2.4 times the total density
of states of the other two bands at H and � at their Fermi
surfaces. Electrons are expected to flow from the reservoir
to the other two bands during the process of formation of
the SDW, thus elevating the Fermi level by certain quantity
DFermi. We estimate this value and adjust accordingly the Fermi
levels of the calculated band structures as an approximation
of the complex dynamics involved. The Fermi level of the
reservoir will be depressed by n/2D, with n being the number
of electrons. We fix n = 0.18 as the difference between the
experimental and calculated values and approximate DFermi =
2.4 n/2D. The total density of states evaluated at the Fermi
level can be expressed as Dtot = 3.4 × D and can be obtained
from the ab initio calculations. With all these ingredients, a
value of DFermi of 0.13 was obtained, and all the Fermi surfaces
were adjusted accordingly.

III. RESULTS

In Fig. 2, we show the electrical resistances of the samples
as a function of temperature. The characteristic anomaly
due to the SDW is clearly seen on the resistivity curves.
We determine the Néel temperature TN by the peak of the
temperature derivative of the resistance as usual and show in
Fig. 3 the obtained values as a function of Re substitution
together with other reported values [12,22]. Far from the QCP,
our values agree with precedent reports. Beyond x ≈ 0.2,
we do not confirm a constant value for TN . Contrary to
previous papers [12,22] (triangles in Fig. 2), we do not observe
coexistence between magnetism and superconductivity down
to 400 mK. Above x ≈ 0.25, the superconducting transition
temperature Tsc increases monotonically. We do not observe a
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FIG. 2. (Color online) Electrical resistance for samples with different Re content. Left panel: High temperature behavior of the low
concentration region (with residual resistivity subtracted). The x = 0.246 curve was obtained by cooling under magnetic field [see text and
Fig. 3(d)]. The Néel temperature is defined by the steepest increment of the curves, as obtained from their derivative. Right panel: Low
temperature, high concentration region, showing the superconducting transitions. The superconducting transition temperature is taken at the
onset of the transition.

Meissner effect down to 2 K for samples with x < 0.36. As
the precedents publications reported Tcs > 2 K down to con-
centrations x ∼ 0.2, our SQUID measurements confirm our
electrical resistivity results. The difference between our data
and the published data is certainly due to the different sample
homogeneity. It is clear from our results that superconductivity
is quenched in the region where Cr is antiferromagnetic.
Consequently, the observed superconductivity is presumably
conventional electron-phonon superconductivity due to bcc
Re, which is similar to that observed in W/Re and Mo/Re
alloys [12]. The superconducting dome frequent at QCPs [7]
is absent.

In most previously studied QCPs, the low temperature
dependence of the resistivity yields a T 2 type term due to
electron-electron correlations [7]. In our measurements, we
observe for all concentrations an inelastic electron-phonon
scattering Bloch-Grüneisen T 5 dependence [Fig. 3(a)], as has
also been observed in epitaxial chromium films grown by
a sputtering technique [13]. Something similar happens in
pure bulk Cr [10] and Cr/V alloys [23], which have been
shown to give a T 3 dependence, attributed in those reports
to weakly inelastic electron-phonon scattering. We conclude
that for chromium alloys, the electron-phonon coupling is the
main source of carrier scattering. We also show in Fig. 3(b)
the evolution with concentration of the residual resistivity.
It is tempting to associate its behavior to the evolution of
the antiferromagnetic gap. However, besides the existence of
domains, it has been shown [13] that the residual resistivity
of sputtered films can be strongly dependent on fabrication
conditions precluding any reliable analysis.

In the measurements on chromium metal described in Ref.
[10], besides obtaining near the QCP the [(xc − x)/xc]ψ law
with ψ = 1/2, it was possible to obtain an exponent α = 1/4

from the critical scaling of the inverse Hall coefficient and an
exponent β = 1/4 from the scaling of 	ρ/ρ. In our Cr1−xRex

samples, these scalings were impossible due to the following:
The Hall coefficient for all our samples presents a change of
sign at about 200 K; that change would necessitate a two-band
analysis to do the inverse Hall constant scaling, removing any
precision in the scaling [Fig. 3(c)].

On the other hand, our samples are polycrystalline and
multidomain, the orientation of which will depend on the
particular microstructure of each sample. Thus, in our case
the amplitude of the transition will strongly depend on the
domain structure, precluding any serious scaling analysis of
	ρ/ρ. It is known that cooling under a strong magnetic field
orients the domains, forming a monodomain in monocrystals
[24]. The amplification of the anomaly that results from a
SDW wave vector Q parallel to the measuring current has
helped us in determining the transitions for the samples whose
Néel temperature was below 300 K, the maximal temperature
at which we could apply a magnetic field. We show in
Fig. 3(d) the example of the effect of cooling under a strong
magnetic field for the nearest to critical concentration sample
(x = 0.246).

We now search in the phase diagram of Fig. 4 for the
classical and the quantum regimes obtained for Cr under
pressure or V doping. The nonmonotonic behavior with doping
and the incommensurate to commensurate SDW transition [22]
at x ≈ 0.02 make it difficult to define the classical exponential
with doping regime at low Re doping. The quantum regime
is clearly visible for doping concentrations above x ≈ 0.1,
as TN (x) follows a [(xc − x)/xc]ψ law with ψ = 1/2. Our
measurements indicate that the quantum effects expected to
be important only at low temperatures control the variation
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FIG. 3. (Color online) (a) Double logarithmic plot to show the T 5 temperature dependence (straight lines). (b) Residual resistivity as a
function of concentration. (c) Hall constant as a function of temperature for several concentrations. (d) Evidence for antiferromagnetic domain
ordering due to cooling under a magnetic field of 8 T from temperatures much higher than TN for the sample nearest to the critical concentration.

of TN from ∼600 K down to the QCP. We understand this as
follows. The finite temperature transition at TN is a classical
critical phenomenon that arises in the renormalization group
(RNG) approach. The RNG shows that a finite temperature
fixed point always governs the critical behavior along the
critical line, i.e., temperature is a relevant field at the QCP.
For chromium and its alloys, the same parameters govern the
phase diagram in the whole pressure range. However, while
the BCS exponential behavior results from a competition with
entropic effects, the power law behavior is a consequence
of purely quantum effects. Then, as long as TN depends
on the distance to the QCP, its dependence is reflecting
the competition between the quantum effects that gave rise
to the QCP. In this sense, the power law behavior of TN with
the distance to the QCP is a direct evidence of quantum effects
up to ∼600 K. Unfortunately, the study of criticality for other
physical quantities, specifically, the Hall effect and increase of
the resistance at TN was impossible due to two-band effects
and domains, respectively, as explained above.

IV. DISCUSSION

The free energy density, including quantum effects, within
a mean field of a magnetic system that at T = 0 K will develop
a QPT at an external parameter δc can be written

F = 1
2α(δ − δc)M2 + 1

4uM4 + 1
2ξ 2

coh(∇M)2, (1)

where M is the order parameter, ξcoh is the coherence length,
and α and u are constants. Temperature essentially introduces
two corrections to the critical external parameter,

δ∗
c (T ) = δc − bT 2 − uT 1/ψ .

The T 2 term arises from an analytic expansion of the free
energy in powers of the temperature. A detailed analysis
of the origin of the 1/2 can be found for bosonic modes
(phonons) in Ref. [25] and for fermionic modes in Ref. [26].
It is an analytic term that arises naturally from expansions of
the Fermi-Dirac or Bose-Einstein statistics for particle-hole
excitations in metals or for phonons in insulators, respectively.
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FIG. 4. (Color online) Lower panel: Phase diagram of Cr1−xRex

as a function of Re content. Previous determinations of TN are
from Ref. [22] (mauve circles) compared to our data (red triangles).
The previously reported superconducting transition temperatures
(Ref. [12]) are shown (light blue squares) together with our data
(blue inverted triangles). It is clear from the data for our more
homogenous samples that superconductivity does not coexist with
antiferromagnetism, precluding a nonconventional superconductor.
We also observe that the decrease of TN follows the power law
718[(0.248 − x)/0.248]0.5 from ∼600 K down to the QCP. Upper
panel: For illustration purposes, we show the Fermi surfaces of the
Cr-Re alloy at x = 0, 0.1, 0.2, and 0.3 illustrating the nesting wave
vector that changes from incommensurate (0) to commensurate (0.1;
0.2) and then back to incommensurate (0.3).

One general way of obtaining it is to consider a mean-field
expansion of a Landau free energy for a quantum phase
transition with order parameter M , say at a critical parameter
δc. This is given by

F = 1
2 (δ − δc)M2 + 1

4uM4.

Minimizing F with respect to M , we obtain

M ∝
√

(δ − δc)

as appropriate for a mean field theory.
Now we consider finite temperatures and write this free

energy as

F (T ) = 1
2 (δ − δc + T 2)M2 + 1

4uM4,

which we rewrite as

F (T ) = 1
2

(−T 2
N (δ) + T 2)M2 + 1

4uM4 (2)

with T 2
N (δ) = δ − δc or TN (δ) = √

δ − δc.
Now we consider a fixed pressure and T → TN (δ), such

that we can rewrite Eq. (2) as

F (T ) = TN (δ)[T − TN (δ)]M2 + 1
4uM4, (3)

which, when minimized with respect to M , yields the correct
mean-field behavior

M ∝ √
TN (δ) − T .

Thus, with Eq. (3) for TN (δ), we obtain the correct mean-
field result for the finite temperature transition also.

The mean-field result is always present regardless of the
character, fermionic or bosonic, of the critical modes close to
the QPT. It is also independent of the universality class of the
transition and does not convey any information on the nature
of the QPT. The energy/time HM treatment yields the nonana-
lytic term T 1/ψ , which is due to the quartic interaction (uM4)
[4] that is dangerously irrelevant for systems with effective
dimensions d + z > deff , where deff = 4 for magnetic transi-
tions. Here, z is the dynamic exponent that takes the value z =
2 for a nearly antiferromagnetic metal, and d is the dimension-
ality. The shift exponent that depends on the universality class
of the quantum phase transition can be expressed in terms of
these later quantities as ψ = (d + z − 2)/z. Then, for an itin-
erant system in 3d near an antiferromagnetic QCP, we expect
ψ = 3/2 so that at sufficiently low temperatures it always de-
termines the shape of the critical line. However, as 1

ψ
< 2, this

may occur only at very low temperatures, especially if the quar-
tic interaction u is very small. For chromium alloys (and the
cases that will be discussed below), the analytic T 2 term seems
to be always the dominant one. Furthermore, the range in tem-
perature of the validity of this law gives strong evidence that its
origin is as discussed above and not from unknown fluctuations
with dynamic exponent z = 1, which in 3d leads to ψ = 1/2.

However, what makes the transition towards the SDW in
Cr1−xRex already under the influence of the QCP at such
high temperatures? The answer is inherent in the third term
of Eq. (1), implying that systems with large coherence lengths
will be harder to deform and are presumably less sensitive
to quantum effects, a hypothesis that is supported by the
following facts.

The range of observation of the square root power law
varies from TN ∼ 60 K for pure chromium to TN ∼ 600 K for
Cr1−xRex alloys, suggesting that an increase of disorder causes
the observation of quantum effects at higher temperatures.
There are at least two other compounds that show a behavior
with pressure similar to that of Cr metal. The one-dimensional
transition metal trichalcogenide NbSe3, a well-studied charge
density wave (CDW) compound [27–29] and β − Na0.33V2O5,
a material with a charge order (CO) [30]. As shown on
the left panel of Fig. 3, at low pressures these compounds
follow the classical exponential with pressure dependence. At
a certain value (different for each material) of the transition
temperature—TCDW ∼ 90 K for NbSe3, TCO ∼ 30 K for β −
Na0.33V2O5, and TN ∼ 60 K for Cr—the quantum regime sets
in.

The above described conventional behavior contrasts with
the one shown by the four materials on the right panel of
Fig. 5. Layered 1T-TiSe2 develops a CDW, thought to be the
result of a transition towards an excitonic insulator at 200
K at ambient pressure [31]. One-dimensional orthorhombic
(o)-TaS3 develops a CDW at 215 K at ambient pressure [32]
and the layered high temperature superconducting pnictide
BaFe2As2 an antiferromagnetic ordering at 135 K at ambient
pressure [33]. All three follow the [(Pc − P )/Pc]0.5 law in the
entire pressure phase diagram, as does Cr1−xRex as a function
of concentration.

The simplest quantity that sorts the materials into
the corresponding class is the measured zero temperature
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FIG. 5. (Color online) Left panel: Evolution of the ordering transition temperatures for different materials showing an exponential decrease
with pressure of the ordering temperature at low pressures (black lines), followed at high pressures by the [(Pc − P )/Pc]0.5 law (blue lines).
β − Na0.33V2O5 (light green circles) (Ref. [30]); NbSe3 (light brown squares) (Ref. [28]); and Cr (green diamonds) (Ref. [9]). Right panel:
Materials that show the [(δc − δ)/δc]1/2 (δ is either pressure or concentration) law in all the measured range. Inset: Log-log plot to obtain
the power of the [(δc − δ)/δc]ψ ; the slopes of the blue lines give a value of ψ for 0.50, 0.49, 0.49, and 0.50 for o-TaS3 (orange diamonds)
(Ref. [32]), 1T-TiSe2 (red circles) (Ref. [31]), BaFe2As2 (mauve squares) (Ref. [33]), and Cr1−xRex (light green triangles), respectively. This
type of fit yields a very reliable value of the exponent. For the measured zero temperature coherence lengths at ambient pressure or zero
concentration ξmeas, see the text and Table I.

coherence length at ambient pressure or zero concentration
ξmeas, either experimentally obtained or estimated from domain
size (Table I). In NbSe3, both from x-ray measurements [34] or
nonlinear conductance [35] (that yield the depinning domains),
at low temperatures the correlation length has a very large
size, ∼10 000 Å, while a lower limit [36] for domains in
β − Na0.33V2O5 is 1000 Å; however, the correlation length
[37], as measured by x-ray diffraction at 5 K in Cr, is well
over 2000 Å. In contrast to NbSe3, for o-TaS3 the correlation
length can be roughly estimated from x-ray measurements [38]
at about 500 Å. Different chirality [39] renders domains of
∼500 Å in 1T-TiSe2, while the measured magnetic correlation
length [40] of BaFe2As2 at 3 K is ∼350 Å. Finally, a crude
lower estimate for Cr1−xRex in our measurement range can be
given by the distance between Re atoms, ∼15 Å; as we are in

the dirty limit, the domain coherence length will certainly be
limited by the impurities (Re atoms) in this case.

The compounds on the left panel of Fig. 5 have all
ξmeas � 1000 Å, while the materials on the right panel have
all ξmeas � 500 Å. Consequently, quantum effects dominate
the entire phase diagram of materials with small correlation
lengths, either intrinsic or impurity controlled. This argument
can be quantified further through a simple calculation, showed
graphically in Fig. 6.

There are two regimes, classical and quantum, and we
want to determine when the system crosses over from one to
the other. For the classical regime, the transition temperature
is, according to BCS, T class

c = �ω0e
−1/λ, where ω0 is a

characteristic energy and λ is the coupling parameter. The BCS
coherence length is ξcoh = vF /	, where vF is the velocity at

TABLE I. Measured coherence lengths and estimation method.

Compounds Coherence Length ξm(0,0)Å Method Reference

Cr 2000 x-ray diffraction 38
NbSe3 10 000 x-ray diffraction 35
β − Na0.33V2O5 1000 x-ray diffraction 37
o-TaS3 500 x-ray diffraction 39
1T-TiSe2 500 scanning tunneling microscopy 40
BaFe2As2 350 neutron diffraction 41
Cr1−xRex 15 estimated impurity
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FIG. 6. (Color online) Schematic phase diagram showing the
behavior of a typical ordering transition as a function of an external
parameter δ. The crossover from the BCS exponential to the quantum
power law regime is governed by a crossover ratio κ (unity in the
figure) of the zero temperature intrinsic correlation length ξcoh(0,δ)
to the quantum correlation length ξq (0,δ).

the Fermi level, and 	 is the BCS gap, proportional to T class
c .

For the quantum regime, the transition temperature is given by
T

quan
c = T

quan
c0 [(δc − δ)/δc]1/2, while the quantum correlation

length is ξq = ξ0[(δc − δ)/δc]−1/2. The system changes regime
when T

quan
c = T class

c , thus the crossover occurs when the ratio
ξcoh

ξq
= κ , a constant particular to the system. Hence, materials

with a small coherence length will be more affected by
quantum fluctuations.

V. CONCLUSIONS

In summary, we have shown that the phase diagram of the
Cr1−xRex system is controlled by the QCP up to temperatures
∼600 K. In terms of scaled temperatures, studies in heavy-
fermion quantum criticality have shown that the quantum
critical regime covers an entropy of about 50% of Rln2. On
the other hand, the predictions for complex cuprates may
also include high temperatures [8]. However, the fact that
quantum effects take place already at such high actual, and not
scaled, temperatures in elemental and noncomplex chromium
is remarkable and unexpected. Finally, we have found evidence
that suggests that the QCP can determine the state of the system
for materials with small intrinsic coherence lengths far away
from it not only in the δ coordinate but also in temperature T.
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