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Interaction effect on adiabatic pump of charge and spin in quantum dot
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We investigate the pumped charge and spin at zero bias by a modulation of two control parameters using
the full counting statistics with quantum master equation approach. First we study higher order effects of the
pumping frequency in general Markov systems and show in this limit the equivalence between our approach
and the real-time diagrammatic approach. An adiabatic modulation of the control parameters induces the Berry-
Sinitsyn-Nemenman (BSN) phase. We show that the origin of the BSN phase is a nonadiabatic effect. The pumped
charge (spin) is given by a summation of (i) a time integral of the instantaneous steady charge (spin) current
and (ii) a geometric surface integral of the BSN curvature, which results from the BSN phase. In quantum dots
(QDs) weakly coupled to two leads, we show that (i) is usually dominant if the thermodynamic parameters are
modulated, although it is zero if the thermodynamic parameters are fixed to zero bias. To observe the spin effects,
we consider collinear magnetic fields, which relate to spins through the Zeeman effect, with different amplitudes
applying to the QDs and the leads. For interacting one level QD, we calculate analytically the pumped charge
and spin by modulating the magnetic fields and the coupling strengths to the leads in the noninteracting and
strong interacting limits. We show that the difference between these two limits appears through the instantaneous
averages of the numbers of the electron with up and down spin in the QD. For the quantum pump by the
modulation of the magnetic fields of the QD and one lead, the energy dependences of linewidth functions, which
are usually neglected, are essential.
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I. INTRODUCTION

In a mesoscopic system, even at zero bias, a charge or
spin current is induced by a slow modulation of two or more
control parameters [1–11]. This phenomenon, called quantum
adiabatic pump, is theoretically interesting because its origins
are quantum effects and nonequilibrium effects. The quantum
adiabatic pump is also expected to be applied to the single
electron transfer devices and the current standard [12,13].

The adiabatically pumped quantity is described by a
geometric expression in the control parameter space, although
the pumped quantity coming from second or more higher order
of the pumping frequency is not geometric. In noninteracting
systems, the quantum adiabatic pump had extensively been
studied by the Brouwer formula [14–22], which describes the
pumped charge by the scattering matrix. On the other hand, it
is difficult to calculate the scattering matrix in the interacting
systems. In the interacting system, the Brouwer formula had
only been applied in mean field treatments [23,24] or in the
Toulouse limit [25].

Recently, the quantum pump in interacting systems have
been actively researched. There are three theoretical ap-
proaches. The first is the Green’s function approach to pumping
[26–28]. The second is the real-time diagrammatic approach
[29–36] (RT approach), which uses the generalized master
equation (GME) that is equivalent [37,38] to the quantum
master equation (QME) derived using the Nakajima-Zwanzig
projection operator technique [39]. Particularly, Ref. [34]
derived a geometric expression similar to the Brouwer formula
and the Berry-Sinitsyn-Nemenman (BSN) vector explained
later. The third is the full counting statistics [40–42] (FCS)
with the quantum master equation (FCS-QME, which is also
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called generalized quantum master equation [42]) approach
proposed in Ref. [43].

The adiabatic modulation of the control parameters induces
a Berry-phase-like [44] quantity called BSN phase in the
FCS-QME with the Markov approximation. Sinitsyn and
Nemenman [45] studied the adiabatically pumped charge using
the FCS and had shown that it is characterized by the BSN
vector, which results from the BSN phase. The BSN vector
was applied to the spin boson system [46] and a connection
was made to the excess entropy production [47,48]. The
FCS-QME approach can treat the Coulomb interaction, which
cannot be treated in the Brouwer formula. The derived formula
of the BSN vector depends on the approximations used for
the QME. The Born-Markov approximation with or without
the rotating wave approximation [39] (RWA) is frequently
used. The QME in the Born-Markov approximation without
RWA sometimes violates the non-negativity of the system
reduced density operator [49]. The QME of the RWA or the
coarse-graining approximation [50,51] (CGA) is the Lindblad
type which guarantees the non-negativity [39].

Some recent papers [33,34,43] showed that the Coulomb
interaction induces the quantum pump. In Refs. [33,34], it
was shown that in a one level interacting quantum dot (QD)
weakly coupled to two leads, the pumped charge (also spin in
Ref. [34]) induced by an adiabatic modulation of the energy
level of the QD and the bias between the two leads vanishes
in the noninteracting limit. In particular, Yuge et al. [43]
studied the pumped charge coming from the BSN curvatures
by adiabatic modulation of the thermodynamic parameters (the
chemical potentials and the temperatures) in spinless QDs
weakly coupled to two spinless leads and showed that the
BSN curvatures are zero in noninteracting QDs although they
are nonzero for finite interaction.

In this paper, we first generalize the FCS-QME approach
to multicounting field to calculate spin current (Sec. II A). We
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then study the nonadiabatic effects in general Markov systems
and clarified the relations between the FCS-QME approach
and the RT approach [34] in Sec. II B. Additionally we show
that the origin of the BSN phase is a nonadiabatic effect.
Next we explain the model to be considered (Sec. III). We
consider QDs weakly coupled to two leads (L and R). To
observe the spin effects, we consider collinear magnetic fields,
which relate to spins through the Zeeman effect, with different
amplitudes applying to the QDs (BS) and the leads (BL and
BR). The dynamic parameters (BS , BL/R , and the coupling
strengths to the leads) are control parameters. We use the RWA
defined as a long coarse-graining time limit of the CGA to the
FCS-QME. In Sec. IV and Sec. V, we consider noninteracting
and interacting QDs, respectively. First, we show (in Sec. IV B
and Sec. V B) the time integral of an instantaneous steady
current is usually dominant if the thermodynamic parameters
(the chemical potentials and the temperatures of leads) are
modulated (as considered in Refs. [33,34,43,52,53]). Next in a
one level QD with the Coulomb interaction U , we analytically
calculate the BSN curvatures of spin and charge induced by
the dynamic parameters in the noninteracting (Sec. IV C) and
strong (Sec. V C) interacting limit (U → 0,∞). The difference
between the results for U = 0 and U = ∞ appears through
the instantaneous averages of the numbers of the electron with
up and down spin in the QD. For the quantum pump by the
adiabatic modulation of (BL,BS), the energy dependences of
linewidth functions, which are usually neglected, are essential.
In Sec. V C, we show and discuss the contour plots of BSN
curvatures evaluated numerically. Finally, we summarize this
paper with discussions (Sec. VI). In Appendix A, the Liouville
space [42,54] and the matrix representation of the Liouvillian
are explained. In Appendix B, we derive the FCS-QME of
the CGA and discuss the difference between the CGA and the
RWA. In Appendix C, we derive Eq. (5).In Appendix D, we
discuss the validity of the adiabatic expansion in Sec. II B. In
Appendix E, we discuss the derivation of Eq. (31).

II. FCS-QME

In this section, we consider general Markov systems weakly
coupled to noninteracting (fermionic or bosonic) baths. The
model we use to do a concrete calculation is explained at
Sec. III.

In Sec. II A, we explain the FCS-QME method using
the Liouville space [42,54] (Appendix A). This method is
a generalization to the multicounting field of Ref. [43].
In Sec. II B, we study nonadiabatic effect, and show the
equivalence to the method of Ref. [34].

A. Derivation of FCS-QME

Consider a cyclic modulation of the control parameters with
a period τ . At t = 0 and t = τ , we perform projection measure-
ments of μth time-independent observables {Oμ} indexed by
μ of baths which commute with each other. �oμ = o(τ )

μ − o(0)
μ

denotes the difference of the outcomes {o(τ )
μ } at t = τ and

the outcomes {o(0)
μ } at t = 0. The Fourier transform of the

joint probability density distribution Pτ ({�oμ}), Zτ ({χμ}) =∫ ∏
μ d�oμPτ ({�oμ})ei

∑
μ χμ�oμ , is the generating function.

Here, χμ are counting fields for Oμ. Zτ ({χμ}) is given

by Zτ ({χμ}) = Trtot[ρ
χ
tot(t = τ )] using an operator of the

total system ρ
χ
tot(t) [42]. Here, χ denotes the set of the

counting fields {χμ}. We defined ρχ (t)
def= TrB[ρχ

tot(t)], where
TrB denotes a trace over baths’ degrees of freedom. ρχ (t)
provides the generating function Zτ ({χμ}) = TrS[ρχ (t = τ )].
In Appendix B, we derive the full counting statistics with
quantum master equation (FCS-QME) [i.e., the equation of
motion of ρχ (t)] from the equation of motion of ρ

χ
tot(t). In this

paper, we set � = 1. We suppose ρtot(0) = ρ(0) ⊗ ρB(α0) and
ρtot(t) ≈ ρ(t) ⊗ ρB(αt ) (0 < t � τ ), where ρtot(t) is the total
system state, ρ(t) = TrB[ρtot(t)] is the system reduced density
operator, ρB(αt ) is a tensor product of the grand canonical or
canonical distributions of the baths, and αt is the value of the
set of the control parameters at time t . If the baths are electric
leads, ρB(αt ) is given by Eq. (B2). The FCS-QME [42,43] is

dρχ (t)

dt
= K̂χ (αt )ρ

χ (t), (1)

and the initial condition is ρχ (0) = ρ(0). Here K̂χ (αt ) is the
Liouvillian modified by χ . The Liouvillian depends on used
approximations, for instance, the Born-Markov approximation
without or within RWA [39] and the CGA [50,51]. After
Sec. III we choose the Born-Markov approximation within
RWA; however, in this section we assume only Markov
property (i.e., K̂χ just depends on αt ). At χ = 0, the FCS-
QME becomes the quantum master equation (QME)

dρ(t)

dt
= K̂(αt )ρ(t). (2)

K̂(αt ) equals K̂χ (αt ) at χ = 0. In the following, a symbol X

without χ denotes Xχ |χ=0.
In the Liouville space (Appendix A), the left and right

eigenvalue equations of the Liouvillian are

K̂χ (α)
∣∣ρχ

n (α)
〉〉 = λχ

n (α)
∣∣ρχ

n (α)
〉〉
, (3)

〈〈
lχn (α)
∣∣K̂χ (α) = λχ

n (α)
〈〈
lχn (α)
∣∣. (4)

The left eigenvectors l
χ
n (α) and the right eigenvectors ρ

χ
m(α)

(operators considered as elements of a vector space) satisfy
〈〈lχn (α)|ρχ

m(α)〉〉 = δnm. Here, α denotes arbitrary values of
the set of the control parameters. The mode which has
the eigenvalue with the maximum real part is assigned
by the label n = 0 and is called the slowest mode. In
the limit χ → 0, λ

χ

0 (α) becomes 0 and 〈〈lχ0 (α)| becomes
〈〈1|, i.e., l0(α) = 1. The conservation of the probability
d
dt

〈〈1|ρ(t)〉〉 = 〈〈1|K̂(αt )|ρ(t)〉〉 = 0 leads 〈〈1|K̂(α) = 0. In
addition, n = 0 mode right eigenvector, |ρ0(α)〉〉, determined
by K̂(α)|ρ0(α)〉〉 = 0, represents the instantaneous steady
state; if the control parameters are fixed to α, the state ρ(t)
converges to ρ0(α) at t → ∞. In general, the solution of the
FCS-QME Eq. (1) is expanded as

|ρχ (t)〉〉 =
∑

n

cχ
n (t)e	

χ
n (t)
∣∣ρχ

n (αt )
〉〉
, (5)

where 	
χ
n (t) = ∫ t0 ds λ

χ
n (αs). The coefficients c

χ
n (t) obey

Eq. (C8). The coefficients c
χ
n (t) are given by solving Eq. (C8).

The condition which makes {cχ
n (t)}n�=0 negligible is discussed

in Appendix C and was studied carefully in Ref. [55] for χ = 0.
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In this section, we consider sufficiently slow modulation of
the control parameters. The effects of fast modulation are
considered in the next section. For the slowest mode, the
second term of the right side of Eq. (C8) exponentially damps
as a function of time. The relaxation time of the system (τS) is
the order of 
−1, where 
 is the typical value of the linewidth
functions [defined as 
i in Eq. (58)]. Assuming the cycle time
τ is much longer than τS , we obtain

c
χ

0 (τ ) = c
χ

0 (0) exp
[
−
∫ τ

0
dt〈〈lχ0 (αt )| d

dt
|ρχ

0 (αt )〉〉
]

(6)

and

cχ
n (τ )e	

χ
n (τ ) ≈ 0 (n �= 0). (7)

In fact, c
χ
n (t)e	

χ
n (t) = O( ω



) with ω = 2π/τ as explained in

Appendix C. We denote the condition which makes the
above approximation appropriate as χ -adiabatic condition.
Using the initial condition ρχ (0) = ρ(0), we obtain c

χ

0 (0) =
〈〈lχ0 (α0)|ρ(0)〉〉. Substituting these equations into Eq. (5), we
obtain [43]

|ρχ (τ )〉〉 ≈ 〈〈lχ0 (α0)|ρ(0)〉〉e− ∫ τ0 dt〈〈lχ0 (αt )| d
dt

|ρχ

0 (αt )〉〉

×e
∫ τ

0 dt λ
χ

0 (αt )|ρχ

0 (ατ )〉〉, (8)

and the cumulant generating function Sτ (χ ) = ln Zτ (χ ) =
ln〈〈1|ρχ (τ )〉〉:

Sτ (χ ) =
∫ τ

0
dt λ

χ

0 (αt ) −
∮

C

dαn
〈〈
l
χ

0 (α)
∣∣∂
∣∣ρχ

0 (α)
〉〉

∂αn

+ ln
〈〈
l
χ

0 (α0)
∣∣ρ(0)
〉〉+ ln
〈〈

1
∣∣ρχ

0 (ατ )
〉〉
. (9)

Here, we used
∫ τ

0 dt〈〈lχ0 (αt )| d
dt

|ρχ

0 (αt )〉〉 = ∮
C

dαn〈〈lχ0 (α)|
∂|ρχ

0 (α)〉〉
∂αn , where C is the trajectory from α0 to ατ , αn are the

nth component of the control parameters, and the summation
symbol

∑
n is omitted. Equation (9) is the same with Yuge

et al. [43] except that χ denotes a multicounting field. The
averages 〈�oμ〉τ = ∂Sτ (χ)

∂(iχμ) |χ=0 are

〈�oμ〉τ =
∫ τ

0
dt λ

μ

0 (αt ) −
∮

C

dαn
〈〈
l
μ

0 (α)
∣∣∂|ρ0(α)〉〉

∂αn

+ 〈〈lμ0 (α0)
∣∣ρ(0)
〉〉+ 〈〈1|ρμ

0 (α0)
〉〉
, (10)

where Xμ(α)
def= ∂Xχ (α)

∂(iχμ) |χ=0. Here, we used − ∮
C

dαn〈〈l0(α)

| ∂|ρμ

0 (α)〉〉
∂αn = −〈〈1|ρμ

0 (ατ )〉〉 + 〈〈1|ρμ

0 (α0)〉〉 because 〈〈l0(α)|
∂|ρμ

0 (α)〉〉
∂αn = ∂

∂αn 〈〈1|ρμ

0 (α)〉〉. The integrand of the first time
integral, λ

μ

0 (αt ), are the instantaneous steady currents of Oμ

at time t ; if the control parameters are fixed to α and the
state is ρ0(α), the current of Oμ is λ

μ

0 (α). The integrand
of the second term of the right side of Eq. (10) is the
Berry-Sinitsyn-Nemenman (BSN) vector [45]

Aμ
n (α) = 〈〈lμ0 (α)

∣∣∂|ρ0(α)〉〉
∂αn

. (11)

The third and fourth terms of the right side of Eq. (10) cancel
if the initial condition is the instantaneous steady state ρ0(α0).
Because of ατ = α0, the second term of the right side of
Eq. (10) can be described as a surface integral over the surface

S enclosed by C using the Stokes theorem:

〈�oμ〉τ = 〈�oμ〉Steady
τ + 〈�oμ〉Berry

S , (12)

〈�oμ〉Steady
τ =

∫ τ

0
dt λ

μ

0 (αt ), (13)

〈�oμ〉Berry
S = −

∫
S

dαm ∧ dαn 1

2
Fμ

mn(α). (14)

Here, ∧ is the wedge product and the summation symbol
∑

n,m

is omitted. BSN curvature F
μ
mn(α) is given by

Fμ
mn(α) = ∂A

μ
n (α)

∂αm
− ∂A

μ
m(α)

∂αn
. (15)

Yuge et al. [43] focus on only the second term of Eq. (12)
subtracting the first term, and they did not evaluate 〈�oμ〉Steady

τ .
In Sec. IV B, we show that this contribution is usually dominant
if the thermodynamic parameters are modulated although
the steady currents λ

μ

0 (αt ) are zero if the thermodynamic
parameters are fixed to zero bias.

From the cumulant generating function Eq. (9), we can cal-
culate the second order cumulants c〈oμoν〉τ = ∂2Sτ (χ )

∂(iχμ)∂(iχν ) |χ=0

and higher cumulants. However, we focus only on the first
order cumulants (averages) in this paper. Up to the first order
cumulants, we do not need the multicounting field. In fact, the
multicounting field is helpful to understand the physical origin
of each term of the (FCS-)QME.The counting fields appear
only in A • B (A,B �= 1) type terms in the dissipator term
�̂χ• [see Eq. (A7); • is an arbitrary operator] as Eq. (B7).
For instance, the factor eiχbσ with the counting field for total
number of electron with spin σ of bath b, χbσ , means tunneling
process from the system to bath b with spin σ . The factor e−iχbσ

means tunneling process from bath b with spin σ to the system.

B. Nonadiabatic effect and BSN vector

In this section, we consider nonadiabatic effect [that comes
from ( ω



)n (n = 1,2, . . .) with ω = 2π/τ ], which had been

researched recently [31,35,52,53]. If the modulation of the
control parameters is not adiabatic, the difference between

the state and the instantaneous steady state, ρa(t)
def= ρ(t) −

ρ0(αt ) =∑n�=0 cn(t)e	n(t)ρn(αt ), is important. In contrast to
Appendix C and Ref. [55], we do not treat {cn(t)}n�=0 explicitly;
instead, we use the pseudoinverse of the Liouvillian. The
formal solution of the FCS-QME Eq. (1) is

|ρχ (t)〉〉 = T exp

[∫ t

0
ds K̂χ (αs)

]
|ρχ (0)〉〉, (16)

where T denotes the time-ordering operation. Using this, we
obtain the averages [52]

〈�oμ〉t = ∂

∂(iχμ)
〈〈1|ρχ (t)〉〉

∣∣∣
χ=0

=
∫ t

0
du〈〈1|K̂μ(αu)|ρ(u)〉〉 + 〈〈1|ρμ(0)〉〉

=
∫ t

0
du〈〈1|K̂μ(αu)|ρ(u)〉〉 ≡

∫ t

0
du Iμ(u). (17)
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Here, we use 〈〈1|K̂(α) = 0 in the second line and |ρμ(0)〉〉 = 0
(derived from |ρχ (0)〉〉 = |ρ(0)〉〉) in the third line. Moreover,
using 〈〈l0(α)| = 〈〈1|, λ0(α) = 0, and Eq. (4), we obtain [53]

〈〈1|K̂μ(α) = λ
μ

0 (α)〈〈1| − 〈〈lμ0 (α)
∣∣K̂(α). (18)

Hence the currents Iμ(t) are given by

Iμ(t) = 〈〈1|K̂μ(αt )|ρ(t)〉〉
= λ

μ

0 (αt ) − 〈〈lμ0 (αt )
∣∣K̂(αt )|ρ(t)〉〉

= λ
μ

0 (αt ) − 〈〈lμ0 (αt )
∣∣ d
dt

|ρ(t)〉〉. (19)

The used approximation is only the Markov property of the
Liouvillian, Eq. (1). In Appendix D, we discuss the reasonable
range of the power of ω



(nonadiabaticity). Substituting Eq. (19)

with ρ(t) ≈ ρ0(αt ) into Eq. (17), we obtain Eq. (10) without the
third and fourth terms. If ρ(0) �= ρ0(α0), the state relaxes to the
instantaneous steady state in the relaxation time τS . The third
and fourth terms of Eq. (10), 〈�oμ〉3+4

τ = 〈〈lμ0 (α0)|ρ(0)〉〉 +
〈〈1|ρμ

0 (α0)〉〉, result from this relaxation. The contribution of
〈�oμ〉τ from δρ(0) = ρa(0) = ρ(0) − ρ0(α0) is

〈�oμ〉ini
τ

def= −
∫ τ

0
dt
〈〈
l
μ

0 (αt )
∣∣ d
dt

|δρ(t)〉〉

= 〈〈lμ0 (α0)
∣∣δρ(0)
〉〉− 〈〈lμ0 (ατ )

∣∣δρ(τ )
〉〉

+
∫ τ

0
dt

d
〈〈
l
μ

0 (αt )
∣∣

dt
|δρ(t)〉〉, (20)

with |δρ(t)〉〉 def= T exp [
∫ t

0 ds K̂(αs)]|δρ(0)〉〉. The first term of

the right side of Eq. (20) is 〈�oμ〉3+4
τ . Because we can obtain

〈〈lμ0 (α)|ρ0(α)〉〉 + 〈〈1|ρμ

0 (α)〉〉 = 0 from the normalization
〈〈lχ0 (α)|ρχ

0 (α)〉〉 = 1, 〈�oμ〉3+4
τ is given by 〈〈lμ0 (α0)[|ρ(0)〉〉 −

|ρ(α0)〉〉] = 〈〈lμ0 (α0)|δρ(0)〉〉. The second term of the right
side of Eq. (20) is exponentially small since δρ(τ ) ∼ e−
τ .
The order of the third term is O( ω



) with ω = 2π/τ because

d〈〈lμ0 (αt )|
dt

= O(ω) and the integral range is restricted up to 1/


since δρ(t) ∼ e−
t . Hence 〈�oμ〉ini
τ = 〈�oμ〉3+4

τ + O( ω



).The
currents can also be written as

Iμ(t) = 〈〈1|Wμ(αt )|ρ(t)〉〉, (21)

where Wμ(α) are the current operators defined by

〈〈1|Wμ(α) = 〈〈1|K̂μ(α), (22)

i.e., TrS[Wμ(α)•] = TrS[K̂μ(α)•] for any operator • [see
Eq. (A14)]. Using Eq. (18), the instantaneous steady currents
are given by

〈〈1|Wμ(α)|ρ0(α)〉〉 = λ
μ

0 (α) = I Steady
μ (α). (23)

In the QDs weakly coupled to two leads, the electric current
operator [i.e., Wμ(α) corresponding to the electric current]
coincides with Ref. [56] in the Born-Markov approximation
without or within RWA.

Applying the pseudoinverse R(α) defined by

R(α)K̂(α) = 1 − |ρ0(α)〉〉〈〈1| (24)

to the QME Eq. (2), we obtain

|ρa(t)〉〉 = R(αt )
d

dt
|ρ0(αt )〉〉 + R(αt )

d

dt
|ρa(t)〉〉

=
∞∑

n=1

[
R(αt )

d

dt

]n
|ρ0(αt )〉〉 ≡

∞∑
n=1

|ρa(n)(t)〉〉. (25)

Substituting Eq. (25) to Eq. (21), we finally reach

Iμ(t) = I Steady
μ (αt ) +

∞∑
n=1

I a(n)
μ (t), (26)

with I a(n)
μ (t)

def= 〈〈1|Wμ(αt )|ρa(n)(t)〉〉. Since d
dt

αt = O(ω) and
R(αt ) = O( 1



),

ρa(n)(t) = O

(
ω




)n

. (27)

In Appendix D, we discuss the reasonable range of n of
ρa(n)(t) and show that with the larger nonadiabaticity ( ω



), the

reasonable range becomes wider.
Let’s consider the relation between Eq. (19) and Eq. (26).

In Sec. II A, we used χ -adiabatic approximation Eq. (8),
which becomes |ρ(t)〉〉 ≈ |ρ0(αt )〉〉 at χ = 0. Substituting it
to Eq. (21), we obtain Iμ(t) ≈ I

Steady
μ (t). So, we cannot obtain

nonadiabatic currents
∑∞

n=1 I a(n)
μ (t). However, from the χμ

derivative of Eq. (8), we obtain

Iμ(t) ≈ λ
μ

0 (αt ) − 〈〈lμ0 (αt )
∣∣ d
dt

|ρ0(αt )〉〉. (28)

This is equivalent to Eq. (10) for ρ(0) = ρ0(α0). Equation (28)
suggests

I a(1)
μ (t) = −〈〈lμ0 (αt )

∣∣ d
dt

|ρ0(αt )〉〉. (29)

In fact, this is equivalent to I a(1)
μ (t) = 〈〈1|Wμ(αt )|ρa(1)(t)〉〉,

namely

I a(1)
μ (t) = 〈〈1|Wμ(αt )R(αt )

d

dt
|ρ0(αt )〉〉, (30)

because of

〈〈1|Wμ(α)R(α) = −〈〈lμ0 (α)
∣∣+ cμ(α)〈〈1|, (31)

which was shown by Sagawa et al. [47] for a single counting
field. Here, cμ(α) are constants shown in Eq. (E7). We prove
Eq. (31) at Appendix E. Equation (19) and Eq. (26) are
identical because of Eq. (23) and Eq. (31). In other words,
in the expansion of Iμ(t) obtained from a substitution of
ρ(t) = ρ0(αt ) +∑∞

n=1 ρa(n)(t) ≡∑∞
n=0 ρa(n)(t) into Eq. (19),

the nth (n = 0,1, . . .) order nonadiabatic solution, ρa(n)(t),
gives (n + 1)th order nonadiabatic currents I a(n+1)

μ (t) because
of Eq. (31). Hence the FCS-QME approach picks out one
higher order nonadiabatic piece of information from the
solution of the QME.

Moreover, although the BSN phase [i.e., the argument of
the exponential function of Eq. (6)] is derived under the χ -
adiabatic condition which makes Eqs. (6) and (7) appropriate,
its origin is probably a nonadiabatic effect that comes from ω



,

because Eq. (29) shows that the BSN phase has the information
of the nonadiabatic part of the QME [ρa(t) = ρ(t) − ρ0(αt )].

195420-4



INTERACTION EFFECT ON ADIABATIC PUMP OF . . . PHYSICAL REVIEW B 92, 195420 (2015)

It is important to recognize the relations between the
FCS-QME approach and the RT approach [30–36]. In the RT
approach, pκ (t) = 〈κ|ρ(t)|κ〉 are governed by the generalized
master equation (GME)

d

dt
pκ (t) =

∑
η

∫ t

−∞
dt ′Wκη(t,t ′)pη(t ′), (32)

where |κ〉 are the energy eigenstates of the system Hamil-
tonian. The kernel Wκη(t,t ′) can include the higher or-
der contribution of the tunneling interaction between baths
and the system. In the GME, pη(t ′) is given by pη(t) +∑∞

k=1
(t ′−t)k

k!
dkpη(t)

dtk
[30,31]. Moreover, Wκη(t,t ′) and pη(t)

are expanded as Wκη(t,t ′) =∑∞
n=0

∑∞
j=1 W

(n)
κη(j )(t ; t − t ′) and

pη(t) =∑∞
n=0

∑∞
j=−n p

(n)
η(j )(t), where W

(n)
κη(j )(t ; t − t ′) and

p
(n)
η(j )(t) are of the order of ωn
j . In particular, W

(0)
κη(j )(t ; t −

t ′) = W
(0)
κη(j )(αt ; t − t ′) is the kernel where the control pa-

rameters are fixed to αt . Up to the second order of the
tunneling interaction (in the following we consider this level
of approximation), we obtain [31,35]

0 =
∑

η

K (0)
κη (αt )p

(0)
η (αt ), (33)

dp
(n)
κ(−n)(t)

dt
=
∑

η

K (0)
κη (αt )p

(n+1)
η(−n−1)(t), (34)

for n = 0,1, . . ., with

K (0)
κη (αt ) =

∫ t

−∞
dt ′W (0)

κη(1)(αt ,t − t ′), (35)

which is the instantaneous Liouvillian corresponding to our
K̂(αt ). Equation (33) is just the definition of the instantaneous
steady state p(0)

η (αt ) ≡ p
(0)
η(0)(t), which satisfies

∑
κ p(0)

κ (αt ) =
1. Additionally, p

(n)
κ(j )(t) for n � 1 satisfies

∑
κ p

(n)
κ(j )(t) = 0.

The conservation of the probability leads to
∑

κ K (0)
κη (αt ) = 0,

which corresponds to our 〈〈1|K̂(αt ) = 0. The charge or spin
current Iμ(t) is given by [34,35]

Iμ(t) =
∑
κ,η

w[μ]
κη (αt )pη(t), (36)

corresponding to our Eq. (21). w[μ]
κη (αt ) is the instantaneous

current matrix of Oμ in the present approximation, which
corresponds to our Wμ(αt ) and is linear in 
. Substituting
pη(t) ≈∑∞

n=0 p
(n)
η(−n)(t) into Eq. (36), we obtain

Iμ(t) =
∞∑

n=0

I (n)
μ (t), I (n)

μ (t) =
∑
κ,η

w[μ]
κη (αt )p

(n)
η(−n)(t). (37)

Equation (34) for n = 0 leads to [34]

p
(1)
η(−1)(t) =

∑
κ

Rηκ (αt )
dp(0)

κ (αt )

dt
. (38)

Here, Rηκ (αt ) is the pseudoinverse of K (0)
κη (αt ) corresponding

to our R(αt ) and it is given by [34]

Rηκ (αt ) = (K̃−1)ηκ , K̃ηκ = K (0)
ηκ − K (0)

ηη . (39)

Substituting Eq. (38) into Eq. (37), we obtain [34]

I (1)
μ (t) =

∑
κ

ϕ[μ]
κ (αt )

dp(0)
κ (αt )

dt
, (40)

ϕ[μ]
κ (αt ) =

∑
ζ,η

w
[μ]
ζη (αt )Rηκ (αt ). (41)

A similar method has been used in Ref. [30]. ϕ[μ]
κ (αt ) and

Eq. (40) respectively correspond to our 〈〈1|Wμ(α)R(α) and
Eq. (30). Moreover, Eq. (34) for arbitrary n leads to

p
(n+1)
η(−n−1)(t) =

∑
κ

Rηκ (αt )
dp

(n)
κ(−n)(t)

dt
, (42)

which corresponds to our Eq. (25). Because of these relations,
the RT approach is equivalent to the FCS-QME approach in the
calculation up to the second order of the tunneling interaction.
Additionally, we discuss corrections due to the nonadiabatic
effect of the FCS-QME in Appendix D. The first equation of
Eq. (D6) is consistent with p

(1)
η(0)(t) = O(ωτB), which can be

derived from Ref. [31]. Here, τB is the relaxation time of the
baths.

In this section, we proved the equivalence between Eq. (19)
and Eq. (26) using a key relation Eq. (31) and showed the
origin of the BSN phase is a nonadiabatic effect, and connected
the FCS-QME approach and the RT approach[34]. These are
among the most important results of this paper.

III. MODEL

We consider quantum dots (QDs) (denoted by a symbol
S) weakly coupled to two leads. The total Hamiltonian is
Htot(t) = HS(t) +∑b=L,R[Hb(t) + HSb(t)]. Here, HS(t) is
the system (QDs) Hamiltonian, Hb(t) is the Hamiltonian
of lead b = L,R, and HSb(t) is the tunneling interaction
Hamiltonian between S and lead b. To observe the spin
effects, we suppose that the leads and the system are applied
to collinear magnetic fields with different amplitudes, which
relate to spins through the Zeeman effect. The leads are
noninteracting:

Hb(t) =
∑
k,σ

(εbk + σgbBb(t))c†bkσ cbkσ . (43)

Here, σ = ↑,↓ = ±1 is spin label, gb = 1
2μBg∗

b , where g∗
b is

the g factor of lead b, μB is the Bohr magneton, and Bb(t) is
the strength of the magnetic field of lead b. c

†
bkσ (cbkσ ) is the

creation (annihilation) operator of an electron with spin σ and
momentum k in lead b. The system Hamiltonian is

HS(t) =
∑

n,m,s,s ′
εns,ms ′ (BS(t))a†

nsams ′ + HCoulomb, (44)

where a
†
ns is the creation operator of an electron with orbital n

and spin s. εns,ms ′ (BS(t)) means the energy of the electron for
n = m,s = s ′ and the tunneling amplitude between orbitals
for (n,s) �= (m,s ′), which depends on the magnetic field of the
system. HCoulomb denotes Coulomb interaction. The tunneling
interaction Hamiltonian is

HSb(t) =
∑

k,σ,n,s

√
�b(t)vbkσ,nsa

†
nscbkσ + H.c., (45)
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where �b(t) is a dimensionless parameter and vbkσ,ns is the
tunneling amplitude.

We assume BS , BL/R , and �L/R are control parameters
(denoted α′ = {BS,BL/R,�L/R} and are called the dynamic
parameters). The thermodynamic parameters (the chemical
potentials and inverse temperatures of leads, {μb} and {βb})
are also considered as control parameters in Sec. IV B and
Sec. V B. We denote α′′ = {βb,μb}b=L,R and α = α′ + α′′.
Yuge et al. [43] chose the set of control parameters as only α′′.
However, we are interested in α′ for the reason explained in
Sec. IV B.

We choose the measured observables {Oμ} = {Nbσ }b=L,R
σ=↑,↓

with Nbσ =∑k c
†
bkσ cbkσ . The pumped charge (spin) of lead

b is given by 〈�Nb↑〉 ± 〈�Nb↓〉. 〈�Nbσ 〉 are calculated
by Eq. (12). In fact, what we call the pumped charge,
〈�Nb↑〉 + 〈�Nb↓〉, is the pumped electron number (actual
pumped charge is given by −e[〈�Nb↑〉 + 〈�Nb↓〉], where
e (> 0) is the elementary charge).

In Sec. IV C and Sec. V we consider a one level system

HS(t) =
∑

s=↑,↓
ωs(BS(t))a†

s as + Ua
†
↑a↑a

†
↓a↓ (46)

as a special model of Eq. (44). Here, s = ↑,↓ = ±1, ωs(BS) =
ω0 + sgSBS , with ω0 the electron energy at BS = 0, and gS =
1
2μBg∗

S , where g∗
S is the g factor of the QD.

In the following, we apply the FCS-QME with rotating
wave approximation (RWA) explained in Appendix B.

IV. NONINTERACTING SYSTEM

In this section, we consider a noninteracting system
(HCoulomb = 0). The system Hamiltonian Eq. (44) can be
diagonalized

HS =
2N∑
i=1

ω̃ib
†
i bi, (47)

by a unitary transform ans =∑2N
i=1 Uns,ibi . The tunneling

interaction Hamiltonian Eq. (45) is

HSb =
∑
k,σ,i

Wbkσ,ib
†
i cbkσ + H.c., (48)

with Wbkσ,i =∑n,s

√
�bvbkσ,nsU

∗
ns,i .

In Sec. IV A, the Liouvillian and its instantaneous steady
state are explained. In Sec. IV B, we consider the contribution
of Eq. (13) and show that this cannot be neglected in general if
the chemical potentials and the temperatures are not fixed.
In Sec. IV C, we calculate the BSN curvatures for two
combinations of modulated control parameters (BL,BS) and
(�L,BS).

A. Liouvillian

The Liouvillian in the RWA is given by

K̂χ (α) =
2N∑
i=1

K̂
χ

i (α), (49)

K̂
χ

i (α)• = −i[ω̃ib
†
i bi,•] + �̂�

i (χ,α) • +�̂�
i (α) • , (50)

if {ω̃i} are not degenerated. Here, superoperators �̂�
i (χ,α) and

�̂�
i (α) operate to an arbitrary operator • as

�̂�
i (χ,α) •

=
∑

b

{
�

+,χ

b,i b
†
i • bi − 1

2
�+

b,i • bib
†
i − 1

2
�+

b,ibib
†
i •

+ �
−,χ

b,i bi • b
†
i − 1

2
�−

b,i • b
†
i bi − 1

2
�−

b,ib
†
i bi•
}
, (51)

�̂�
i (α)• = i[�i(α)b†i bi,•], (52)

with

�
±,χ

b,i = 2π
∑
k,σ

|Wbkσ,i |2f ±
b (ω̃i)e

∓iχbσ

× δ(εbk + σgbBb − ω̃i), (53)

�±
b,i = 2
∑
k,σ

|Wbkσ,i |2f ±
b (ω̃i)P

1

εbk + σgbBb − ω̃i

, (54)

and �i(α) = 1
2

∑
b (�−

b,i + �+
b,i). Here, f +

b (ω) = [eβb(ω−μb) +
1]−1 is the Fermi distribution function, f −

b (ω) = 1 − f +
b (ω),

χbσ is the counting field for Nbσ , and P denotes the Cauchy
principal value. The matrix representation of K̂

χ

i (α) (see
Appendix A) by the number states of b

†
i bi (|0〉i and |1〉i) is a

4 × 4 matrix which is block diagonalized to {|0〉i i〈0|,|1〉i i〈1|}
space and {|0〉i i〈1|,|1〉i i〈0|} space. The {|0〉i i〈0|,|1〉i i〈1|} part
is given by

K
χ

i (α) =
(−�+

i �
−,χ

i

�
+,χ

i −�−
i

)|00〉〉i
|11〉〉i , (55)

with �
±,χ

i =∑b �
±,χ

b,i . {|0〉i i〈1|,|1〉i i〈0|} part does not relate
to the instantaneous steady state of K̂

χ

i (α). The eigenvalue of
the instantaneous steady state of K̂

χ

i (α) is given by

λ
χ

i,0(α) = −�+
i (α) + �−

i (α)

2
+
√

D
χ

i (α), (56)

with D
χ

i (α) = [�+
i + �−

i ]2/4 − [�+
i �−

i − �
−,χ

i �
+,χ

i ]. The
corresponding left and right eigenvectors are |ρχ

i,0(α)〉〉
= C

χ

i (α)|00〉〉i + E
χ

i (α)|11〉〉i and 〈〈lχ0,i(α)| = i〈〈00| +
v

χ

i (α)i〈〈11| with C
χ

i (α) = �
−,χ

i �
+,χ

i

[λχ

i,0+�+
i ]2+�

−,χ

i �
+,χ

i

, E
χ

i (α) =
�

+,χ

i (λχ

i,0+�+
i )

[λχ

i,0+�+
i ]2+�

−,χ

i �
+,χ

i

, and

v
χ

i (α) =
�+

i − �−
i + 2
√

D
χ

i (α)

2�
+,χ

i

. (57)

At χbσ = 0, E
χ

i (α) becomes Ei(α) = �+
i

�+
i +�−

i

and C
χ

i (α)

becomes Ci(α) = 1 − Ei(α).

B. Instantaneous steady currents

The instantaneous steady current is given by I
Steady
bσ (α) =

∂λ
χ

0 (α)
∂(iχbσ ) |χ=0. In the noninteracting system, λ

χ

0 (α) is
∑

i λ
χ

i,0(α)

and it leads to I
Steady
bσ (α) =∑i I

Steady
i,bσ (α). Here, I

Steady
i,bσ (α) =
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∂λ
χ

0,i (α)
∂(iχbσ ) |χ=0 are calculated from Eq. (56) as

I
Steady
i,Lσ (α) = 
Lσ,i
R,i(fR(ω̃i) − fL(ω̃i))


i

, (58)

with 
bσ,i = 2π
∑

k |Wbkσ,i |2δ(εbk + σgbBb − ω̃i), 
b,i =∑
σ 
bσ,i , and 
i =∑b 
b,i . I

Steady
i,Lσ (α) vanishes at zero bias

(βL = βR , μL = μR). Let us consider the modulation of only
the thermodynamic parameters (α′′ = {μb,βb}b=L,R) similar
to Refs. [43,52,53,57]. The factor depending on α′′ of
I

Steady
i,bσ (αt ) is [fβR (t),μR(t)(ω̃i) − fβL(t),μL(t)(ω̃i)] with fβ,μ(ω) =

[eβ(ω−μ) + 1]−1. Hence

〈�Nbσ 〉Steady
τ =

∑
i


Lσ,i
R,i


i

×
∫ τ

0
dt[fβR(t),μR (t)(ω̃i) − fβL(t),μL(t)(ω̃i)]

(59)

is generally nonzero and is much lager than 〈�Nbσ 〉Berry
S

because the period τ is large for adiabatic pumps. Similarly,
we can show that 〈�Nbσ 〉Steady

τ is generally nonzero for the
interacting system (Sec. V B). Reference [53] considered
special modulations of only thermodynamic parameters which
satisfy 〈�Nbσ 〉Steady

τ = 0. In fact, the instantaneous steady
currents are always zero for arbitrary modulations of only
the dynamics parameters at zero bias.

The pumped charge and spin due to the instantaneous steady
currents (backgrounds) are generally nonzero even if the time
averages of the bias are zero. References [33,34] chose V =
μL − μR as one of the modulating parameters and considered
a pumping such that 1

τ

∫ τ
0 dt V (t) = 0 and 〈�Nbσ 〉Steady

τ �= 0.
In such pumping, the (thermal or voltage) bias is effectively
nonzero.

Even if the backgrounds do not vanish, one can detect
the BSN curvatures by subtracting the backgrounds by using
zero-frequency measurements or by lock-in measurements.
However, if one wants to apply the adiabatic pump to the
current standard [12,13], the instantaneous steady currents
should be zero at all times because the backgrounds are
sensitive to the velocity of the modulation of the control
parameters and its trajectory. In contrast, the pumped charge
and spin due to the BSN curvatures are robust against the
modulation of the velocity and the trajectory. Hence, if one
wants to directly apply the BSN curvatures to, for instance, the
current standard, one should fix the thermodynamic parameters
at zero bias.

C. BSN curvatures

In the following, we consider one level system of which the
Hamiltonian is Eq. (46) at U = 0. The instantaneous steady

state is given by |ρχ

0 (α)〉〉 = ⊗s=↑,↓|ρχ

s,0(α)〉〉 because the
Liouvillian is described by a summation (K̂χ =∑s=↑,↓ K̂

χ
s ).

Similarly, the corresponding left eigenvalue is given by
〈〈lχ0 (α)| = ⊗s=↑,↓〈〈lχs,0(α)|. The BSN vectors Eq. (11) are
given by

Abσ
n (α) =

∑
s=↑,↓

vbσ
s (α′)

∂Es(α)

∂αn
, (60)

where

vbσ
s (α′) = ∂v

χ
s (α)

∂(iχbσ )

∣∣∣
χ=0

= 
bσ,s


s

, (61)

with


bσ,s(α
′) = 2π�b

∑
k

|vbkσ,s |2

× δ(εbk + σgbBb − ω0 − sgSBS). (62)

vbσ
s (α′) does not depend on α′′. Equation (60) leads to an

expression of the BSN curvatures

Fbσ
mn(α) =

∑
s=↑,↓

[
∂vbσ

s (α′)
∂αm

∂Es(α)

∂αn
− (m ↔ n)

]
. (63)

We emphasize that Eq. (63) is consistent with the results
of Refs. [33,34,43], which showed that the pumped charge
(and also spin in Ref. [34]) vanishes at the noninteracting
limit in these settings. The set of control parameters α was α′′
(for Ref. [43]) and {ω0,V = μL − μR} (for Refs. [33,34]).
If αm or αn is an element of α′′, Fbσ

mn(α) is consistently
zero. In Refs. [33,34], the linewidth functions were en-
ergy independent, namely 
bσ,s(α′) = δσ,s
b = const. Hence
∂
bσ,s (α′)

∂ω0
= 0 = ∂
bσ,s (α′)

∂V
and Fbσ

ω0,V
(α) = 0 hold consistently.

To calculate Fbσ
mn(α), we need to assume the energy

dependences of 
bσ,s . For the simplicity, we assume that


bσ,s = δσ,s[
b + 
′
b · (sgSBS − σgbBb)]

= δσ,s�b[γb + γ ′
b · (sgSBS − σgbBb)], (64)

where 
′
b are energy differential coefficients of linewidth

functions at Bb = BS = 0. Namely, we disregard spin flips
induced by tunneling between the QD and the leads.
Equation (64) is always appropriate when |
′

b(gSBS −
gbBb)| � 
b is satisfied. Additionally, we fix α′′ to zero
bias (βb = β, μb = μ), in which Es(α) is given by Es(α) =
f (ω0 + sgSBS) with f (ω) = [eβ(ω−μ) + 1]−1. In this condi-
tion, (αm,αn) = (BL,BS),(�L,BS) components of the charge
and spin BSN curvatures of lead L are

F
L↑
BL,BS

± F
L↓
BL,BS

= −gSgL
′
L[f ′(ω0 + gSBS) ± f ′(ω0 − gSBS)]


R


2
tot

+ gSgL
′
L[f ′(ω0 + gSBS) ∓ f ′(ω0 − gSBS)]

×
(


′
L(gSBS − gLBL)

2
R


3
tot

+ 
′
R(gSBS − gRBR)


R − 
L


3
tot

)
, (65)
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F
L↑
�L,BS

± F
L↓
�L,BS

= gS[f ′(ω0 + gSBS) ∓ f ′(ω0 − gSBS)]
γLγR�R

(γL�L + γR�R)2

+ gS[f ′(ω0 + gSBS) ± f ′(ω0 − gSBS)]γ ′
L(gSBS − gLBL)

γR�R − γL�L

(γL�L + γR�R)2
. (66)

Here f ′(ω) = ∂f (ω)
∂ω

and 
tot = 
L + 
R . The pumped charge
(spin) induced by a slow cycle modulation of (αn,BS) (αn =
BL,�L) are given by

〈�NL↑〉 ± 〈�NL↓〉 = −
∫

Sn

dαndBS

(
F

L↑
αn,BS

± F
L↓
αn,BS

)
, (67)

where Sn are areas enclosed by the trajectories of (αn,BS).
F

L↑
αn,BS

± F
L↓
αn,BS

(αn = BL,�L) are invariant under the trans-
formation γb → cγ , γ ′

b → cγ ′
b (for any c > 0). Hence relevant

quantities are γ ′
b/
tot. The coupling strength 
tot itself is

not important.FL↑
BL,BS

± F
L↓
BL,BS

are proportional to gSgL and

F
L↑
�L,BS

± F
L↓
�L,BS

are proportional to gS . The first terms of the
right side of Eq. (65) and Eq. (66) are dominant terms. In the
limit γ ′

L → 0, FL↑
BL,BS

± F
L↓
BL,BS

and the second term of Eq. (66)
vanish; however, the dominant term of Eq. (66) remains. At
ω0 = μ, f ′(ω0 + gSBS) − f ′(ω0 − gSBS) vanish. Hence, at
ω0 = μ, the dominant terms of the spin BSN curvature of
(BL,BS) pump and the charge BSN of (�L,BS) pump vanish.
The contour plots of these BSN curvatures are shown in
Figs. 1(a) and 1(b) and Figs. 2(a) and 2(b). The details are
explained in Sec. V C.

It is important to remark that (αm,αn) = (BL,BR),(�L,�R)
components of the charge and spin BSN curvatures are zero

at zero bias because, in Eq. (63), Es(α) = f (ω0 + sgSBS) are
independent of BL/R and �L/R .

V. INTERACTING SYSTEM

In this section, we study the interacting system Eq. (46).
First, we explain the Liouvillian for 0 � U � ∞ (Sec. V A).
Next, the instantaneous steady charge and spin currents are
calculated at U = ∞ (Sec. V B). In Sec. V C, we confirm the
consistency between our results and Ref. [34] for 0 � U � ∞.
Finally, the BSN curvatures corresponding to Eq. (65) and
Eq. (66) are calculated at U = ∞ and differences of the results
between U = 0 and U = ∞ are discussed.

A. Liouvillian

We explain the Liouvillian for kBT > 
, in which the Born-
Markov approximation is appropriate. The matrix representa-
tion of the Liouvillian of RWA by the number states {|n↑n↓〉}
(ns = 0,1 are the numbers of an electron with spin s = ↑,↓) is
a 16 × 16 matrix which is block diagonalized to the “diagonal”
space (spanned by {|n↑n↓〉〈n↑n↓|}n↑,n↓=0,1) and the “off-
diagonal” space (spanned by {|n↑n↓〉〈m↑m↓|}(n↑,n↓)�=(m↑,m↓)).
The “diagonal” block is given by

Kχ (α) =

⎛
⎜⎜⎜⎝

−[�+
↑ + �+

↓ ] �
−,χ

↑ �
−,χ

↓ 0
�

+,χ

↑ −[�−
↑ + φ+

↓ ] 0 φ
−,χ

↓
�

+,χ

↓ 0 −[�−
↓ + φ+

↑ ] φ
−,χ

↑
0 φ

+,χ

↓ φ
+,χ

↑ −[φ−
↑ + φ−

↓ ]

⎞
⎟⎟⎟⎠

|0000〉〉
|1010〉〉
|0101〉〉
|1111〉〉

, (68)

with

φ
±,χ

b,s = 2π�b

∑
k,σ

|vbkσ,s |2f ±
b (ω0 + sgSBS + U )

× e∓iχbσ δ(εbk + σgbBb − ω0 − sgSBS − U ), (69)

and �
±,χ

b,s = φ
±,χ

b,s |U=0. The off-diagonal block is a (12 × 12)-
diagonal matrix, which dose not relate to the instantaneous
steady state. At U = 0, Kχ (α) becomes K

χ

↑ (α) ⊗ 1↓ + 1↑ ⊗
K

χ

↓ (α), where K
χ
s (α)(s = ↑,↓) are given by Eq. (55) and 1s

are identity matrices. In the opposite limit U → ∞, Kχ (α)
reduces to

Kχ(∞)(α) =
⎛
⎝−[�+

↑ + �+
↓ ] �

−,χ

↑ �
−,χ

↓
�

+,χ

↑ −�−
↑ 0

�
+,χ

↓ 0 −�−
↓

⎞
⎠|0000〉〉

|1010〉〉
|0101〉〉

, (70)

because the density of state of both leads vanishes at high
energy (φ±

s → 0).

B. Instantaneous steady currents

In this section, we set U = ∞. The characteristic poly-
nomial of Kχ(∞) is denoted as C3(χ,λ) = det(Kχ (∞) −
λ) =∑2

n=0 Cn(χ )λn − λ3. Because of C0(0) = 0, λ = 0 is
one of the solutions at χ = 0. Now we set χbσ as in-
finitesimal and other counting fields are zero. Then, the
eigenvalue corresponding to the instantaneous steady state
is given by λ = λ0(χ ) = iχbσ · I

Steady
bσ + O(χ2

bσ ). It leads to
0 = C3(χ,λ0(χ )) = C1(0)iχbσ I

Steady
bσ + iχbσ Cbσ

0 with Cbσ
0 =

∂C0(χ)
∂(iχbσ ) |χ=0, and we obtain

I
Steady
bσ = − Cbσ

0

C1(0)
, (71)

with C1(0) = −[�+
↑ �−

↓ + �−
↑ �+

↓ + �−
↑ �−

↓ ]. From C0(χ ) =
−[�+

↑ + �+
↓ ]�−

↑ �−
↓ + �

−,χ

↓ �−
↑ �

+,χ

↓ + �−
↓ �

−,χ

↑ �
+,χ

↑ , we
have

I
Steady
Lσ (α) =

∑
s=↑,↓ �−

−s
Lσ,s
R,s(fR,s − fL,s)

�+
↑ �−

↓ + �−
↑ �+

↓ + �−
↑ �−

↓
, (72)
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FIG. 1. (Color online) (a) BSN curvature of charge of (BL,BS) pump, [F L↑
BL,BS

+ F
L↓
BL,BS

]/( μB



)2 at U = 0, (b) the BSN curvature of spin,

[F L↑
BL,BS

− F
L↓
BL,BS

]/( μB



)2 at U = 0, (c) [F L↑
BL,BS

+ F
L↓
BL,BS

]/( μB



)2 at U = ∞, and (d) [F L↑
BL,BS

− F
L↓
BL,BS

]/( μB



)2 at U = ∞. The values of the
parameters used for these plots are 
L = 
R = 
, 
′

L = 
′
R = 0.1, β = 0.5/
, ω0 = μ − 3
, and BR = 0, and all g factors (g∗

L, g∗
R , g∗

S) are
−0.44 (bulk GaAs). The hatched areas of (b),(d) denote negative value.

where �−
−s (s = ↑,↓) describes �−

↓ for s = ↑ and �−
↓ for

s =↓. At zero bias, the instantaneous steady currents vanish.
Similar to Sec. IV B, 〈�Nbσ 〉Steady

τ are generally nonzero when
α′′ is not fixed at zero bias.

C. BSN curvatures

The instantaneous steady state ρ0(α) and correspond-
ing left eigenvector l

χ

0 (α) are written as ρ0 = ρ0|00〉〈00| +
ρ↑|10〉〈10| + ρ↓|01〉〈01| + ρ2|11〉〈11| and l

χ

0 = |00〉〈00| +
l
χ

↑ |10〉〈10| + l
χ

↓ |01〉〈01| + l
χ

2 |11〉〈11|. The BSN vectors are
given by

Abσ
n (α) =

∑
c=↑,↓,2

lbσ
c (α)

∂ρc(α)

∂αn
, (73)

where lbσ
c (α) = ∂[lχc (α)]∗

∂(iχbσ ) |χ=0. It leads to the BSN curvatures

Fbσ
mn(α) =

∑
c=↑,↓,2

∂lbσ
c (α)

∂αm

∂ρc(α)

∂αn
− (m ↔ n). (74)

We confirmed the consistency between our results and
Ref. [34], which studied the similar system for 0 � U � ∞
using the wideband limit. As we explained at Sec. II B, ϕ[μ]

κ (α)
of Eq. (41) corresponds to −〈〈lμ0 (α)|, namely −lbσ

c (α). In the
condition of the wideband limit [i.e., Eq. (64) with 
′

b = 0], we
calculated lbσ

c (α) (c = ↑,↓,2) for 0 � U � ∞ and confirmed
numerically the correspondence between ϕ

[μ]
c (α) (c = ↑,↓,2)

and −[lb↑
c (α) ± l

b↓
c (α)] for the charge and spin pump.

Particularly, in the limit U → ∞, ρ2 vanishes and Fbσ
mn(α)

reduces to

Fbσ (∞)
mn (α) =

∑
s=↑,↓

∂lbσ (∞)
s (α)

∂αm

∂ρ(∞)
s (α)

∂αn
− (m ↔ n), (75)

where ρ(∞)
s (α) and lbσ (∞)

s (α) are the limits U → ∞ of ρs(α)
and lbσ

s (α), respectively. From Eq. (70) we obtain

ρ(∞)
s (α) = �+

s �−
−s

�−
↑ �−

↓ + �−
↑ �+

↓ + �+
↑ �−

↓
, (76)

{
l(∞)
s (α)
}∗ = �

−,χ
s

�−
s + λ

χ

0

, (77)

and

lbσ (∞)
s (α) = 
bσ,s(1 − fb(ωs)) − I

Steady
bσ (α)

�−
s

, (78)

with ωs = ω0 + sgSBS . In the following, we fix α′′ to zero
bias (βb = β, μb = μ) and suppose Eq. (64). Then, lbσ (∞)

s (α)
equals vbσ

s (α′) given by Eq. (61) and ρ(∞)
s (α) are given by

ρ(sBS) = e−β(ωs−μ)

1 + e−β(ω↓−μ) + e−β(ω↑−μ)
. (79)

We emphasize that Fbσ (∞)
mn (α) can be obtained by just a

replacement,

Es(α) = f (ωs) → ρ(sBS), (80)
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FIG. 2. (Color online) (a) BSN curvature of charge of (�L,BS) pump, [F L↑
�L,BS

+ F
L↓
�L,BS

]/μB



at U = 0, (b) the BSN curvature of spin,

[F L↑
�L,BS

− F
L↓
�L,BS

]/μB



at U = 0, (c) [F L↑
�L,BS

+ F
L↓
�L,BS

]/μB



at U = ∞, and (d) [F L↑
�L,BS

− F
L↓
�L,BS

]/μB



at U = ∞. The values of the parameters
used for these plots are γL = 
R = 
, γ ′

L = 
′
R = 0.1, and BL = 0 and other conditions are the same as Fig. 1. The hatched areas of (a), (c)

denote negative value.

in Eq. (63). The charge and spin BSN curvatures of
(BL,BS),(�L,BS) pump are given by a replacement f ′(ω0 ±
gSBS) → ρ ′(±BS) in Eqs. (65) and (66), where ρ ′(BS)

def=
1
gS

∂ρ(BS )
∂BS

. Similar to U = 0, the charge and spin BSN curvatures
of (BL,BR),(�L,�R) pump are zero.

In Figs. 1(a)–1(d), we plot the BSN curvatures of (BL,BS)
pump normalized by (μB/
)2, where 
 = 
L = 
R and μB =
57.88 μeV/T is the Bohr magneton. For U = 0, the charge
and spin BSN curvatures are shown in Fig. 1(a) and Fig. 1(b),
and for U = ∞ these are shown in Figs. 1(c) and 1(d). The
vertical and horizontal axes of these plots are the strength of
magnetic fields BS , BL normalized by 
/μB. The values of the
parameters used for these plots are 
L = 
R = 
, 
′

L = 
′
R =

0.1, β = 0.5/
, ω0 = μ − 3
, BR = 0, and g∗
L = g∗

R = g∗
S =

−0.44 (bulk GaAs). The BSN curvatures of (�L,BS) pump
normalized by μB/
 are shown similarly in Figs. 2(a)–2(d).
In all plots, γL = 
R = 
, γ ′

L = 
′
R = 0.1, BL = 0, and other

conditions are the same as in Fig. 1. In Figs. 1 and 2, the
maximum values of |
′

b(gSBS − gbBb)|/
b are 0.44 and 0.22
(<1), respectively. The pumped charges and spins are given
by Eq. (67).

Figure 3(a) shows the instantaneous average numbers of
the up spin electron of the QD, n(BS) = f (ω0 + gSBS) (for
U = 0, solid line) or ρ(BS) (for U = ∞, dashed line) for β =
0.5/
, ω0 = μ − 3
, and gS = −0.44 × μB/2. Because two
electrons cannot occupy a QD at U = ∞, the magnetic field

dependence of ρ(BS) is more sensitive than f (ω0 + gSBS).
Figures 3(b) and 3(c) show n′(BS) ∓ n′(−BS) normalized by
1/
, where n′(±BS) = 1

gS

∂n(B)
∂B

|B=±BS
.

In Figs. 2(a) and 2(c), the charge BSN curvatures of
(�L,BS) pump vanish at BS = 0. This is because the first
term of Eq. (66) vanishes since n′(BS) − n′(−BS) = 0 for
BS = 0 and the second term vanishes since gSBS − gbBb = 0
for BS = 0 = BL. Similarly, in Figs. 1(b) and 1(d), the spin
BSN curvatures of (BL,BS)-pump vanish at BS = 0 = BL.
The zero lines in these plots relate to the cancellation between
the first and second terms of Eq. (65). Figures 1(a), 1(c) and
Figs. 1(b), 1(d) are respectively symmetric and antisymmetric
under the transformation (BS,BL) → (−BS, − BL). Similarly,
Figs. 2(b), 2(d) and Figs. 2(a), 2(c) are respectively sym-
metric and antisymmetric under the transformation BS →
−BS . We emphasize that pure charge and pure spin pumps
are respectively realized for (BL,BS) pump and (�L,BS)
pump such that the areas Sn in Eq. (67) are symmetric
under the above transformations. An instance of symmetric
area of (BL,BS) pump is a disk of which the center is
BS = 0 = BL.

In ω0 > μ region, the larger ω0 − μ, the less difference be-
tween U = 0 and U = ∞ becomes. The Coulomb interaction
prevents two electrons from occupying the QD. This effect is
conspicuous in the ω0 < μ region, although it is not important
in the ω0 > μ region.
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FIG. 3. (Color online) (a) n(BS) = f (ω0 + gSBS) (solid line) or ρ(BS) (dashed line). (b) n′(BS) − n′(−BS) and (c) n′(BS) + n′(−BS),
where n′(±BS) = 1

gS

∂n(B)
∂B

|B=±BS
. In all plots, β = 0.5/
, ω0 = μ − 3
, and gS = −0.44 × μB/2.

As shown in Figs. 1(a), 1(c) and Figs. 2(b), 2(d), the BS

dependence of the charge BSN curvature of (BL,BS) pump
and the spin BSN curvature of (�L,BS) pump at U = 0 are
more gentle than those at U = ∞. It results from the behavior
of n′(BS) + n′(−BS) as shown in Fig. 3(c).

As shown in Figs. 1(b), 1(d) and in Figs. 2(a), 2(c),
the BS dependence of the spin BSN curvature of (BL,BS)
pump and the charge BSN curvature of (�L,BS) pump are
opposite. This is because the leading term (in weak magnetic
field region) of these are proportional to n′(BS) − n′(−BS)
and its BS dependence is opposite in U = 0 and U = ∞
for ω0 − μ < 0 as indicated in Fig. 3(b). This inversion is
realized for only ω0 − μ < 0 region. At ω0 = μ, f ′(ω0 +
gSBS) − f ′(ω0 − gSBS) vanish. In ω0 > μ region, the signs of
f ′(ω0 + gSBS) − f ′(ω0 − gSBS) and ρ ′(BS) − ρ ′(−BS) are
the same.

In Figs. 1 and 2, absolute values of the normalized BSN
curvatures are smaller than unity. However, we can improve
this problem by tuning g factors. The first and second terms
of the right side of Eq. (65) are the second and third order in
the g factors, and the first and second terms of the right side
of Eq. (66) are the first and second order in the g factors. If all
g factors change to −20 (for example, for the materials like
InAs, InSb), the first, second, and third order terms become
about 45, 2000, and 90 000 times. In fact, for these values of g

factors, the assumption Eq. (64) is not appropriate for magnetic
fields that are not small; we need concrete energy dependence
of linewidth functions.

VI. CONCLUSION

In this paper, we investigated quantum adiabatic pump of
charge and spin using the FCS-QME (full counting statistics
with quantum master equation) approach proposed by Yuge
et al. [43]. We studied the nonadiabatic effect and showed
the correspondence between our approach and the real-time
diagrammatic approach [34] (Sec. II B), and confirmed the
consistency between the two methods in the concrete model,
the one level interacting quantum dot (QD) (Sec. IV C
and Sec. V C). Moreover, in Sec. II B, we showed that
the Berry-Sinitsyn-Nemenman (BSN) phase derived under
the “adiabatic” condition (which makes the Berry phase like
treatment appropriate) has the nonadiabatic information. The
FCS-QME picks out one higher order nonadiabatic piece of
information from the solution of the QME. Particularly, the
instantaneous steady state (the zeroth order of the pumping

frequency) gives first order response (pumped current). This
fact may be related to Ref. [58] which is connected the BSN
vector and the liner response theory of the QME.

We generalized the FCS-QME approach to the mul-
ticounting field (Sec. II A) and studied the QDs system
weakly coupled to leads (L and R) in Sec. IV and Sec. V.
We showed that the pumped charge and spin coming
from the instantaneous steady current are not negligible
when the thermodynamic parameters (the chemical potentials
and the temperatures of leads) are not fixed to zero bias
in noninteracting QDs (Sec. IV B) and an interacting QD
(Sec. V B). To observe the spin effects, we consider collinear
magnetic fields, which relate to spins through the Zeeman
effect, with different amplitudes applying to the QDs (BS) and
the leads (BL and BR). We focused on the dynamic parameters
(BS , BL/R , and the coupling strength between QDs and leads,
�L/R) as control parameters.

In one level QD with the Coulomb interaction U , we
analytically calculated the BSN curvatures of spin and charge
of (BL,BS) pump and (�L,BS) pump for the noninteracting
limit (U = 0) and the strong interaction limit (U = ∞)
using the rotating wave approximation (RWA) defined as
the long coarse-graining time limit of the coarse-graining
approximation (CGA). The difference between U = 0 and
U = ∞ appeared through the instantaneous averages of the
numbers of the electron with up and down spin in QD. For
(BL,BS) pump, the energy dependences of linewidth functions,
which are usually neglected, are essential. Additionally, the
adiabatic modulations of (BL,BR) or (�L,�R) can pump
neither charge nor spin.

In this paper, only U = 0 and U = ∞ limits are studied.
In fact, we can analyze finite U based on Eq. (74). This
is our future work. Recently, Yoshii and Hayakawa [57]
studied adiabatic pump of charge by only the thermodynamic
parameters using the same approach in a similar system
without magnetic fields (for finite U ). The work (for the
thermodynamic parameters) involving the above problem is
contrastive to our work (for the dynamic parameters).
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APPENDIX A: LIOUVILLE SPACE

By following correspondence, an arbitrary linear oper-
ator (which operates to the Hilbert space) • =∑n,m〈n| •
|m〉|n〉〈m| is mapped to a vector of the Liouville space [42,54],
|•〉〉 =∑n,m〈n| • |m〉|nm〉〉:

|n〉〈m| ←→ |nm〉〉, (A1)

Tr(|m〉〈n|n′〉〈m′|) ←→ 〈〈nm|n′m′〉〉, (A2)

Tr(A†B) ←→ 〈〈A|B〉〉, (A3)

Tr(•) ←→ 〈〈1|•〉〉. (A4)

Here, {|n〉} is an arbitrarily complete orthonormal basis.
The inner product of the Liouville space is defined by the
Hilbert-Schmidt product [Eq. (A3)]. The Hermitian conjugate
of |•〉〉 is defined as 〈〈•| = (|•〉〉)† =∑n,m〈n| • |m〉∗〈〈nm|. An
arbitrary linear superoperator Ĵ which operates to any operator
(•) is mapped to a corresponding operator of the Liouville
space (J̌ ) as

|Ĵ•〉〉 = J̌ |•〉〉. (A5)

The matrix representation of J̌ (or Ĵ ) is defined by

Jnm,kl = 〈〈nm|J̌ |kl〉〉. (A6)

In the main text of this paper, both J̌ and Ĵ are denoted by Ĵ .
Generally, the Liouvillian K̂χ operates to an operator • as

K̂χ• = −i[HS,•] + �̂χ•, (A7)

�̂χ• =
∑

a

Aχ
a • Ba, (A8)

where HS is the system Hamiltonian, �̂χ is the dissipator like
Eq. (B7), and A

χ
a , Ba are operators. The matrix representation

of Eq. (A7) is given by

∑
k,l

K
χ

nm,kl•kl =
∑
k,l

[
−i{(HS)nkδlm − δnk(HS)lm} •kl

+
{∑

a

(Aχ
a )nk(Ba)lm

}
•kl

]
, (A9)

where •kl = 〈k| • |l〉. Hence the matrix representation of K̂χ

is given by

K
χ

nm,kl = −iHnm,kl + �
χ

nm,kl, (A10)

Hnm,kl = (HS)nkδlm − δnk(HS)lm, (A11)

�
χ

nm,kl =
∑

a

(Aχ
a )nk(Ba)lm. (A12)

Finally, we consider the current operators defined by
Eq. (22). K̂μ = ∂K̂χ (α)

∂(iχμ) |χ=0 is given by

K̂μ• =
∑

a

Aμ
a • Ba. (A13)

Hence the current operators defined by Eq. (22) are given by

Wμ =
∑

a

BaA
μ
a . (A14)

APPENDIX B: DETAILS OF FCS-QME

ρ
χ
tot(t) (Sec. II A) is governed by the modified von Neumann

equation [42]:

d

dt
ρ

χ
tot(t) = −i[Htot(t),ρ

χ
tot(t)]χ , (B1)

where Htot(t) is the total Hamiltonian and [A,B]χ = AχB −
BA−χ with Aχ = ei

∑
μ χμOμ/2Ae−i

∑
μ χμOμ/2. Htot(t) is given

by Htot(t) = HS(t) +∑b[Hb(t) + HSb(t)], where HS is the
system (denoted by S) Hamiltonian, Hb is the Hamiltonian
of bath b, and HSb is the tunneling interaction Hamilto-
nian between S and bath b. In the following, we suppose
Eqs. (43), (44), and (45) for an arbitrary number of leads
(b = 1,2, . . . ,M). The initial condition of ρ

χ
tot(t) is given

by [42] ρ
χ
tot(0) =∑{oν } P{oν }ρtot(0)P{oν }. Here, {oν} denotes

eigenvalues of {Oν} and P{oν } is a projection operator de-
fined by OμP{oν } = oμP{oν }, P{oν }P{o′

ν } = P{oν }
∏

μ δoμ,o′
μ
, and

P
†
{oν } = P{oν }. We suppose ρtot(0) = ρ(0) ⊗ ρB(α0), where

ρB(αt ) =
⊗

b

e−βb(t)[Hb(t)−μb(t)Nb]/�b(αt ), (B2)

with �b(αt ) = Trb[e−βb(t)[Hb(t)−μb(t)Nb]] and Trb denotes the
trace of lead b. Then, ρ

χ
tot(0) = ρ(0) ⊗∑{oν } P{oν }ρB(α0)P{oν }

obeys. If all Oμ are given by
∑

b,k,σ o
μ

bkσ c
†
bkσ cbkσ with real

numbers o
μ

bkσ , P{oν } commutes to ρB(0) and ρ
χ
tot(0) = ρ(0) ⊗

ρB(α0) obeys because
∑

{oν } P{oν } = 1.
Now we move to the interaction picture. An operator

in the interaction picture corresponding to A(t) is de-
fined by AI (t) = U

†
0 (t)A(t)U0(t) with dU0(t)

dt
= −i[HS(t) +∑

b Hb(t)]U0(t) and U0(0) = 1. The system reduced density
operator in the interaction picture is given by ρI,χ (t) =
Trleads[ρ

I,χ
tot (t)], where ρ

I,χ
tot (t) = U0(t)ρχ

tot(t)U
†
0 (t) and Trleads

denotes the trace of lead space. ρ
I,χ
tot (t) is governed by

dρ
I,χ
tot (t)

dt
= −i[HI

int(t),ρ
I,χ
tot (t)]χ , (B3)

with Hint =∑b HSb. Up to the second order perturbation in
Hint, we obtain

ρI,χ (t + τCG) = ρI,χ (t) −
∫ t+τCG

t

du

∫ u

t

ds Trleads
{[

HI
int(u),
[
HI

int(s),ρI,χ (t)ρB(αt )
]
χ

]
χ

}

≡ ρI,χ (t) + τCGL̂χ
τCG

(t)ρI,χ (t), (B4)
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using the large-reservoir approximation ρ
I,χ
tot (t) ≈ ρI,χ (t) ⊗ ρB(αt ) and Trleads[HI

int(u)ρB(αt )] = 0. The arbitrary parameter τCG

(> 0) is called the coarse-graining time. The coarse-graining approximation [50,51] (CGA) is defined by

d

dt
ρI,χ (t) = L̂χ

τCG
(t)ρI,χ (t). (B5)

If the cycle time of the modulation of control parameters, τ , is much longer than the coarse-graining time τCG, the superoperator
L̂χ

τCG
(t) is described as a function of the set of control parameters at time t . In this paper, we suppose τ � τCG. Moreover, τCG

should be much shorter than the relaxation time of the system, τS ∼ 1



. On the other hand, τS � τ should hold for the adiabatic
pump. Hence τCG � 1



� τ should hold.

In the Schrödinger picture, Eq. (B5) is described as

dρχ (t)

dt
= −i[HS(t),ρχ (t)] + �̂χ

τCG
(αt )ρ

χ (t). (B6)

Here, the superoperator �̂χ
τCG

(α) operates to an operator • as

�̂χ
τCG

(α)• =
∑

b

∑
ω,ω′

∑
n,m,s,s ′

[
�−

b,ns,ms ′ (χ,τCG,ω,ω′)ams ′ (ω′) • [ans(ω)]† − 1

2
�−

b,ns,ms ′ (τCG,ω,ω′) • [ans(ω)]†ams ′ (ω′)

− 1

2
�−

b,ns,ms ′ (τCG,ω,ω′)[ans(ω)]†ams ′ (ω′) • +�+
b,ns,ms ′ (χ,τCG,ω,ω′)[ams ′ (ω′)]† • ans(ω)

− 1

2
�+

b,ns,ms ′ (τCG,ω,ω′) • ans(ω)[ams ′(ω′)]† − 1

2
�+

b,ns,ms ′ (τCG,ω,ω′)ans(ω)[ams ′ (ω′)]† •
]

− i
∑

b

∑
ω,ω′

∑
n,m,s,s ′

[
− 1

2
�−

b,ns,ms ′ (τCG,ω,ω′)[ans(ω)]†ams ′ (ω′) + 1

2
�+

b,ns,ms ′ (τCG,ω,ω′)ans(ω)[ams ′ (ω′)]†, •
]
, (B7)

where

X±(χ,τCG,ω,ω′) = e∓i(ω−ω′)τCG/2

2π

∫ ∞

−∞
d� X±(�,χ )τCGsinc

(
τCG(� − ω)

2

)
sinc

(
τCG(� − ω′)

2

)
, (B8)

and X±(τCG,ω,ω′) = X±(χ = 0,τCG,ω,ω′). Here, sinc(x) = sin x/x and X±(�,χ ) denotes one of �±
b,ns,ms ′ (�,χ ),

�±
b,ns,ms ′ (�,χ ), where

�−
b,ns,ms ′ (�,χ ) = 2π

∑
k,σ

Vbkσ,nsV
∗
bkσ,ms ′ [1 − fb(εbkσ )]eiχbσ eiλbσ εbk δ(εbkσ − �), (B9)

�+
b,ns,ms ′ (�,χ ) = 2π

∑
k,σ

V ∗
bkσ,nsVbkσ,ms ′fb(εbkσ )e−iχbσ e−iλbσ εbk δ(εbkσ − �), (B10)

�−
b,ns,ms ′ (�,χ ) = 2

∑
k,σ

Vbkσ,nsV
∗
bkσ,ms ′ [1 − fb(εbkσ )]eiχbσ eiλbσ εbk P

1

εbkσ − �
, (B11)

�+
b,ns,ms ′ (�,χ ) = 2

∑
k,σ

V ∗
bkσ,nsVbkσ,ms ′fb(εbkσ )e−iχbσ e−iλbσ εbk P

1

εbkσ − �
, (B12)

with Vbkσ,ns = √
�bvbkσ,ns . χbσ and λbσ denote the counting

fields for Nbσ and
∑

k εbkc
†
bkσ cbkσ , respectively. fb(ε) =

[exp(βb(μb − ε)) + 1]−1 is the Fermi distribution function and
P denotes the Cauchy principal value. The eigenvectors ans(ω)
are given by

ans(ω) =
∑
α,β

δωαβ ,ω|Eβ〉〈Eα|ans |Eβ〉〈Eα|, (B13)

with ωαβ = Eα − Eβ and HS |Eα〉 = Eα|Eα〉. ω is one of the
elements of {ωαβ | 〈Eα|ans |Eβ〉 �= 0 ∃(n,s)}.

We explain the rotating wave approximation (RWA).
If HS is time independent, factors ei(ω−ω′)t appear in
Eq. (B16). The usual RWA [39] is approximating ei(ω−ω′)t

as δω,ω′ in Eq. (B16). However, if HS is time dependent,
the generalization of the RWA is unclear. In this paper, the
RWA is defined as the limit τCG → ∞ of the CGA. In this
limit [τCG · maxω �=ω′ (|ω − ω′|) � 1], X±(χ,τCG,ω,ω′) ≈
X±(ω,χ )δω,ω′ holds because of the fact that
limτCG→∞ τCGsinc τCG(�−ω)

2 sinc τCG(�−ω′)
2 = 2πδω,ω′δ(� − ω).

If HS is time dependent, this RWA is equivalent to usual RWA.
In the Born-Markov approximation (without RWA),

Eq. (B16) sometimes violates the non-negativity of ρ(t)[=
ρχ=0(t)] [49]. The QME of the RWA or the CGA is the
Lindblad type [see Eq. (B7) at χ = 0], which guarantees
the non-negativity [39]. In QME of the RWA, the diagonal
and off-diagonal elements of ρ(t) are decoupled. Sometimes,
the decoupling is justified by the superselection rules
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[59–61]: if two states in the system |m〉 and |n〉 differ in an
observable which is conserved in the total system, unavoidable
interactions lead to rapid decay of 〈m|ρ(t)|n〉. The standard
example is the electron number which is conserved for QDs
coupled to nonsuperconducting leads. The total spin projection
is also conserved for unpolarized or collinearly polarized leads
when spins do not flip by the interaction HSb. Hence, in our
setting, Eqs. (43), (45) with vbkσ,ns ∝ δσ,s , and Eq. (46), which
was used after Sec. IV C, the decoupling between the diag-
onal and off-diagonal part of 〈m↑m↓|ρ(t)|n↑n↓〉 is justified.
However, in the general system (discussed until Sec. IV B),
the decoupling cannot be justified by the superselection rules.
In fact, as explained the following, the CGA can break the
decoupling. However, the QME without decoupling is too hard
to analyze analytically.

The FCS-QME of the CGA (for finite τCG) is more difficult
to analyze than that of the RWA. For the one level system,
Eq. (46), the matrix representation of the Liouvillian of the
RWA by the number states {|n↑n↓〉} is block diagonalized to
the diagonal part (spanned by {|n↑n↓〉〈n↑n↓|}n↑,n↓=0,1) and the
off-diagonal part (spanned by {|n↑n↓〉〈m↑m↓|}(n↑,n↓)�=(m↑,m↓)).
The diagonal block is given by Eq. (68) and the off-diagonal
block is a (12 × 12)-diagonal matrix. However, one of the
CGA has off-diagonal components which permit transitions
between diagonal and off-diagonal if spins can flip by
tunneling Hint. This is consistent with the above discussion
about the superselection rules. Even if spins cannot flip,
off-diagonal block is not diagonal. Particularly for U = 0,
the Liouvillian does not reduce to a summation of one
particle Liouvillian [K̂χ

↑ (α) ⊗ 1̂↓ + 1̂↑ ⊗ K̂
χ

↓ (α)]. The study
of differences between the RWA and the CGA is a future
work.

Finally, we recognize the Born-Markov approximation
(without RWA). From Eq. (B3), we obtain ρ

I,χ
tot (t) = ρ

I,χ
tot (0) −

i
∫ t

0 du[HI
int(u),ρI,χ

tot (u)]χ . Substituting this to Eq. (B3), we
obtain

dρ
I,χ
tot (t)

dt
= −i
[
HI

int(t),ρ
I,χ
tot (0)
]
χ

−
[
HI

int(t),
∫ t

0
du
[
HI

int(u),ρI,χ
tot (u)
]
χ

]
χ

. (B14)

Moreover, substituting ρ
I,χ
tot (u) = ρ

I,χ
tot (t) − i

∫ u
t

ds[HI
int(s),

ρ
I,χ
tot (s)]χ to Eq. (B14) and using ρ

I,χ
tot (t) ≈ ρI,χ (t)ρB(αt ) and

Trleads[HI
int(t)ρB(α0)] = 0, we obtain

dρI,χ (t)

dt
= −
∫ t

0
du
[
HI

int(t),
[
HI

int(u),ρI,χ (t)ρB(αt )
]
χ

]
χ
,

(B15)

up to the second order perturbation in Hint. Because the
integrand decay as e−(t−u)/τB , where τB is the relaxation time
of the baths, we can replace

∫ t
0 du to

∫ t
−∞ du, and we obtain

dρI,χ (t)

dt
= −
∫ ∞

0
ds
[
HI

int(t),
[
HI

int(t−s),ρI,χ (t)ρB(αt )
]
χ

]
χ
.

(B16)

This is called the Born-Markov approximation (without
RWA). Equations (B15) or (B16) are also derived from

Eq. (B4). In the second term of the right side in the first line
of Eq. (B4), we can replace

∫ u
t

ds to
∫ u

0 ds or
∫ u
−∞ ds. After

this replacement, by taking ∂
∂τCG

|τCG=0, we obtain Eqs. (B15) or
(B16), respectively. In Eqs. (B15) or (B16) (after moving to the
Schrödinger picture), we can replace {αu}0�u�t or {αt−s}0�s�∞
to αt because of τB � τ .

APPENDIX C: TIME EVOLUTIONS OF cχ
n (t)

In this section, we derive the time evolution equations
of c

χ
n (t) of Eq. (5). The left hand side of the FCS-QME,

d
dt

|ρχ (t)〉〉 = K̂χ (αt )|ρχ (t)〉〉, is

d

dt
|ρχ (t)〉〉 =

∑
n

{
dc

χ
n (t)

dt
e	

χ
n (t)
∣∣ρχ

n (αt )
〉〉

+ cχ
n (t)e	

χ
n (t)λn(αt )

∣∣ρχ
n (αt )
〉〉

+ cχ
n (t)e	

χ
n (t) d

dt

∣∣ρχ
n (αt )
〉〉}

(C1)

and the right hand side of the FCS-QME is

K̂χ (αt )|ρχ (t)〉〉 =
∑

n

cχ
n (t)e	

χ
n (t)K̂χ (αt )

∣∣ρχ
n (αt )
〉〉

=
∑

n

cχ
n (t)e	

χ
n (t)λn(αt )

∣∣ρχ
n (αt )
〉〉
. (C2)

Hence we obtain

∑
n

{
dc

χ
n (t)

dt
e	

χ
n (t)
∣∣ρχ

n (αt )
〉〉+ cχ

n (t)e	
χ
n (t) d
∣∣ρχ

n (αt )
〉〉

dt

}
= 0.

(C3)

Applying 〈〈lχm(αt )| to Eq. (C3), and using 〈〈lχn (α)|ρχ
m(α)〉〉 =

δnm, we obtain

d

dt
cχ
m(t) = −

∑
n

cχ
n (t)e	

χ
n (t)−	

χ
m(t)〈〈lχm(αt )

∣∣d
∣∣ρχ

n (αt )
〉〉

dt
. (C4)

By the way, the time derivative of Eq. (3), K̂χ (αt )|
ρ

χ
n (αt )〉〉 = λ

χ
n (αt )|ρχ

n (αt )〉〉, is

dK̂χ (αt )

dt

∣∣ρχ
n (αt )
〉〉+ K̂χ (αt )

d
∣∣ρχ

n (αt )
〉〉

dt

= dλ
χ
n (αt )

dt

∣∣ρχ
n (αt )
〉〉+ λχ

n (αt )
d
∣∣ρχ

n (αt )
〉〉

dt
. (C5)

Applying 〈〈lχm(αt )| to this equation, we obtain

〈〈
lχm(αt )
∣∣dK̂χ (αt )

dt

∣∣ρχ
n (αt )
〉〉+ λχ

m(αt )
〈〈
lχm(αt )
∣∣d
∣∣ρχ

n (αt )
〉〉

dt

= dλ
χ
n (αt )

dt
δmn + λχ

n (αt )
〈〈
lχm(αt )
∣∣d
∣∣ρχ

n (αt )
〉〉

dt
, (C6)

and it leads to

〈〈
lχm(αt )
∣∣d
∣∣ρχ

n (αt )
〉〉

dt
= −
〈〈
l
χ
m(αt )
∣∣ dK̂χ (αt )

dt

∣∣ρχ
n (αt )
〉〉

λ
χ
m(αt ) − λ

χ
n (αt )

, (C7)
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for λ
χ
m(αt ) �= λ

χ
n (αt ). Substituting this to Eq. (C4), we obtain

dc
χ
m(t)

dt
= −〈〈lχm(αt )

∣∣ d
dt

|ρχ
m(αt )〉〉cχ

m(t)

+
∑

n(�=m)

cχ
n (t)e	

χ
n (t)−	

χ
m(t)

〈〈
l
χ
m(αt )
∣∣ dK̂χ (αt )

dt

∣∣ρχ
n (αt )
〉〉

λ
χ
m(αt ) − λ

χ
n (αt )

.

(C8)

The above equation can also be written as

dc̃
χ
m(t)

dt
=
∑

n(�=m)

c̃χ
n (t)e	

χ
n (t)−	

χ
m(t)+η

χ
m(t)−η

χ
n (t)

×
〈〈
l
χ
m(αt )
∣∣ dK̂χ (αt )

dt

∣∣ρχ
n (αt )
〉〉

λ
χ
m(αt ) − λ

χ
n (αt )

, (C9)

where c̃
χ
m(t) = c

χ
m(t)eη

χ
m(t) with

ηχ
m(t) =
∫ t

0
ds
〈〈
lχm(αs)
∣∣ d
ds

∣∣ρχ
m(αs)
〉〉

=
∑

k

∫
C

dαk
〈〈
lχm(α)
∣∣ ∂

∂αk

∣∣ρχ
m(α)
〉〉
. (C10)

Here, C is the trajectory from α0 to αt , αk are the kth
component of the control parameters, and η

χ
m(t) = O(1),

since 〈〈lχm(αt )| d
dt

|ρχ
m(αt )〉〉 = O(ω) with ω = 2π/τ . In the

right hand side of Eq. (C9), the dominant term is n = 0 if
m �= 0 because Reλχ

0 (α) > Reλχ
n (α). Using dK̂χ (αt )

dt
= O(
ω),

λ
χ
n (αt ) = O(
), eη

χ
n (t) = O(1), and c

χ

0 (t)e	
χ

0 = O(1), we
obtain

dc̃
χ
m(t)

dt
= O(e−	

χ
m(t)ω), (C11)

and

cχ
m(t)e	

χ
m(t) = O

(
ω

∫ t

0
ds e	

χ
m(t)−	

χ
m(s)

)

= O
(ω



)
. (C12)

For χ = 0, Eq. (C12) is also derived from

ρa(t) = ρ(t) − ρ0(αt ) =
∑
m�=0

cm(t)e	m(t)ρm(αt ), (C13)

and Eqs. (25) and (27).

APPENDIX D: VALIDITY OF THE ADIABATIC
EXPANSION

In the derivation of the QME with CGA, when going
from Eq. (B5) to Eq. (B6), we used the following type of
approximation:∫ t+T

t

du

∫ u

t

ds G([α]us ; s,u; t)

≈
∫ t+T

t

du

∫ u

t

ds G([αt ]; s,u; t). (D1)

Here, G([α]us ,s,u,t) ∼ e−(u−s)/τB and [α]us = (αt ′)ut ′=s is the
control parameters’ trajectory and [αt ] is the trajectory

which αt ′ = αt (s � t ′ � u). Similarly, in the Born-Markov
approximation (BM), when going from Eq. (B15) to Eq. (1),
we used∫ t

0
duG([α]tu; u,t ; t) ≈

∫ t

−∞
duG([αt ]; u,t ; t). (D2)

Considering the corrections of the above approximations, the
QME are given by

d|ρ(t)〉〉
dt

= K(t)|ρ(t)〉〉, (D3)

K(t) = K̂(αt ) + K̂ ′(t), K̂ ′(t) = O(
ωτX), (D4)

with ω = 2π/τ and τX = τCG for CGA; τX = τB for BM. The
corrections are also discussed in Ref. [31]. The discussions
between Eq. (24) and Eq. (27) are correct after replacing
K(αt ) → K(t), R(αt ) → R̃(t), and ρ0(αt ) → ρ̃0(t). Here,
ρ̃0(t) and R̃(t) are defined byK(t)|ρ̃0(t)〉〉 = 0 and R̃(t)K(t) =
1 − |ρ̃0(t)〉〉〈〈1|, respectively. Equation (25) is corrected to

|ρ̃a(t)〉〉 = R̃(t)
d|ρ̃0(t)〉〉

dt
+ R̃(t)

d|ρ̃a(t)〉〉
dt

=
∞∑

n=1

[
R̃(t)

d

dt

]n
|ρ̃0(t)〉〉 ≡

∞∑
n=1

|ρ̃a(n)(t)〉〉, (D5)

with ρ̃a(t)
def= ρ(t) − ρ̃0(t). The corrections are given by

ρ̃0 = ρ0[1 + O(ωτX)], R̃ = R[1 + O(ωτX)], (D6)

and

ρ̃a(n)(t) − ρa(n)(t) = O
((ω




)n
ωτX

)
. (D7)

Next, we consider the reasonable range of n of ρa(n)(t).
Because ρa(n)(t) = O( ω



)n and ρ̃0(t) − ρ0(αt ) = O(ωτX), the

reasonable range is n � nmax, where nmax is determined by
(

ω




)nmax+1

< ωτX �
(

ω




)nmax

. (D8)

Let us consider the reasonable concrete values of the param-
eters in our model (Sec. III): ω = 10p MHz, 
 = 10 μeV =
0.116 K, 1/
 = 65.8 ps, τCG = 1 ps, and τB = 0.1 ps. These
values lead to

ωτCG = 10−6+p, ωτB = 10−7+p,
ω



= 10−4.18+p, (D9)

and nmax = [ñmax], with

ñmax = −6 + p

−4.18 + p
(CGA),

−7 + p

−4.18 + p
(BM). (D10)

Here, [n] means the biggest integer below n. At p = 0, ñmax =
1.44 (CGA), 1.67 (BM) and at p = 3, ñmax = 2.54 (CGA),
3.39 (BM). The larger the nonadiabaticity ( ω



), the larger nmax

becomes.

APPENDIX E: PROOF OF EQ. (31)

First, using Eqs. (24) and (23), we obtain
〈〈1|Wμ(α)R(α)K̂(α)=〈〈1|Wμ(α)−λ

μ

0 (α)〈〈1|. Next, 〈〈l0(α)|
= 〈〈1|, λ0(α) = 0, and Eqs. (4) and (22) lead to 〈〈lμ0 (α)|
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K̂(α) = λ
μ

0 (α)〈〈1| − 〈〈1|Wμ(α). Hence [〈〈1|Wμ(α)R(α) +
〈〈lμ0 (α)|]K̂(α) = 0 and it leads to Eq. (31). To prove Eq. (31)
only Eq. (24) is required and K̂(α)R(α) = 1 − |ρ0(α)〉〉〈〈1| is
not necessary. Additionally, the pseudoinverse of the real-time
diagrammatic approach Eq. (39) satisfies

∑
κ

RηκK
(0)
κζ = δηζ − p(0)

η �=
∑

κ

K (0)
ηκ Rκζ , (E1)

which corresponds to our

R(α)K̂(α) = 1 − |ρ0(α)〉〉〈〈1| �= K̂(α)R(α). (E2)

Equation (31) is shown also as follows. Equation (24) and
〈〈1|K̂(α) = 0 lead to K̂(α)R(α)K̂(α) = K̂(α), which implies

K̂(α)R(α) = 1 − |σ (α)〉〉〈〈1|, 〈〈1|σ (α)〉〉 = 1. (E3)

Applying 〈〈1| to Eq. (24), we obtain 〈〈1|R(α)K̂(α) = 0, which
is equivalent to

〈〈1|R(α) = C(α)〈〈1|. (E4)

By the way, differentiating Eq. (4) for n = 0 by iχμ, we obtain〈〈
l
μ

0 (α)
∣∣K̂(α) + 〈〈1|K̂μ(α) = 〈〈1|λμ

0 (α). (E5)

Applying R(α) to this equation and using Eqs. (E3) and (E4),
we obtain [47,58]

〈〈
l
μ

0 (α)
∣∣ = −〈〈1|K̂μ(α)R(α) + cμ(α)〈〈1|, (E6)

cμ(α) = C(α)λμ

0 (α) + 〈〈lμ0 (α)
∣∣σ (α)
〉〉
. (E7)

Equation (E6) becomes Eq. (31) because of Eq. (22). Particu-
larly, Yuge [58] used

R(α) = − lim
s→∞

∫ s

0
dt eK̂(α)t (1 − |ρ0(α)〉〉〈〈1|), (E8)

which satisfies Eqs. (E3) and (E4) with σ (α) = ρ0(α), C(α) =
0, and Eq. (24) (in Ref. [58], C(α) was incorrectly set to −1).
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