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Strong enhancement of s-wave superconductivity near a quantum critical point of Ca3Ir4Sn13
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We report microscopic studies by muon spin rotation/relaxation as a function of pressure of the Ca3Ir4Sn13 and
Sr3Ir4Sn13 cubic compounds, which are members of the (Ca1−xSrx)3Ir4Sn13 system displaying superconductivity
and a structural phase transition associated with the formation of a charge density wave (CDW). We find a
strong enhancement of the superfluid density and a dramatic increase of the pairing strength above a pressure
of ≈1.6 GPa, giving direct evidence of the presence of a quantum critical point separating a superconducting
phase coexisting with CDW from a pure superconducting phase. The superconducting order parameter in both
phases has the same s-wave symmetry. In spite of the conventional phonon-mediated BCS character of the
weakly correlated (Ca1−xSrx)3Ir4Sn13 system, the dependence of the effective superfluid density on the critical
temperature puts this compound in the “Uemura” plot close to unconventional superconductors. This system
exemplifies that conventional BCS superconductors in the presence of competing orders or multiband structure
can also display characteristics of unconventional superconductors.
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I. INTRODUCTION

The interplay between different electronic ground states is
one of the fundamental topics in condensed-matter physics
and is very apparent in phase diagrams as a function of
doping, pressure, or magnetic fields, resulting in various
forms of coexistence, cooperation, or competition of the order
parameters [1–4]. Particularly interesting are the regions at
phase boundaries or at quantum critical points (QCPs) where
different quantum states meet [5]. Very often, magnetism and
superconductivity are involved and, in spite of diverse struc-
tural and physical properties, many compounds show char-
acteristic phase diagrams where superconductivity is found
in the vicinity of electronic instabilities of magnetic (mainly
antiferromagnetic) origin. In this case, spin fluctuations are
predominantly considered at the heart of the mechanisms
leading to pairing, and superconductivity is unconventional.
Less common is the case where the electronic instability is
linked to the formation of a charge density wave (CDW),
which is based on the same electron-phonon interaction found
in conventional superconductors.

Ternary intermetallic stannide compounds such as
R3T4Sn13, where R = La, Ca, Sr and T = Ir, Rh [6,7], are
of particular interest because they exhibit many physical
properties such as superconductivity, magnetic or charge order,
and structural instabilities. The quasiskutteridite cubic super-
conductor (Ca,Sr)3Ir4Sn13 and the related (Ca,Sr)3Rh4Sn13

have recently attracted attention because of the presence of
a pressure-induced structural phase transition at a temper-
ature T ∗, the possible coexistence of superconducting and
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charge density wave states, and a putative quantum critical
point [8–16]. The role and interplay of these degrees of
freedom remain a central issue also in many unconventional
superconductors, as demonstrated by the recent observation
of CDW in HgBa2CuO4+δ [17] and of competition between
superconductivity and charge order in YBa2Cu3O6.67 [18]. In
(Ca1−xSrx)3Ir4Sn13, the phase transition was found following
the observation of an anomaly in temperature-dependent
resistivity and susceptibility measurements at T ∗ � 147 K
and T ∗ � 33 K in Sr3Ir4Sn13 and Ca3Ir4Sn13, respectively.
Initially, the anomaly was attributed to ferromagnetic spin
fluctuations, coexisting and possibly enhancing the super-
conductivity appearing at lower temperature Tc � 5 K and
Tc � 7 K in Sr3Ir4Sn13 and Ca3Ir4Sn13, respectively [19].
Later, single-crystal x-ray diffraction and neutron-scattering
studies showed that the anomaly in Sr3Ir4Sn13 and Ca3Ir4Sn13

is produced by a second-order structural transition at T ∗ [8,10].
Various physical quantities from transport and magneti-

zation measurements suggest that the transition is associated
with a charge density wave transition involving the conduction
electrons system [8]. Measurements of Hall and Seebeck
coefficients and 119Sn nuclear magnetic resonance (NMR)
indicate a decrease of the carrier density and significant
Fermi-surface reconstruction with change of sign of the Hall
coefficient at T ∗ in Ca3Ir4Sn13 and Sr3Ir4Sn13 [11–13]. Optical
spectroscopy reveals the formation of a partial energy gap
at the Fermi surface associated with the structural phase
transition [14].

μSR measurements of the two end compounds Ca3Ir4Sn13

and the isoelectronic sister compound Sr3Ir4Sn13 at ambient
pressure did not find any sign of magnetic ordering or weak
magnetism of static or dynamic origin [20–22] and found
BCS-like superconductivity with s-wave symmetry and a
�(0)/(kBTc) ratio typical of strong coupling similar to other
R3T4Sn13 compounds [23,24]. Since the atomic size of Ca
is smaller than that of Sr, the substitution of Ca on the Sr
site corresponds to applying a positive pressure of about
5.2 GPa, which reduces T ∗. This behavior continues in
(Ca1−xSrx)3Ir4Sn13 for external pressure. At the same time, an
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increase of Tc with increasing pressure has been observed so
that, under hydrostatic pressure, the Tc of Ca3Ir4Sn13 reaches
8.9 K at ∼4.0 GPa and then falls for higher pressures [8].
A linear extrapolation of the T ∗(p) dependence to T ∗ = 0
predicts a structural/CDW quantum critical point at ≈1.8 GPa.
Note, however, that this value has been extracted from mea-
surements of T ∗ in the normal state, so that the available data
have not given direct evidence of a QCP in the superconducting
state.

The increase of Tc with pressure and the concomitant
suppression of the T ∗ point to an intimate interplay between
CDW and superconductivity, possibly culminating in a quan-
tum critical point where the CDW is completely suppressed.
There is a longstanding question concerning the competition,
coexistence, or cooperation between the two electronic states
as well as about the role of charge density fluctuations. A
CDW opens a gap on part of the Fermi surface and can
therefore profoundly modify the microscopic properties and
gap structure of the superconductor. The (Ca1−xSrx)3Ir4Sn13

compound allows one to investigate the questions of competing
electronic/structural instabilities, as well as whether these
states are separated by a QCP and how the pairing state evolves
around such a point.

Here, we use the μSR technique to characterize at a mi-
croscopic level the superconducting and magnetic properties
in Ca3Ir4Sn13 and Sr3Ir4Sn13 as a function of pressure. In
particular, from measurements of the inhomogeneous field
distribution in the vortex state p(B), we determine the effective
magnetic penetration depth λ(T ) and its temperature and
pressure dependence. μSR is a powerful tool to determine
the absolute value of λ(T ) and its dependence on various
thermodynamic parameters. The magnetic penetration depth
is a fundamental property of the superconducting state,
which can be measured to probe the electronic structure
of the material and to look for signatures of a QCP. The
temperature dependence of λ−2 is a measure of the superfluid
density λ−2 ∝ ρs ≡ ns

m∗ (where ns is the supercarrier density
and m∗ is the effective mass), whereas the low-temperature
behavior of λ(T ) reflects the superconducting gap structure.
Despite the importance of the evolution of this quantity
in understanding the nature of superconductivity, especially
around a zero-temperature quantum transition, there are not
many measurements on the pressure dependence on λ and
only a small number of μSR studies on the effect of pressure
have been reported so far [25–27].

Here we observe a pronounced increase of the super-
fluid density that sets in at a pressure pc ≈ 1.6 GPa with
a sudden enhancement of the superconducting gap value,
indicating that a QCP exists in the superconducting state,
leading to a significant enhancement of the superconducting
pairing strength when the CDW is suppressed. We find that
Ca3Ir4Sn13 remains a conventional electron-phonon-coupled
s-wave superconductor across the quantum phase transition.
The strengthening of the superconducting coupling at pc

appears to be related to the phonon softening at the structural
quantum critical point. Although a conventional superconduc-
tor, the dependence of Tc on superfluid density resembles
that of unconventional superconductors when plotted in the
so-called Uemura plot. This system exemplifies that conven-
tional BCS superconductors can also display unconventional

features in the presence of competing orders or multiband
structure.

II. RESULTS

Single-crystal samples of Ca3Ir4Sn13 and Sr3Ir4Sn13 were
grown as described in Ref. [13]. Transverse-field (TF) μSR
experiments were performed on the general-purpose decay-
channel spectrometer (GPD) at the μ E1 beam line of the Paul
Scherrer Institute. High-energy muons (pμ ∼ 100 MeV/c)
were implanted in the sample. Forward and backward positron
detectors with respect to the initial muon polarization were
used for the measurements of the μSR asymmetry time
spectrum A(t). The spectra yield information about the
superconducting properties. For instance, the average muon
spin precession frequency is directly proportional to the
average local magnetic field at the muon site and can detect
a diamagnetic shift associated with the supercurrents. In the
vortex state with a typical field distribution, the precession is
damped and the damping is related to the field distribution,
which depends on the characteristic length scales of the
superconductor [28].

Muon spin rotation (μSR) spectra in the vortex state were
taken as a function of increasing temperature by initially
field cooling the sample down to 0.3 K in a 50 mT in the
case of Ca3Ir4Sn13 and 30 mT field for Sr3Ir4Sn13 and for
different pressures. Typical statistics for a μSR spectrum were
about 5 × 106 positron events in the forward and backward
detectors. Several (single-crystal) pieces of the compound
were loaded into the cylindrical pressure cell. The sample
dimensions were chosen to maximize the filling factor of
the pressure cell (diameter 6 mm, height 15 mm). A CuBe
piston-cylinder pressure cell was used with Daphne oil as a
pressure-transmitting medium for pressures up to 1.1 GPa;
from 1.1 GPa and above, MP35N was used. The maximum
pressure achieved at low temperature is about 2.2 GPa. The
pressure was calibrated by measuring, via ac susceptibility,
the superconducting transition of a very small indium plate
inserted in the cell. The pressure point at 1.1 GPa was measured
with the two different cells to better assess the background
contribution arising from muons stopping in the cell walls and
check that the use of the two cell materials had no effect on
the results. The fraction of the muons stopping in the sample
was approximately 50% with the CuBe cell and 40% with the
MP35N cell. Resistivity and magnetoresistance measurements
to determine ρ(T ) and Bc2(T ) were performed using a PPMS
Quantum Design instrument. Additional characterization of
the samples grown under the same conditions, such as specific
heat, Seebeck coefficient, and Hall resistivity, can be found in
Ref. [13].

Typical μSR spectra in the normal and superconducting
states at a low and a high hydrostatic pressure are shown
in Fig. 1. The data were fitted with the equations described
in the Supplemental Material to extract the moments of
the field distribution probed by the muons thermalized in
the sample [28]. The temperature dependence of the spin-
depolarization rate σ (proportional to the second moment of
the field distribution) of muons stopping in the Ca3Ir4Sn13

sample and of the average internal field at different hydrostatic
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FIG. 1. (Color online) Asymmetry spectra for Ca3Ir4Sn13 mea-
sured (a),(c) below and (b),(d) above Tc and at pressures of (a),(b)
0.15 GPa and (c),(d) 2.18 GPa after cooling the sample in a transverse
field (TF) of 50 mT. The increased damping below Tc at shorter times
reflects the formation of a vortex lattice and the dephasing of the muon
ensemble in the corresponding field distribution. At higher pressure,
the damping is more pronounced, reflecting a shorter magnetic
penetration depth. The residual damping observed in the normal state
is due to the contribution of the nuclear moments in the sample. The
solid line is the fits, as described in the Supplemental Material [28],
which also take into account the background contribution from the
muons stopping in the pressure cell walls.

pressures are shown in Figs. S1 and S2 of the Supplemental
Material [28], respectively.

Typically, σ increases from σn in the normal state, to
σ = √

σ 2
s + σ 2

n below Tc, reflecting the inhomogeneous field
distribution due to the decrease of the effective magnetic
penetration depth λ or, equivalently, to the increase of the
effective superfluid density ρs ≡ ns/m∗ when entering the
vortex state [1/λ(T )2 ∝ ns(T )/m∗, where ns(T ) is the density
of supercarriers and m∗ is the effective mass]. Figure S2 [28]
clearly shows that σs(T ) increases with pressure.

In an isotropic type-II superconductor with a hexagonal
Abrikosov vortex lattice described by Ginzburg-Landau the-
ory, the magnetic penetration depth λ is related to σs by the
equation [29]

σs(T ) μs−1 = 4.854 × 104(1 − b)

× [1 + 1.21(1 −
√

b)3]λ(T )−2 nm−2. (1)

FIG. 2. (Color online) Temperature dependence of the superfluid
density in the vortex state of Ca3Ir4Sn13, measured at various
pressures after field cooling in 50 mT. The fit lines were obtained
using the procedure explained in the text.

Here, b = 〈B〉/Bc2 is a reduced magnetic field, with 〈B(T )〉
the first moment of the field distribution determined from the
fit (see Supplemental Material and Fig. S1 [28]) and Bc2(T )
the second critical field determined by magnetoresistance
and corrected for the small pressure effects according to
Ref. [30]. These terms in Eq. (1) take into account that the
intervortex distance decreases with increasing applied field,
thus narrowing the field distribution. They are small in our case
since in the relevant temperature range, 〈B〉 ∼= Bapplied � Bc2.

Figure 2 shows the temperature dependence of 1/λ2

taken at various pressures. The measurements at 1.13 and
1.16 GPa were performed with the MP35N and the CuBe
cell, respectively. The results agree very well, demonstrating
the absence of systematic errors related to the cell type.
Inspection of the figure clearly shows that the superfluid
density increases with pressure and that this increase is more
pronounced at pressures p � 1.7 GPa. For all pressures, there
is no pronounced temperature dependence at low temperatures,
which is typical for a fully gapped s-wave superconductor,
where �λ(T ) = λ(T ) − λ(0) decays exponentially; we find
similar behavior for Sr3Ir4Sn13. For all investigated pressures,
the data can be well fitted using in Eq. (1) the expression for a
dirty superconductor with a single s-wave gap [31]:

ρs(T )

ρs(0)
= λ2(0)

λ2(T )
= �(T )

�(0)
tanh

�(T )

2kBT
, (2)

where �(T ) is the BCS superconducting gap. The dirty
character of Ca3Ir4Sn13 is confirmed by our determination of
various normal-state and superconducting parameters, which
are presented in the discussion section. A useful parametriza-
tion of the BCS gap [32] is given in Ref. [33] by �(T ) =
�(0) tanh{1.82[1.018(Tc/T − 1)]0.51}. Such a parametrization
has been found to well represent the temperature dependence
at any coupling strength [34]. The fits yield the pressure de-
pendence of the critical temperature Tc, the superfluid density
1/λ(0)2, and the superconducting gap �(0). The results are
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FIG. 3. (Color online) (a) Critical temperature vs applied pres-
sure in Ca3Ir4Sn13 with linear fit. The dashed line indicates the T ∗

pressure dependence from [8]. No anomaly is observable around
the critical pressure pc ≈ 1.6 GPa. (b) Pressure dependence of the
superfluid density of Ca3Ir4Sn13 at T = 0, proportional to λ(0)−2

obtained from the fit shown in Fig. 2. Lines are linear fits in the
two pressure regimes below and above the critical pressure. The inset
shows the corresponding pressure range for Sr3Ir4Sn13, which is offset
with respect to Ca3Ir4Sn13 by −5.2 GPa. Open symbols are p = 0
data from [21,22]. (c) Gap-to-Tc ratio R ≡ �(0)/(kBTc) vs pressure
in Ca3Ir4Sn13. The dashed line is to guide the eyes.

shown in Figs. 3(a)–3(c), respectively. The critical temperature
increases almost linearly with increasing pressure. A linear
fit yields dTc/dp = 0.592(76) K/GPa with an intercept at
p = 0 of 6.79(6) K. The smooth Tc(p) dependence is in
sharp contrast to the behavior of the superfluid density and
of the gap-to-Tc ratio as a function of pressure, where the
changes cannot be simply related to pressure changes in Tc.
The dependence of the superfluid density on pressure displays
a pronounced change of slope above a pressure pc ≈ 1.6 GPa.
Above this value, the slope is more than a factor of three higher
than below: dλ(0)−2/dp = 2.84(18) μm−2/GPa for p � pc

and dλ(0)−2/dp = 10.17(62) μm−2/GPa for p � pc. Equally
remarkable is the jump of the �(0)/(kBTc) ratio at pc from
values around 2.2, typical of ternary stannide superconductors
at p = 0 [23] to values of about 3.7. All of these changes
indicate the presence of a quantum critical point at pc ≈
1.6 GPa, which, taking into account the uncertainties of a
linear extrapolation, is close to the value which was postulated

from a linear extrapolation of the normal-state values of T ∗(p)
to T = 0 [8]. Whereas part of the linear increase of λ(0)−2 for
p < pc can be related to the corresponding linear decrease
of the mean free path of Ca3Ir4Sn13 [8], the pronounced
changes at and above pc point to a profound modification of
the electronic structure and of the superconducting interaction
strength at pc, and are a strong indication of the presence of a
quantum critical point in the superconducting phase. Similar
pressure measurements of Sr3Ir4Sn13 for 0.15 < p < 2.5 GPa,
corresponding to values between −5.1 and −2.7 GPa of the
(Ca1−xSrx)3Ir4Sn13 phase diagram, far away from pc, do not
exhibit pronounced or anomalous pressure effects [inset of
Fig. 3(b)]. The total amplitude of the Gaussian signals of
the μSR spectra, which is a measure of the volume fraction
of the superconducting phase, does not show any pressure
dependence and has the maximum possible value indicating
a full volume superconducting phase below and above the
quantum critical point.

III. DISCUSSION

A. Pressure dependence of superconducting parameters

The application of pressure allows one to uncover su-
perconductivity and plays an important role in obtaining
information about its microscopic mechanism. For instance,
the dependence of Tc on pressure for MgB2 indicated a
mediating electron-phonon coupling [35]. Recently, in Bi2Se3,
an anomalously saturating p dependence of Tc (for p >

30.0 GPa) suggested the presence of an unconventional
pressure-induced superconducting pairing state in this topo-
logical insulator [36], and pressure-induced reversal of the
dependence of Tc on pressure in KFe2As2 indicated a pairing
state transition [37]. Investigations have mainly focused on
the study of Tc(p) [38]. For the most simple metals and
in the majority of the prototypical BCS superconductors,
superconductivity is reduced under pressure dTc/dp < 0.
However, even in elementary superconductors, the effects of
pressure can be complicated [39]. The variation of the critical
temperature with pressure can be generically obtained by
differentiating the McMillan expression for strongly coupled
superconductors with respect to Tc [25,35,40],

d ln Tc

dp
= −(2A − 1)

d ln ωln

dp
+ A

d ln η

dp
, (3)

where A = 1.04λep[1 + 0.38μ∗]/[λep − μ∗(1 + 0.62λep)]2 is
a function of the electron-phonon coupling constant λep and
of the Coulomb pseudopotential μ∗, ωln is the logarithmic-
averaged phonon frequency, η ≡ N (EF)〈I 2〉 is the Hopfield
parameter with 〈I 2〉 the electronic matrix element of the
electron-phonon interaction averaged over the Fermi surface,
and N (EF) is the density of states at the Fermi level.

To the pressure dependence of Tc, there are phononic
and electronic contributions. In conventional phonon-mediated
superconductors, the phonon stiffening with pressure leads to a
decreasing critical temperature, although, close to a structural
transition, phonon softening of particular modes can occur.
For a BCS superconductor, the superfluid density and hence
λ(0) is pressure independent as well as the ratio �(0)/(kBTc).
This is the case, for instance, of RbOs2O6 [25]. Also, in the
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multigap superconductor MgB2, which is a moderately strong
electron-phonon-mediated superconductor, the two gap-to-Tc

ratios are practically pressure independent and only a small
pressure effect of λ(0) has been observed [41]. No or small
pressure dependence of λ(0)−2 has been reported also in
some unconventional superconductors, such as the electron-
doped infinite-layer cuprate Sr0.9La0.1CuO2 [42] or the nearly
optimally hole-doped YBaCu3O7−δ [27].

In the (Ca1−xSrx)3Ir4Sn13 system, the positive variation of
the critical temperature with pressure is a clear indication of
the importance of the electronic contribution, such as a change
of N (EF). The observed pressure-induced enhancement of
the superfluid density is very high, with a relative variation
between the lowest (0.15 GPa) and the highest (2.18 GPa)
measured pressures �λ(0)−2/λ(0)−2 � 240%. This is unusual
for a BCS superconductor.

B. Phase diagrams and Uemura plot

The pronounced increase setting in above 1.6 GPa can
be understood if put it in relation to the structural quantum
phase transition and the related CDW suppression at pc. The
superconducting and CDW gaps are often antagonistic toward
each other. The CDW gapping inhibits superconductivity
by decreasing the area of the Fermi surface where the
superconducting gap can open and by reducing the number
of available carriers. This is apparent in various physical prop-
erties of the (Ca1−xSrx)3Ir4Sn13 system. Optical spectroscopy
measurements across the structural/CDW phase transition on
single-crystal samples of Sr3Ir4Sn13 have determined from
the Drude components a reduction of the plasma frequency
from ωp ≈ 30 530 cm−1 above to ωp ≈ 25 750 cm−1 below
T ∗ [14]. If the effective mass of the itinerant carriers remains
unchanged, this means that roughly 29% of the carriers are
lost below T ∗. In Ca3Ir4Sn13, the temperature dependence of
the Hall coefficient shows a significant reduction of carriers
below T ∗ [13]. A reduction of the electronic density of states
at EF in the CDW phase has also been predicted by density
functional theory (DFT) calculations of the electronic structure
of Sr3Ir4Sn13 [8,43].

Superconductivity in metallic ternary stannide compounds
has been analyzed within the theory of strong-coupling
superconductivity, where the gap can be expressed as a
function of the logarithmic-averaged phonon frequency ωln ≡
exp ( 2

λep

∫ ∞
0 ln ωα2F (ω)dlnω) and x ≡ ωln

Tc
,

�(0)/kBTc = 1.768

[
1 + 12

x2
ln

x

2

]
. (4)

For Sr3Ir4Sn13 and Ca3Ir4Sn13, specific-heat and magnetic
susceptibility measurements yield ωln = 73 and 56 K, re-
spectively. The reduced values of ωln as compared to that
of the Debye temperature (ωD = 184 and 218 K, respec-
tively) indicate the importance of the low-energy phonon
modes for the superconductivity in the ternary stannide
compounds [23,24]. The pronounced increase of the gap-to-Tc

ratio at pc, however, cannot be simply understood within
Eq. (4), which only predicts a maximum value for the ratio
of 2.77, well below our observation [see Fig. 3(c)]. Since our
data exclude the presence of spin fluctuations or magnetic
glue at any pressure, it is natural to attribute the observed

effect to the particular role of phonons associated with the
structural quantum phase transition and their synergetic effects
with concomitant changes of the electronic spectrum related
to the CDW suppression. The DFT calculations by Tompsett
have identified low-energy phonon modes at the X and M
points as responsible for the structural transition. A particular
role appears to be played by the phonon mode at the M point,
which corresponds to a breathing of the Sn12 cages [43]. These
phonon modes go soft at T ∗. Softening of a low-energy phonon
mode associated with the Sn12 breathing mode has also been
found by inelastic neutron scattering [10]. When the transition
temperature is driven to 0 K by pressure, the softening occurs
at this temperature, giving rise to additional low-lying phonon
modes, which can be excited at low temperatures. The effect
of these additional phonon modes on the superconducting
strength can be estimated using a model originally proposed
for the fullerides, which takes into account electron coupling
to phonons with very large differences in frequency [44].
Such a model is able to produce a gap-to-Tc ratio of 5, well
encompassing the observed increase to ∼3.7 at pc, and is
able to explain the transition from intermediate strong to very
strong superconductivity at pressures p > pc [44]. This result
suggests that the low-energy phonons are not only responsible
for the structural transition, but also drive and boost the com-
peting superconducting phase, which reaches its maximum Tc

at ∼4.0 GPa. A similar mechanism could be at the origin of the
superconducting dome in the CDW superconductor 1T -TiSe2

when the CDW transition is suppressed by pressure within
a behavior also reminiscent of a quantum critical point [45].
However, we cannot exclude that a role may also be played by
charge density fluctuations on approaching the QCP.

The pronounced increase of ρs and �(0)/(kBTc) when
T ∗ is driven to zero clearly indicates that below pc, the
CDW gap is competing with the superconducting gap and
that only its complete suppression allows superconductivity
to fully develop. However, from the amplitude of the μSR
signal, we can deduce that while competing for the same
electrons, the two order parameters coexist at nanoscale
with the superconducting volume faction remaining 100%
over the entire pressure range. Overall, our results indicate
that the (Ca1−xSrx)3Ir4Sn13 system has a quantum critical
point at ≈1.6 GPa, separating two different superconducting
states, i.e., a low-pressure one coexisting with a CDW and a
pure-superconducting one at higher pressures, resulting in a
phase diagram as shown in Fig. 4.

From the data, we can also estimate the increase of
available carriers associated with the closing of the CDW
gap. As a measure, we take the relative difference between
λ(0)−2 of Ca3Ir4Sn13 at 1.16 GPa, where superconductivity
is coexisting with the CDW phase at all temperatures, and
λ(0)−2 at 2.18 GPa, where the CDW is completely suppressed.
The relative increase in superfluid density is 68(4)%. DFT
calculations of the electronic structure of Sr3Ir4Sn13 with the
generalized gradient approximation (GGA) have predicted a
∼34% increase of N (EF) when raising the temperature above
T ∗ [8]. Within the simplified assumption of a free-electron gas
model, where N (EF) ∝ n−1/3, this corresponds to a ∼140%
increase of charge carriers. This number appears reasonable
if one takes into account that changes in λ(0)−2 also reflect
changes of the effective mass m∗ = mb(1 + λint), which we
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FIG. 4. (Color online) Low-temperature phase diagram of
(Ca1−xSrx)3Ir4Sn13 proposed by the present μSR investigations of
the microscopic superconducting parameters. They indicate that
there are two superconducting phases, i.e., one coexisting with
CDW and the other pure. They are separated by a critical point at
≈1.6 GPa, indicated by a black dot. Green circles and squares are the
superconducting transition temperatures of Ca3Ir4Sn13 and Sr3Ir4Sn13

under pressure obtained from the μSR data. The open green circle is
a point at p = 0 from [22]. The open squares are Tc values from ac
susceptibility and resistivity measurements and open circles are T ∗

values from resistivity measurements; data from Ref. [8].

may expect to increase by entering the very strong-coupling
regime above pc.

The difference by almost a factor of two of the gap
amplitudes in the two superconducting phases is in agreement
with the dependence of the BCS ratio on the CDW gap and
the degree of Fermi-surface gapping as calculated in [46],
where it was shown that the electron-hole gapping in the
CDW-superconducting phase may lead to a reduction of the
BCS ratio by as much as one half. Our data also show that while
the gap amplitude �(0) strongly depends on the suppression
of the CDW, the temperature dependence of the original BCS
expression is not affected by the presence of the CDW and
is independent of the coupling strength. On the other hand, a
comparison of Fig. 3(a) with Figs. 3(b) and 3(c) shows that
Tc is much less sensitive to the quantum critical point than
the superfluid density and the coupling strength. This reflects
the fact that whereas closing the CDW gap makes electronic
states at the Fermi surface available for superconductivity and
directly increases ns , the electronic contribution to dlnTc/dp

as expressed by Eq. (3) only depends logarithmically on
N (EF).

Whereas BCS superconductors did not show any pressure
effects on the superfluid density, more or less pronounced
effects have been observed in unconventional superconductors.
In layered cuprates, in the presence of charge reservoir layers,
pressure-induced charge transfer to the CuO2 planes is an
important mechanism besides changes of the effective pairing
interaction to increase ρs . A large transfer of holes from
the double chains to the CuO2 planes has been observed in
YBa2Cu4O8, which also displays a large pressure derivative
of Tc and large increase of superfluid density �[λ(0)−2]

λ(0)−2 = 42% at

1.0 GPa pressure. Here, however, about two-thirds of the effect
has been attributed to a reduction of the effective mass [26].
Pronounced pressure dependence of ρs or pressure-induced
superconductivity has been often found in unconventional
systems with magnetic phases and where magnetic fluctuations
are the most probable candidates for an attractive inter-
action. Examples are (pressure-induced) superconductivity
in the antiferromagnetic phase of the noncentrosymmetric
heavy-fermion CeRhSi3 [47], in the ferromagnetic phase of
UGe2 [48]. In the prototypical heavy-fermion superconductor
CeCoIn5, the increase of ρs under pressure corresponds to
about a doubling of the supercarrier number density ns between
0 and 1.0 GPa. The (smooth) increase was related to the
possible presence of a quantum critical point [49].

The phase diagram of (Ca1−xSrx)3Ir4Sn13 reminiscent of
unconventional superconductors, the pronounced pressure
dependence of ρs , and the jump of gap and coupling strength
at the quantum critical point raise the question about a possible
unconventional character of this compound. Unconventional
superconductivity is often found in strongly correlated
electron systems, displays order parameter with gaps which
are anisotropic and displaying sign reversal between different
Fermi-surface pockets, or is related to intrinsic magnetism,
connected to competing magnetic phases or displaying broken
symmetries, such as inversion or time-reversal symmetry.
None of these characteristics is found in this system, which
has an s-wave order parameter all over the phase diagram
and attractive interaction where phonons appear to play a
dominant role.

Ca3Ir4Sn13 appears to have moderately heavy carriers and
weak correlation [12,13]. The dimensionless ratio of the
thermopower (Seebeck coefficient) S/T to the specific-heat
term q = NAveS

T γ
, provided a carrier density |q−1| ∼= 11.8(8)

per f.u., corresponding to high density of states (DOS) per
volume [13]. Note that from the Sommerfeld coefficient for
Ca3Ir4Sn13γmeas = 39 mJ/K2 mol [13], we get a similar carrier
density ne = 5.3 × 1022 cm−3, which gives a BCS coher-
ence length ξ0 = �

2(3π2ne)
1
3 /[me(1 + λep)π�(0)] ∼ 80 nm

(where we used for the electron-phonon coupling λep = 1.34,
from [24], and �(0) = 1.51 meV). Using the value of the
residual resistivity above Tc (ρn = 79 μ
 cm), we estimate

the mean free path � = �(3π2)
1
3 /(n

2
3
e ρne

2) = 1.14 nm �ξ0.
The dirty character of the superconductor is consistent with
our analysis of λ(T ).

The effective coherence length obtained from Bc2(0) =
5.4 T, determined from the well-known Werthamer-Helfand-
Hohenberg (WHH) formula Bc2(0) = −0.693 Tc

dBc2
dT

, is

ξGL =
√

�0
2πBc2

∼= 7.8 nm, where �0 = 2.07 × 10−15 T m2 is

the quantum of magnetic flux. The good agreement of ξGL

with the value obtained from
√

ξ0� � 9.5 nm gives us further
confidence about the correct estimate of these electronic
parameters. The low value of �/ξ0 = 0.014 means that in
Ca3Ir4Sn13, the density of paired electrons is reduced to
ns ≈ ne

�
ξ0

= 7.4 × 1020 cm−3. From our determination of the
effective magnetic penetration depth λ, we can alternatively
estimate the density of paired electrons to be ns = me(1+λep)

μ0e2λ2 �
5.36 × 1020 cm−3. This number is in good agreement with the
above estimate, which is based on a carrier density expressed
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FIG. 5. (Color online) Uemura plot. Green points: The supercon-
ducting transition temperature Tc vs the effective Fermi temperature
TF for Ca3Ir4Sn13 and Sr3Ir4Sn13 at various pressures. The points
are plotted in the Tc − TF diagram together with data of different
families of superconductors (plot adapted from [50,52]). Top scale:
TF expressed in terms of paired carrier density and effective mass,
evaluated from the λ(0)−2 measurements, i.e., 1.52 n2/3

s / m∗
me

for a

three-dimensional (3D) system such as (Ca1−xSrx)3Ir4Sn13 and ns/
m∗
me

for 2D systems. The unconventional superconductors are generally
considered to fall within a band, indicated by the gray region in the
figure. Conventional elemental superconductors lie on the right side
of the diagram. The dashed line corresponds to the Bose-Einstein
condensation temperature TB.

in terms of a simple free-electron model, and reconfirms the
applicability of the BCS theory.

To place (Ca1−xSrx)3Ir4Sn13 in the context of other su-
perconductors, we plot in Fig. 5 the measured points in the
Uemura graph of Tc versus effective Fermi temperature, which
is often used to define the character of unconventionality
of a superconductor [50,51]. The green symbols correspond
to different pressures for Ca3Ir4Sn13 studied here, and the
other points are taken from [50,52]. Remarkably, plotting the
values of Tc as a function of the effective Fermi temperature,

which for a 3D system is kBTF = �
2

2 (3π2)2/3 n
2/3
s

m∗ , where ns

is the value determined above from λ, we observe that
Ca3Ir4Sn13 lies at the border of that part of the diagram
where cuprates and iron-based superconductors and other
unconventional superconductors are found. A similar result
is obtained if we express the superfluid density in term
of the muon spin-relaxation rate σ (0) ∝ λ(0)−2 ∝ ρs(0) as
in the original Uemura plot. This behavior shows that a
conventional electron-phonon-mediated cubic superconductor
is not a criterium of exclusion from this part of the plot. The
vicinity to unconventional superconductors is possibly related
to the competing CDW state or to the presence of a quantum
phase transition. Remarkably, the investigated system is placed
in the Uemura plot close to V3Si, another phonon-mediated
superconductor with a nearby structural instability.

Recently, it was reported that the series
(Ca1−x,Srx)3Rh4Sn13 has a very similar phase diagram
with a quantum critical point, which should appear at ambient
pressure if the Ca fraction is 0.9 [15]. This opens the
possibility to study the interplay of superconductivity, CDW,
and quantum criticality over a broader interval of pressures
even beyond the region where superconductivity is strongest
and the critical temperature reaches its maximum.

Note added. Recently, strong-coupling superconductivity
was also reported near a structural quantum critical point of
(Ca1−xSrx)3Rh4Sn13 [53].
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