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Heat transport between antiferromagnetic insulators and normal metals
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Antiferromagnetic insulators can become active spintronics components by controlling and detecting their
dynamics via spin currents in adjacent metals. This cross talk occurs via spin transfer and spin pumping,
phenomena that have been predicted to be as strong in antiferromagnets as in ferromagnets. Here, we demonstrate
that a temperature gradient drives a significant heat flow from magnons in antiferromagnetic insulators to electrons
in adjacent normal metals. The same coefficients as in the spin-transfer and spin-pumping processes also determine
the thermal conductance. However, in contrast to ferromagnets, the heat is not transferred via a spin Seebeck
effect which is absent in antiferromagnetic insulator-normal metal systems. Instead, the heat is proportional to a
large staggered spin Seebeck effect.
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In spintronics, the properties which make antiferromag-
nets markedly different from ferromagnets also make them
attractive in a more dynamic role. Antiferromagnets operate at
much higher frequencies and may empower terahertz circuits.
They also have no magnetic stray fields, which therefore
enables denser spintronics circuits. Antiferromagnets are
usually passive spintronics components. However, they can
play a role as active components despite their lack of a
macroscopic magnetic moment [1–13] and even when they
are insulating [10,12,13].

We demonstrate that the thermal coupling between antifer-
romagnetic insulators (AFIs) and normal metals is relatively
strong. The strong thermal coupling facilitates several out-
comes: The interface coupling can lead to efficient cooling
of antiferromagnetic spintronics devices, might function as
heat sensors, and can reveal valuable information about the
high-frequency spin excitations in dc measurements that are
complicated to extract with other techniques.

Antiferromagnets can produce pure spin currents as large as
those produced by ferromagnets. We recently showed that spin
pumping may be as operative from antiferromagnets as from
ferromagnets [13], in apparent contradiction to naive intuition.
Furthermore, the efficiency of spin pumping from antiferro-
magnets to normal metals implies, via Onsager reciprocity
relations, that there is a considerable spin-transfer torque
on antiferromagnets from a spin accumulation in adjacent
normal metals. However, in the absence of external magnetic
fields, the spin Seebeck effect in antiferromagnet-normal metal
systems vanishes [14]. This fact seems to indicate that spins in
antiferromagnets decouple from, or are only weakly connected
to, heat currents and temperature gradients in adjacent normal
metals.

To the contrary, we find that the thermal coupling con-
stant is orders of magnitude stronger than its ferromagnetic
counterpart. This radical difference is caused by the large
exchange field in antiferromagnets that governs the heat
transfer rather than the much smaller anisotropy fields or
external magnetic fields in ferromagnets. The thermal coupling
between antiferromagnetic insulators and normal metals is

*Arne.Brataas@ntnu.no

associated with a staggered spin Seebeck effect rather than
via the spin Seebeck effect.

Spin caloritronics determines how spins are coupled to
currents and temperature gradients [15]. Measurements of im-
portant thermoelectric properties in ferromagnetic insulators,
such as the spin Seebeck effect [16], are central to this field.
In the spin Seebeck effect, a temperature gradient transfers
a magnon spin current in a ferromagnet into an itinerant
spin current in a normal metal [17,18]. This process is active
even in insulating ferromagnets [19]. The spin Peltier effect is
reciprocal to the spin Seebeck effect; a heat current generates
a spin accumulation [20,21]. These fascinating thermoelectric
properties can be useful to control the heat flow in spintronics
devices and in devices that recycle waste heat.

In explaining our calculations, we interpret the theories
on the spin Seebeck effect [15–18,22] as a combination of
three mechanisms. First, a precessing magnetization can pump
a spin current across a ferromagnet-normal metal junction
[23–25]. Spin pumping gives rise to an increased magne-
tization dissipation rate [23,26,27]. Second, the enhanced
dissipation implies that there is also an enhanced spin current
noise in terms of a fluctuating spin-transfer torque [28]. At
equilibrium, there is no thermal bias and the dc spin current
vanishes because the temperature-driven spin pumping and a
fluctuating spin-transfer torque exactly compensate each other.
Third, a temperature difference alters this balance and causes
a net spin current [17,18,22].

In this picture, to compute the heat transfer between
AFIs and normal metals, we first establish the fluctuating
spin transfer and staggered spin transfer in such hybrid
systems. Both quantum and thermal fluctuations are required
to determine the magnon occupations. Subsequently, we use
these results to define the thermal gradient-driven (staggered)
spin currents, which we then use to evaluate the heat current
from the AFI to the normal metal. We focus on insulating
antiferromagnets where the transport properties are magnon
driven. Generalizations to conducting antiferromagnets are
straightforward.

We model the AFI as a two sublattice system with
spatiotemporal magnetizations M1 and M2. The dynamics are
described by the staggered magnetizations L = M1 − M2 =
Ln and the magnetization M = M1 + M2 = Lm. These
fields satisfy the constraints n2 + m2 = 1 and n · m = 0. At
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FIG. 1. (Color online) An AFI sandwiched between two normal
metals N1 and N2. The left normal metal (N1) is a good spin sink.
The electrons in the right normal metal (N2) are decoupled from
the magnons, e.g., the interface coupling is weak and/or there is no
spin-memory loss. A heat current between the normal metals flows
in response to an applied temperature gradient across the AFI. The
cross section is A and d is the AFI thickness. The heat flow IQ is
along the longitudinal coordinate x.

equilibrium, the staggered field is homogeneous and constant
in time, |L| = L, and the magnetization vanishes, M = 0,
i.e., n2 = 1 and m = 0. We consider an easy-axis AFI that
is described by the energy E = ∫

dr[ε(r) + εs(r)], where the
energy density is

ε = L

γ

[
1

2
ωE(m2 − n2) − 1

2
ωA

(
m2

z + n2
z

)]
, (1)

with the exchange frequency ωE and the smaller anisotropy
frequency ωA, ωA � ωE . When n and m spatially vary, the
stiffness contributions are

εs = L

2γ
ωA

∑
i=x,y,z

[(λn∂in)2 + (λm∂im)2], (2)

where λn and λm are exchange lengths associated with n and
m, respectively. The dynamic equations are

ṅ = ωm × n + ωn × m + τ n, (3a)

ṁ = ωn × n + ωm × m + τm, (3b)

where the effective fields are ωn = −(γ /L)δε/δn and ωm =
−(γ /L)δε/δm. In Eqs. (3a) and (3b), the dissipation and
fluctuation torques τm and τ n are essential to describe spin
caloritronics effects.

We consider a thin-film AFI of thickness d sandwiched
between two normal metals, the left one of which is a good
spin sink (e.g., Pt), and the right is only weakly coupled or
has little or no spin-memory loss (see Fig. 1). We assume
planar AFI-normal metal interfaces of cross section A. The
coordinate r = (x,ρ) is decomposed into a perpendicular co-
ordinate x (0 � x � d) and the two-dimensional (2D) in-plane
coordinates ρ. The fluctuation-dissipation torques have bulk
and (spin-pumping-induced) interface contributions, τν(r) =
τ (b)
ν (r) + δ(x − xI )τ (p)

ν (ρ), where xI = 0+ is infinitesimally
near the interface on the AFI side close to the spin sink and the
subscript ν denotes the product of either the subindex n or m

and a Cartesian component x, y, or z. The bulk torques arise
from the magnon-phonon interaction. At the AFI-N interface,
the torques are governed by spin pumping induced by the
coupling of the magnetic moments to itinerant electrons in
adjacent normal metals. In finding the torques, we introduce
dissipation in a similar way as in Ref. [7] and further generalize
this description to include quantum and thermal fluctuations.

The resulting fluctuation-dissipation torques are

τ n = (hm − αṁ) × n + (hn − αṅ) × m, (4a)

τm = (hn − αṅ) × n + (hm − αṁ) × m, (4b)

for both bulk and interface contributions where we have
suppressed the superscript [(b) or (p)] in τ , h, and α. The
bulk Gilbert damping constant is α(b). α(p) is a measure of
the spin-pumping-induced enhanced dissipation; for homoge-
neous macrospin excitations the enhanced damping constant
is α(b) + α(p)/d [25].

The fluctuation-dissipation theorem implies the exis-
tence of the fluctuating forces hm and hn. The average
of the independent fluctuating forces hm and hn and the
cross correlations between different fields vanish, but the
variance is

〈
h(p)

ν (ρt)h(p)
ν (ρ ′t ′)

〉 = γα(p)R(t − t ′,T1)

Lπ
δ(ρ−ρ ′), (5a)

〈
h(b)

ν (rt)h(b)
ν (r′t ′)

〉 = γα(b)R(t−t ′,TA)

Lπ
δ(r − r′). (5b)

The correlation function R(t,T ) depends on the (local) tem-
perature. As demonstrated for ferromagnets in Ref. [28], the
spin-current fluctuations associated with spin pumping depend
on the temperature in the normal metal close to the interface,
T1. We posit that the one-to-one correspondence between spin
pumping in ferromagnets and antiferromagnets [13] implies
that the spin-current fluctuations in antiferromagnets obeys
the same relationship, as in Eq. (5a). In the bulk of the
AFI, the phonon-induced fluctuations associated with the bulk
Gilbert damping depend on the temperature profile in the
antiferromagnet TA(x), as in Eq. (5b). The correlation function
only describes white noise in the (classical) high-temperature
limit, R(t,T ) ≈ 2πkBT δ(t). However, for the purpose of
computing the heat current, we need to take into account the
quantum behavior of the fluctuations, which we describe after
Eq. (15).

The effective fields determined by Eqs. (1) and (2) are

ωn = ωEn + ωA(n · ẑ)ẑ + ωA(λn∇)2n , (6a)

ωm = −ωEm + ωA(m · ẑ)ẑ + ωA(λm∇)2m. (6b)

In the absence of bulk (electron-magnon) Gilbert damping
represented by α, the energy current density jE is defined
via the continuity equation 〈∂t (ε + εs)〉 + ∇ · jE = 0. Because
there is no change in external parameters (e.g., spin accumula-
tion) in the system, the energy current can be identified as the
heat current. From this continuity equation and by using the
dynamic equations (3), with the interface surface normal x̂,
we find that the total heat current IQ = ∫

dρ(−x̂ · jE) across
the normal-metal–AFI interface is

IQ = L

γ

〈
ωAλ2

n∂xn · ∂tn + ωAλ2
m∂xm · ∂tm

〉|x=0. (7)

IQ contains products of the deviations from equilibrium of the
staggered field and the magnetization. It is therefore sufficient
to carry out the computation of n and m in linear response.

We use a circular basis so that n± = nx ± iny and m± =
mx ± imy are first-order corrections with respect to the
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equilibrium configuration n = ẑ and m = 0. Next, we Fourier
transform in the transverse coordinate ρ and time t so that
any function c(x,ρ,t) = ∑

q

∫
dωc̃(x,q,ω) exp i(ωt − q · ρ).

Using Eq. (3), the linearized dynamic equations of motion
become

{
iα(b)ω + ωA

[
1 + λ2

m

(
q2 − ∂2

x

)] + 2ωE

}
m̃±

= ±ωñ± + h̃
(b)
m±(x), (8a){

iα(b)ω + ωA

[
1 + λ2

n

(
q2 − ∂2

x

)]}
ñ±

= ±ωm̃± + h̃
(b)
n±(x). (8b)

In the coupled dynamic equations (8), the stiffness contribu-
tions (2) can be interpreted as arising from the continuity
equations for the staggered field and the magnetizations,
(∂tn)s + ∑

i ∂ijn,i = 0 and (∂tm)s + ∑
i ∂ijm,i = 0. In linear

response, the staggered spin current and spin current along the
x direction are jn,x = ωAλ2

mẑ × ∂xm and jm,x = ωAλ2
nẑ × ∂xn.

The boundary conditions for the linearized equation of mo-
tion (8) are obtained by integrating the dynamic equations (3)
across the AFI-N interface. This results in the continuity of the
staggered spin and spin currents in linearized forms at x = 0:

ωAλ2
m

∂m̃±
∂x

= iωα(p)m̃± − h̃
(p)
m,±, (9a)

ωAλ2
n

∂ñ±
∂x

= iωα(p)ñ± − h̃
(p)
n,±. (9b)

Similarly, at x = d, there is no loss of currents and the bound-
ary conditions are ωAλ2

m∂m̃±/∂x = 0 and ωAλ2
n∂ñ±/∂x = 0.

In typical antiferromagnets, ωE is much larger than all other
energy scales and we may employ the so-called exchange
approximation. This implies that we may disregard smaller
terms in the equation of motion (8a) so that it greatly simplifies
to m̃± = ωñ±/2ωE . By inserting this relation into Eq. (8b), we
find the equation of motion in the exchange approximation

λ2
n

(
q2

x + ∂2
x

)
ñ± = − h̃

(b)
n±

ωA

, (10)

which can be solved with the boundary conditions of Eq. (9b).
In the exchange approximation, to the lowest order in the
dissipation, we have introduced the longitudinal wave number
qx . The complex wave number qx is implicitly defined via the
relation ω = ωR + i/t (b), where the bulk resonance frequency
and the bulk lifetime are determined by

ω2
R = 2ωAωE

[
1 + λ2

n

(
q2

x + q2
y + q2

z

)]
, (11a)

1/t (b) = α(b)ωE. (11b)

The central results we will obtain can be interpreted in terms of
the eigenstates with the associated eigenfrequencies and life-
times in a thin-film antiferromagnet. The eigenstates are deter-
mined by expressing ñ± = A± exp (iqxx) + B± exp (−iqxx)
in Eq. (10) when the right-hand side (the fluctuations) vanishes.
The only nontrivial solution that satisfies both the boundary
conditions of Eq. (9b) at x = 0 (with no fluctuations) and
∂ñ±/∂x = 0 at x = d is determined by the secular equation

s(qx) = 0, where

s(qx) = qxλ
2
nωA

dω
tan (qxd) − i

α(p)

d
. (12)

In the absence of spin pumping and bulk damping, the solutions
of s(qx) = 0 are standing waves where qx = Nπ/d and N is
an integral number. When spin pumping is weak, the second
term in Eq. (12) is small and the solutions of s(qx) = 0 can be
expanded around the solutions obtained in the absence of spin
pumping. For the higher modes, when N �= 0, we expand the
wave vector qx to the first order in the deviations from Nπ/d

and insert the resulting imaginary part of the wave vector into
the dispersion relation of Eq. (11a) to find the spin-pumping
lifetime t

(p)
N . For N = 0, we carry out a second-order expansion

in terms of the small parameter qxd around 0 and insert this
result into the dispersion of Eq. (11a) to find the lifetime t

(p)
0 .

We compute that

1/t
(p)
0 = α(p)

d
ωE, (13a)

1/t
(p)
N �=0 = 2

α(p)

d
ωE. (13b)

In a striking contrast to ferromagnets, the spin-pumping-
induced scattering rate 1/t (p) (13) is proportional to the
exchange energy. Similar expressions for the spin-pumping
rates in ferromagnets scale with the ferromagnetic spin-
wave energy, which is several orders of magnitude smaller
than the exchange energy. We know that the spin-pumping-
induced effective Gilbert damping coefficients α(p) in insu-
lating antiferromagnet–normal-metal systems are comparable
to those of insulating ferromagnet–normal-metal systems
(Ref. [29]). We will see that the short spin-pumping-induced
AFI lifetimes of Eq. (13) imply a large heat conductance
between AFIs and normal metals. Interestingly, we find that the
spin-pumping-induced relaxation rate of the higher modes is
twice as large as the uniform, but independent of the transverse
(2D) wave vector q. This ratio agrees with our previous result
for the spin-pumping-induced ratio in thin-film ferromagnets
and can be used to distinguish the spin-wave modes [29].

Next, we solve the linearized dynamic equation (8)
with the fluctuating bulk forces and subject to
the boundary condition (9b) where the fluctuating
spin-pumping-induced forces appear. To compute the
heat current, we represent the solution at x = 0 as m̃+ =
χ

(p)
m+h̃

(p)
n+ + ∫ d

0 dx χ
(b)
m+(x)h̃(b)

n+(x) and ωAλ2
n∂xñ+/d =

χ
(p)
n′+h̃

(p)
n+ + ∫ d

0 dx χ
(b)
n′+(x)h̃(b)

n+(x). We find that χ
(p)
m+ =

−1/[2dωEs(qx)], χ
(b)
m+ = χ

(p)
m+ cos qx(d − x)/ cos qxd ,

χ
(p)
n′+ = −qxλ

2ωA tan qxd/d2ωs(qx), and χ
(b)
n′+ =

−iα(p) cos qx(d − x)/d2s(qx) cos qxd .
We evaluate the variance of the fluctuating forces and

find the heat current, IQ = −(2dωE/π )Im
∑

q

∫ ∞
−∞ dω[η(p)

Q +
η

(b)
Q ], where the spin-pumping and bulk contributions are

η
(p)
Q = χ

(p)
m+

(
χ

(p)
n′+

)∗
α(p)R̃(ω,T1), (14a)

η
(b)
Q =

∫ d

0
dx χ

(b)
m+(x)

[
χ

(b)
n′+(x)

]∗
α(b)R̃(ω,TA(x)). (14b)
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At equilibrium, TA(x) = T1, the heat current vanishes, IQ = 0,
as expected. In linear response, the temperature varies linearly
in the AFI so that TA(x) = T1 + (T2 − T1)x/d. We then
compute that the heat current is IQ = (T2 − T1)κQ, where

κQ =
∑
qy,qz

∫ ∞

−∞
dω

α(b) α(p)

d

π |s(qx)|2 ζ (qx)
∂R̃(ω,T )

∂T
(15)

and ζ (qx) = 2
∫ d

0 dx| cos qx (d−x)
cos qxd

|2 x
d2 . By following the same

methods, we also compute that the temperature-driven spin
current, i.e., the spin Seebeck effect, vanishes, in agreement
with Ref. [14]. However, we find that the temperature-driven
staggered spin current is finite. Furthermore, the heat current
is directly proportional to the staggered spin current.

By comparing the equilibrium expectation value of the
spin-wave internal energy with the quantum-mechanical result
for a magnon gas or, alternatively, by using the fluctuation-
dissipation theorem represented by Eq. (4.9) in Ref. [30], we
identify that the correlation function R(ω,T ) represents the
mean energy at the temperature T of an oscillator at natural
frequency ω, R̃(ω,T ) = 1

2 �|ω| + �ωf (|ω|,T ), where f (ω,T )
is the Bose-Einstein distribution function.

When damping is small, and the spin-pumping-induced
damping is smaller than the bulk damping, we can expand
the poles of the denominator of Eq. (15) around the spin-wave
resonance qxd = nπ in a similar way as in Ref. [22]. This
results in an intuitive expression:

IQ =
∞∑

N=0

1

t
(p)
N

∫ ∞

0
dω DN (ω)�ω{f (ω,T2)[1 − f (ω,T1)]

− f (ω,T1)[1 − f (ω,T2)]}. (16)

The heat current that flows between the normal metals via
the antiferromagnet, at each frequency, is proportional to the
spin-pumping-induced spin-wave relaxation rate 1/t

(p)
N , the

mode-dependent density of states, DN (ω) = ∑
qy,qz

2δ[ω −
(2ωAωE{1 + λ2

n[(Nπ
d

) + q2
y + q2

z ]})1/2]. Furthermore, the heat
current is determined by the Bose-Einstein occupation of
the magnons and the electron-hole pairs in the normal
metal. This expression (16) reveals that the thermal coupling
between normal metals and AFIs is relatively strong. The
heat current is proportional to the spin-pumping-induced
spin-wave scattering rates that are proportional to the ex-
change energy and the Gilbert damping coefficient and
therefore are orders of magnitude larger than in ferromag-
nets. At high temperature, we find IQ = Aπ2(kBT1)3kB(T2 −
T1)α(p)/(15

√
2A

3/2
ex

√
ωE�

3/2), where Aex = �ωAλ2
n is the ex-

change stiffness. For example, using material parameters
from Refs. [31,32], we find κ/A ∼ 107 W/m2 for RbMnF3,
whereas a calculation for F-N yields a value ∼105W/m2 for
yttrium iron garnet, both at 30 K and assuming a spin mixing
conductance g = 5 × 1018 m−2.

Phonons also mediate heat currents between AFIs and
normal metals. Experimentally, the magnon-induced heat
current we predict here can be separated from the phonon
heat current by the different material, temperature, and length
dependence. For instance, at temperatures below the magnon
gap, magnons do not contribute to the heat conductance. Also,
different measurements in systems with normal metals that
couple strongly or weakly to the antiferromagnets can be
compared. Finally, one can use an external magnetic field to
change the magnon dispersion and consequently the spin-wave
density of states governing magnon-induced heat current of
Eq. (16).

In conclusion, we demonstrated a strong thermal coupling
between antiferromagnetic insulators and normal metals. The
heat current is directly proportional to the staggered spin
current.

We acknowledge support from the Research Council of
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