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Observation of the orbital quantum dynamics in the spin-1
2 hexagonal antiferromagnet Ba3CuSb2O9
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We have studied orbital dynamics in the spin liquid candidate Ba3CuSb2O9 using multifrequency electron-spin
resonance. We prepared two high-quality single crystals. The crystal with a slight copper deficiency shows a
structural phase transition at around 200 K due to the cooperative Jahn-Teller effect, accompanied with orbital
ordering. In contrast, the crystal with almost perfect stoichiometry shows no orbital ordering down to the lowest
temperature of 1.5 K. Dramatic change in the g factor anisotropy as a function of frequency and temperature
demonstrates orbital quantum fluctuations at a nearly constant time scale of ∼100 ps below 20 K, evidencing the
emergence of an orbital liquid state in this quantum spin liquid compound.
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Extensive work on various quantum spin liquid candidates
has revealed that dynamic spin state may emerge close to
0 K in Mott insulators with frustrated interactions between the
spins [1]. The question arises whether an analogous state is
possible if additional degrees of freedom are present. In the
case of orbital degeneracy, theoretical investigations revealed
various types of quantum liquids [1–6]. However, the experi-
mental realization of such states is still a challenge [7–10]. For
a strongly correlated system composed of orbital-degenerated
3d transition ions (such as Cu2+, Mn3+, Cr2+) in an octahedral
cubic crystalline field, it is commonly known that the orbital
degrees of freedom are mostly quenched by a Jahn-Teller (JT)
effect where the JT transition occurs accompanied by crystal
symmetry lowering and orbital long-range ordering at a fairly
high temperature, a few thousand Kelvin, which is at least
one order of magnitude higher in energy than the magnetic
exchange interaction [11].

An exception was found for the hexagonal (6H) perovskite
quantum spin liquid candidate: Ba3CuSb2O9 (BCSO) [12,13].
In this material, a weakly connected honeycomb-based net-
work of JT active CuO6 octahedra face sharing with JT inactive
SbO6 rigid octahedra allows the energy scales of the JT
and exchange interaction to become comparable in strength.
Various measurements have revealed that the hexagonal BCSO
exhibits neither magnetic long-range order nor cooperative JT
transition [13–15]. The absence of orbital long-range order
allows the studies on the formation of quantum spin and/or
orbital liquid state in this material.

A key question is to identify the nature of the spin and orbital
dynamics in BCSO, that is, whether spatial or temporal orbital
disorders exist at low temperatures. For orbital dynamics,
two distinct scenarios are possible: (I) static JT distortions
appear locally, forming a glass type of orbital freezing, and
realizing a rare case of random-singlet state [16,17]; (II) the
distortions are dynamical, with a finite tunneling rate between
the orbital-vibronic states at the local minima of an effective
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potential describing the JT coupling in the octahedra—the
so-called dynamical JT effect [13,14,18,19]. This may lead
to a quantum orbital liquid state. If the latter is true, the
characteristic frequency of the dynamic JT distortions must
be higher than 1010 Hz according to our previous K-band
electron spin resonance (ESR) and extended x-ray absorption
fine structure (EXAFS) observations [13]. The specific heat,
neutron scattering, muon spin, and nuclear magnetic resonance
measurements did not confirm the above scenarios, probably
because the time scales in these measurements are very
different from the time scale of the orbital fluctuations,
and further because the imperfect hexagonal polycrystalline
samples complicated the analysis [13,16].

To this end, we succeeded in preparing two kinds of
high-quality single crystals of Ba3Cu1−xSb2+xO9 with dis-
tinct structural behaviors [14]. One, named the “orthorhom-
bic sample” with slight copper deficiency [x = 0.042(1)],
shows a structural transition at about 200 K between a
high-temperature hexagonal (P 63/mmc) and low-temperature
orthorhombic (Cmcm) phases, exhibiting a cooperative JT
transition. The other, named “hexagonal sample,” with almost
perfect Sb/Cu stoichiometry (x < 0.003) remains hexagonal
at all experimental temperatures, serving as the first copper
oxide without the cooperative JT transition. Here we chose
the multifrequency ESR measurement technique to investigate
these samples, because its dynamic range could be extended
to the high-frequency region to resonantly detect the spin and
orbital magnetism simultaneously.

Let us first present the X-band ESR results at the
electromagnetic wave frequency νEM ∼ 9 GHz, the lowest
frequency available with our instrument. Distinct behaviors
in the angular-dependent ESR spectra are observed for the
orthorhombic [Fig. 1(a)] and hexagonal [Fig. 1(b)] samples at
2.4 K. For further discussion, we derived the g factor, ESR
intensity, and linewidth from the fitting of the curves using
field-derivative multiple or single Lorentzian functions (see
Supplemental Material [20]).

The g factors of the orthorhombic sample clearly show
anisotropic behavior due to static JT distortions [Fig. 1(c)].
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FIG. 1. (Color online) X-band ESR results measured at 9.3 GHz.
(a) ESR curves of the hexagonal sample (Hexa.) for external magnetic
fields rotating in ab plane at T = 2.4 K, (b) ESR curves for the
orthorhombic sample (Ortho.) with the same setting. (c,d) In-plane
g-factor anisotropy obtained from the fits of the curves in (a,b); solid
lines are fits to the data by the sinusoidal function; inset of (d) defines
the rotating angles ϕ. (e,f), Temperature-dependent g factors at ϕ =
0◦ and 30◦. Note that the g-factor scale is much different between
(c,e) and (d,f).

When the magnetic field was rotated in the ab plane, three
main branches with the period of 180◦ were observed, all
branches shifted by 60◦ from one another, indicating the
formation of three kinds of CuO6 domains with orthorhombic
elongation along the respective three Cu-O bond directions.
The characteristic g factors along two long and four short Cu-O
bonds are estimated as g‖ = 2.41(1) and g⊥ = 2.08(1) (see
Supplemental Material [20]), which are standard values known
for a strong static JT distortion in a CuO6 octahedron [21]. On
heating, a transition of the in-plane g factor from anisotropic
to isotropic was observed at ∼200 K [Fig. 1(e)], confirming
the cooperative JT transition.

For the hexagonal sample, however, even the lowest-
temperature (2.4 K) ESR curves in Fig. 1(b) retain a
perfectly symmetric Lorentzian line shape (Supplemental
Material [20]). It is more striking that the g factor is almost
isotropic (with a tiny sixfold symmetry) along the in-plane

FIG. 2. (Color online) (a) ESR intensities for the hexagonal and
the orthorhombic samples measured at 9.3 GHz. The “dimer” com-
ponents are extracted by subtracting the “Curie-Weiss” components
(low-temperature fit) from the total intensity. The obtained Weiss
temperatures are nearly 0 K for both samples. The expression of
dimer fittings is Eq. (S5) in the Supplemental Material SM5 [20].
(b) ESR linewidths for both samples along the a and c axes. Solid
lines are the total fits, and broken lines are the anisotropic exchange
fits.

directions as shown in Figs. 1(d) and 1(f), revealing the absence
of cooperative JT distortion. This is unprecedented for a cupric
single crystal at such a low temperature. The in-plane g factor
anisotropy at T > 20 K [Fig. 1(f)] is totally smeared out
similarly to the case of the orthorhombic sample at T > 200 K
[Fig. 1(e)], which is most likely due to the thermally activated
dynamic JT effect for the electrons coupled with the vibronic
excited states [22,23].

Concerning spin and orbital dynamics, we have investigated
the X-band ESR intensity and linewidth. The ESR inten-
sities in Fig. 2(a) show similar behavior for both samples,
which are proportional to the static susceptibilities [24]. At
low temperatures Curie-Weiss behavior is shown for both
samples, which can be attributed to about 14% “orphan
spins” in the hexagonal sample, and 18% in the orthorhombic
one. Subtracting the Curie-Weiss component, the remain-
ing ESR intensity data can be fitted with a formula for
the “dimer” model in which the singlet ground state and
the triplet excited one are separated by the gap energy
∼70 K [23,25]. The behavior indicates that most copper spins
form singlet dimers below the exchange interaction scale
J/kB ∼ 50 K [16].

More information about the couplings of the spin, orbital,
and lattice could be obtained from the ESR linewidth [full
width at half maximum (FWHM)] as shown in Fig. 2(b). Both
samples show a linewidth broadening with increasing tempera-
ture except for the low-temperature region of the orthorhombic
sample along the [100] direction. The linewidth is much
broader in the hexagonal sample than in the orthorhombic
one, and a plateau (temperature-independent region) appears
for the hexagonal sample, while not for the orthorhombic one.
The anisotropic exchange interaction and the thermal effect
may determine the ESR linewidth broadening: FWHM =
KAEexp[−C1/(T + C2)] + KTEexp(−�ESR/kBT ) [26]. By
fitting the FWHM data along the c axis for both samples
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FIG. 3. (Color online) Multifrequency ESR absorption spectra. (a) ϕ = 0◦, T = 1.5 K; (b) ϕ = 30◦, T = 1.5 K; (c) ϕ = 0◦, T = 50 K;
(d) ϕ = 30◦, T = 50 K. The electromagnetic wave frequency νEM varies from 9.3 to 730 GHz for the hexagonal sample. The spectra of the
orthorhombic one at νEM = 9.3 GHz are shown on top. �H/H0 = (H–H0)/H0, H0 = hνEM/(g1μB), g1 = 2.2. The sharp peaks at �H/H0 ≈ 0.1
for νEM = 730 GHz are the signals of DPPH (2,2-diphenyl-1-picrylhydrazyl, g = 2.0036). Open circles show the data, and broken and solid
curves are the multipeak Lorentzian fits and the total fits, respectively.

with this equation and extracting the coefficients and the
parameter values, we have found that the coefficient KAE

for the hexagonal sample is twice as large as that of the
orthorhombic one. In contrast, the coefficients KTE for both
samples are similar, and the energy gaps are evaluated to be
�ESR/kB = 444 K for the hexagonal sample and �ESR/kB =
568 K for the orthorhombic one, indicating a similar thermal
fluctuation at high temperatures.

The above X-band ESR results suggest a low-temperature
orbital ordering in the orthorhombic sample and the or-
bital fluctuations in the hexagonal one (Supplemental
Material [20]). However, more convictive evidence is nec-
essary for corroborating that this is caused by temporal
orbital fluctuating rather than spatial orbital disordering.
High-frequency, high-field ESR spectroscopy which covers
the frequencies of 1010–1012 Hz could be a key experiment to
delineate the possible orbital dynamics. The dynamic orbital
fluctuations should manifest themselves as a crossover from an
isotropic to an anisotropic line shape with increasing frequency
due to two kinds of mechanisms. (I) The snapshot effect: When
the period of the electromagnetic wave is much longer than
the time scale of orbital tunneling τ , a motional narrowed and
isotropic ESR signal can be observed. On the contrary, when
1/νEM � τ , the magnetic moment become “slowly motional,”
and consequently, the ESR line shape would approach that
of the static JT distortion [23]. (II) Quenching of orbital
quantum fluctuations under high magnetic fields [22,23]: Due
to spin-orbit coupling, the magnetic field and the distortions are
coupled via the anisotropic g factor. A magnetic field therefore
acts as a local strain. If the potential energy of this strain—
which is proportional to g2μBH , where g2 = g|| − g1, and g1

is the average of the g-values (Supplemental Material [20])—
overcomes the dynamic energy due to tunneling between the
local minima, the orbitals will freeze and static JT distorted
ESR spectra are expected.

Significantly, our high-frequency ESR results are found
consistent with the above predictions. Figure 3 shows that
the line shapes of the ESR absorption curves are clearly
νEM dependent. In particular, the spectra become deformed
from a symmetric Lorentzian curve when νEM exceeds a
critical value: νC ∼ 80 GHz at 1.5 K [Figs. 3(a) and 3(b)],
and νC ∼ 180 GHz at 50 K [Figs. 3(c) and 3(d)]. Notably,
the ESR line shape at νEM = 730 GHz (resonance field H0 =
23.7 T for the average g value g1 = 2.2) for the hexagonal
sample is almost the same as the orthorhombic sample’s
case at 9.3 GHz, providing a high-frequency “snapshot” of
the dynamic JT effect. Figure 2(a) shows that at 50 K, a
temperature comparable to the spin gap, the ESR probes all
the Cu sites. Therefore, the observed crossover confirms that
the dynamic JT effect is a bulk effect.

We also note that our results clearly rule out the exchange
splitting effect (ESE) [27], the other popular mechanism for
the frequency-dependent crossover in ESR. Within the ESE
scenario, one would assume that the local copper sites are in
an orbital glass state and the exchange energy between the
orphan spins is J ′/kB = �gμBH0 ∼ 0.5 K (�g = g‖ − g⊥ =
0.32 at the highest frequency, and H0 = 26.0 kOe is the
resonance field at g1 = 2.2 and νC = 80 GHz). However, the
two following facts dispel this possibility: Firstly, when plotted
as a function of �H/H0, the single Lorentzian linewidth
decreases with increasing frequency at νEM < νC, which is
opposite to the tendency expected for the ESE scenario [27].
Secondly, νC shifts to higher frequencies on heating (see
Fig. 3), which is also opposite to the tendency expected for
the ESE: νC would decrease because the exchange interaction
would become weaker as the lattice expands [13]. Instead,
the broad linewidth at low frequencies can be naturally
understood as the results of dynamic mixing of the g

tensor, namely, the low-frequency snapshot; the observed
increase of νC with temperature can be understood by the
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FIG. 4. (Color online) (a) Temperature dependence of the Jahn-
Teller frequency (νJT). (b) Twofold symmetric g factor at νEM =
380 GHz, T = 1.5 K. (c) Sixfold symmetric g factors at
νEM = 80 GHz, T = 1.5 K. (d) Tiny sixfold symmetric g factors at
νEM = 9.3 GHz, obtained at T = 2.4 and 10 K. (e) Isotropic g factor
at νEM = 9.3 GHz, obtained at T = 30 and 100 K. The experimental
conditions (frequencies and temperatures) for (b–e) are shown in (a)
as corresponding symbols.

fact that the orbital tunneling speeds up due to thermal
fluctuations.

Thus, the dramatic change may well come from the dynamic
orbital fluctuations. Using the single-ion approximation [28],
we estimate the characteristic frequency of the dynamic
JT effect νJT by the relation νJT = νCg2/g1 ≈ 0.095∗νC

(Supplemental Material [20]). As shown in Fig. 4(a), νJT sys-
tematically decreases on cooling, indicating the suppression of
thermal orbital fluctuations. However, when the temperature
gets lower than 20 K, νJT levels off at a constant value
∼10 GHz, suggesting that the orbital quantum tunneling has
the time scale of about 100 ps. The temperature dependence
of νJT defines the three essentially different regimes: (i) At the
high-frequency, low-temperature limit, the g factor becomes
as anisotropic as the orthorhombic sample’s case with the
static distortion as shown in Fig. 4(b). This identifies the
strength of dynamic JT distortion as being comparable with
that of the static JT effect, consistent with the previous EXAFS
results [13]. (ii) At the low-frequency, high-temperature limit,
the fully isotropic g factor due to thermal orbital fluctuations is

shown in Fig. 4(e). (iii) In the low-frequency, low-temperature
“quantum tunneling” region, the sixfold anisotropy of the
g factor [Fig. 4(c)] was observed at νEM � 80 GHz and
T � 20 K.

This emergent sixfold g factor anisotropy cannot be
understood simply based on the theory for the single-ion
dynamic JT effect [28,29]. Is it the fingerprint of a spin-orbital
entangled state, where Cu spins form fluctuated singlet dimers
which drive the dynamical Jahn Teller effect? Or is it just
coming from the quantum tunneling between the orbital
minima within a single ion? Various theoretical models have
been developed for the BCSO: the electron-vibronic effects are
emphasized in Refs. [18,19], while in Ref. [30], the importance
of the coupling between the Cu spins on the honeycomb
lattice and the decorating sites is stressed. It remains to be
seen if these theories are compatible with our experimental
findings, including the explanation of the behavior of the
orphan spins, especially since we observe the same type of
orbital fluctuations in the bulk and on the orphan sites.

To conclude, our multifrequency ESR measurements have
identified two regimes for the dynamical Jahn-Teller effect,
in addition to the cooperative Jahn-Teller effect, as a function
of temperature and magnetic field. Most notably, the charac-
teristic frequency of the orbital fluctuation below 20 K in the
hexagonal BCSO remains finite and temperature independent.
Together with the six-fold symmetry of the g factor, this
indicates disordered orbitals with strong quantum fluctuations,
forming a quantum orbital liquid. This is a sharp contrast
with the static JT effect and orbital ordering observed in the
orthorhombic BCSO. Together with the previous X-ray and
Raman examinations [14], this orbital liquid is realized not
only at orphan spin sites, but also at bulk spin site throughout
all the temperature measured. Additional experiments such as
infrared optical spectroscopy may further confirm this point.
Finally, it is interesting to note that the frequency-dependent
ESR curves in Fig. 3 are analogous to those of free spins
“swimming” in a liquid solution in the biochemical “spin
labels” [31], which offers a classical image of the ESR
response from the orphan spins itinerating in the bulk orbital
liquid.
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